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#### Abstract

Due to the wide use of communicating mobile devices, mobile ad hoc networks (MANETs) have gained in popularity in recent years. In order that the devices communicate properly, many protocols have been proposed working at different levels. Devices in an MANET are not stationary but may keep moving, thus the network topology may undergo constant changes. Moreover the devices in an MANET are loosely connected not depending on pre-installed infrastructure or central control components, they exchange messages via wireless connections which are less reliable compared to wired connections. Therefore the protocols for MANETs are usually more complicated and error-prone. In this thesis we discuss different models and their underlying theories which will facilitate the verification of protocols for MANETs.

Process calculi have been used successfully as a formal method to verify and analyze functional behaviors of concurrent systems e.g. free of deadlock, and they also have been extended with probability to verify quantitative properties e.g. "the sent message will arrive at the destination in 5 seconds with probability no less than 0.99 ". In this thesis we extend the framework to deal with special issues in MANETs e.g. mobility and unreliable connections. Specially speaking, 1. We first propose a discrete probabilistic process calculus with which we can model in an MANET that the wireless connection is not reliable, and the network topology may undergo changes. We equip each wireless connection with a probability, and moreover we allow these probabilities to be changed according to some mobility rule to model the changes of the network topology. The semantics gives rise to Probabilistic Automata (1) (PA), thus allowing us to use PCTL (2) or PCTL*


(3) to express properties of protocols. We also propose several variants of bisimulations and simulations letting us abstract some details of protocols as well as the mobility of the network topology. The theory is then applied to a protocol for distribution of IP addresses (Zeroconf (4)).
2. Secondly we extend the discrete probabilistic process calculus in several directions: i) Generalize the notions of mobility rules which allow to change part of a network topology depending on an exponentially distributed random delay and a network topology constraint. ii) Introduce stochastic time behavior for processes running at network nodes. iii) A novel abstraction is proposed where several broadcasts may be simulated by one. The semantics is a combination of discrete and continuous probability, nondeterminism, and concurrency, thus giving rise to an Markov Automaton (5) (MA). Several variants of bisimulations and simulations are also defined some of which are defined over distributions. We show how to use the theory by applying it to a leader election protocol.
3. Various behavioral equivalences and their logical characterizations have been proposed to combat the infamous states space explosion problem of PAs, but unfortunately it is well known that the behavioral equivalences are strictly stronger than the logical equivalences induced by PCTL or PCTL*. We address this problem in this thesis by introducing a sequence of strong bisimulations, which will converge to the PCTL or PCTL* equivalence eventually. This work is then extended to weak bisimulations and simulations. Since CTMDPs can be seen as continuous-time extension of PAs, we also extend the work to the continuous setting in a natural way.
4. Recently, MAs have been proposed as a compositional behavior model supporting both probabilistic transitions and exponentially distributed random delays. Moreover two variants of weak bisimulation are also defined in (5) and (6). In this thesis, we introduce both early and late semantics for MAs based on which we define the early and late
weak bisimulation respectively. We also show that the early weak bisimulation coincides with the previous variants while the late weak bisimulation is strictly coarser than them, thus the late weak bisimulation enables us to reduce the state spaces of MAs even further. This work is also extended to simulations. For future work we will discuss logic characterization for both early and late weak (bi)simulations.
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## Chapter 1

## Introduction

In this chapter we first introduce the mobile ad hoc networks and their characteristics, then we briefly present the classic process calculi and their applications in protocol verification, and we also show how the theory of process calculi can be extended with quantitative information to deal with randomized behaviors. Bisimulation and its logical characterization is discussed in Section 1.3 together with simulation and its logical characterization. We summarize our achievements of this thesis in Section 1.4 as well as the organization of the following chapters.

### 1.1 Mobile Ad Hoc Networks

Mobile ad hoc networks (MANETs) are composed by a lot of mobile devices which can communicate with each other via wireless connections. The mobile devices in an MANET are self organizing without the need of any pre-installed infrastructure or central control components, thus an MANET is supposed to be more fault tolerant compared to wired local area networks (Ethernet), since devices may crash or even leave the network. Due to the wide use of communicating mobile devices, MANETs have gained in popularity in recent years, and the application area is broad, spanning from ambient intelligence, wireless local area networks, sensor networks, and cellular networks for mobile telephony.

Due to the lack of pre-installed infrastructure and central control components, the protocols of MANETs are usually more complicated and error-prone than those for Ethernets, which makes the rigorous verification of these protocols difficult and necessary.
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Compared to Ethernets, MANETs have the following characteristics:

1. Local broadcast.

The key communication primitive in an MANET is message broadcast but, different from Ethernets, broadcast in wireless networks is local, hence only devices within the communication range of the emitting device can receive a message, while all the other devices out of the transmission range cannot.
2. Mobility.

The devices in an MANET are not stationary but keep moving, moreover they may also crash, therefore the connectivity topology undergos constant changes.
3. Unreliable connection.

A wireless connection is not as reliable as a wired connection i.e. we cannot guarantee that a broadcast message will reach all the devices even if they are in the transmission range of the emitting device. Since the messages exchanged through wireless connections may get lost during transmission.
4. Unidirectional.

The wireless connection is usually unidirectional instead of bidirectional, since the devices in an MANET may have different transmission ranges. If a device $A$ can deliver messages to a device $B$, we cannot say that $B$ is also able to deliver messages to $A$, because $B$ may have a smaller transmission range than $A$.
5. Separated Connectivity.

Connectivity should not be part of a protocol i.e. when designing a protocol we cannot make any assumption on the network connectivity, the protocol should work properly for any possible situation. But the specification of a protocol may refer to certain conditions about the connectivity. For instance, we may specify properties like "the messages broadcasted from a device $A$ will eventually reach a device $B$ as long as $B$ is connected to $A$ either directly or via some intermediate devices".

### 1.2 Process Calculi and Probability

Process calculi have been a popular framework and much used in the specification and verification of parallel and distributed software systems. During the last three decades several variants of process calculi have been proposed, the most important of which are CCS (Calculus of Communicating systems (7, 8)), CSP (Communication Sequential Processes (9)), and ACP (Algebra of Communicating Processes (10, 11, 12)). As the extension of CCS, the $\pi$-calculus is developed in $(13,14,15)$ by Milner, Parrow and Walker which allows channel names to be transferred via channel names, it is able to model concurrent systems where the interconnection between processes may change during the computation. All these process calculi have very simple syntax and few operators by which we can describe both specification and implementation of concurrent systems. To describe the behaviors of processes, each process calculus is equipped with an operational semantics, usually in the form of a labeled transition system introduced in (16). One advantage of process calculi is that they have an algebraic basis enabling us to model and analyze concurrent systems in a formal and rigorous way.

Process calculi have been applied successfully to verify functional properties of concurrent systems, for example we may check whether a system is free of deadlock or not, and whether a certain message will reach all the devices eventually or not. But in many systems we are also interested in the quantitative properties of them, not just their functional properties, for instance we want to know what is the maximal probability of a system reaching deadlock states, and what is the minimal probability of a certain message reaching all the devices in 5 seconds. In order to do so, a variety of extensions of classical process calculi have been proposed (17, 18, 19, 20, 21, 22), whose semantics gives rise to different models. Depending on i) whether the time is discrete or continuous, and ii) whether nondeterministic choices are allowed or not, we can divide probabilistic models into several categories as follows:

1. Discrete-time Markov Chain (DTMC) or fully probabilistic systems.

The DTMC is a probabilistic extension of the labeled transition system where all the transitions are associated with probabilities. As indicated by its name, the time is discretized as steps in DTMCs. The model has been studied in (19, 23, 24). Fig. 1.1 (a) is an example of DTMC such that $s$ can evolve into $s_{1}, s_{2}$, and $s_{3}$ with probability $0.5,0.2$, and 0.3 respectively. Note that we omit the labels of
the transitions and all the transitions of $s_{i}(1 \leq i \leq 5)$ in Fig. 1.1. For models with transition labels, refer to (25) for a good overview.
2. Probabilistic Automata (PA) or Markov Decision Processes (MDP).

Probabilistic automata can be seen as extensions of DTMCs with nondeterministic choices, and have been studied in (1, 26, 27). In a PA, each state may have several nondeterministic choices, after choosing a transition it will reach certain states with specified probabilities. Fig. 1.1 (b) gives an example of PA where $s$ has two nondeterministic choices, either choosing the left transition or the right one. Suppose $s$ chooses the right transition, then it will evolve into $s_{4}$ and $s_{5}$ with probability 0.6 and 0.4 respectively.
3. Continuous-time Markov Chain (CTMC).

Similar with DTMC, the CTMC is an extension of the labeled transition system where each transition is associated with an exponentially distributed random variable. Such transitions are called Markovian transitions, and the variable associated with each transition is called the rate of it specifying the duration of the Markovian transition. CTMC has been widely used as the underlying model to analyze performance-oriented systems, such examples include TIPP (28), PEPA (29), EMPA (30), stochastic $\pi$-calculus (31), IMC (32), StoKlaim (33), and Stochastic Ambient Calculus (34). Fig. 1.1 (c) shows an example of CTMC where $s$ has three Markovian transitions with rates 5, 2, and 3 respectively.
4. Continuous-time Markov Decision Processes (CTMDP).

The CTMDP can be seen either as an extension of CTMC with nondeterministic choices, or as a continuous-time variant of MDP where all probabilities are replaced by exponentially distributed random variables. In a CTMDP, each state will first choose a transition nondeterministically from all available transitions, then it will delay for some time and evolve into certain states with specified probabilities. This model has been studied in $(35,36,37)$, and applied in many fields such as stochastic scheduling $(38,39)$ and dynamic power management (40). Fig. 1.1 (d) gives an example of CTMDP where $s$ has two nondeterministic choices: either $s$ chooses the left transition first and then evolve into $s_{1}, s_{2}$, and $s_{3}$ with rates 5,2 , and 3 respectively, or it chooses the right transition first and evolve into $s_{4}$ and $s_{5}$ with rates 6 and 4 respectively.


Figure 1.1: Different probabilistic models.

Besides the models mentioned above, a new stochastic model, called Markov automata (MA), has been proposed by Eisentraut, Hermanns, and Zhang in (5) recently. MA can be considered as a combination of PA and IMC, we will discuss MAs in Chapter 6. The probabilistic models can be further divided into alternating models and non-alternating models, we defer the detail discussion to Chapter 4.

## 1.3 (Bi)Simulation and Logical Characterization

As mentioned before both implementation and specification of a concurrent system can be described using process calculi. Usually the specification Spec of a concurrent system is more abstract than the implementation without considering many details, while the implementation Impl is more complicated describing the system at a lower
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level. In order to establish the relation between the specification and implementation, a number of behavioral equivalences, called bisimulation equivalences, have been proposed $(7,8,41)$. Refer to $(42,43)$ for a good overview of variants behavioral equivalences. There are two main kinds of bisimulation equivalences: strong bisimulation and weak bisimulation. Intuitively, two systems are strongly bisimilar iff they can mimic the behavior of each other stepwise, while in weak bisimulation this condition is relaxed such that two systems are weakly bisimilar iff they can mimic the "observable" behavior of each other stepwise. With these notions we can check whether Impl is a correct implementation of the given Spec.

Bisimulation equivalence is very important for verification purpose, especially to deal with the infamous state space explosion problem. Usually the properties of a system can be expressed by a kind of logic e.g. the Computation Tree Logic (CTL) or Extended Computation Tree Logic (CTL*) (44). Two bisimilar systems are guaranteed to satisfy the same properties, thus can be grouped together. In other words, bisimulation can be characterized using the logic equivalence, see e.g. (45). Therefore if Spec and Impl are bisimilar, then whenever Spec satisfies some property, we can be sure that Impl also satisfies the same property and vice versa. Since Spec is more abstract than Impl, it contains less states and is preferable for verification purpose.

Usually a complicated system is built upon several smaller components via parallel operator, thus one desirable property of bisimulation equivalences is congruence w.r.t. the parallel operator, it enables us to split a complicated system into several components, and then analyze these components one by one. Suppose that we have a system specification Spec which contains two components: Spec $_{1}$ and $S p e c_{2}$. There is also an implementation $I m p l$ built upon $I m p l_{1}$ and $I m p l_{2}$, which are implementations of $S p e c_{1}$ and $S p e c_{2}$ respectively. We want to know whether Impl is a correct implementation of Spec or not, i.e. whether Spec and Impl are bisimilar. Instead of checking Spec and Impl directly, we can split the problem into two smaller ones and verify whether $\operatorname{Impl}_{i}$ and $S p e c_{i}$ are bisimilar $(i=1,2)$. If the answer is yes, and the bisimulation is a congruence, then we can guarantee that Spec and Impl are also bisimilar.

For two systems Spec and Impl to be bisimilar, Spec need to mimic the behavior of Impl stepwise and vice versa. If we relax this condition and only require one direction mimicking, we will obtain the concept of simulation, that is, Spec simulates Impl iff Spec can perform whatever behavior Impl can perform, but the reverse is not required
to hold, therefore simulations are preorders instead of equivalences. Depending on whether we consider all the behaviors or just the observable behaviors, we will obtain strong simulation and weak simulation respectively as in the bisimulation scenario. The simulation can also be characterized by some proper fragment of logic, for instance in (46) $\forall C T L^{*}$, the safe fragment of CTL*, is used to characterize strong simulation. In other words, if Spec simulates Impl, then for any formula $\varphi$ of $\forall C T L^{*}$, Spec satisfies $\varphi$ implies that Impl satisfies $\varphi$.

Since bisimulations and simulations have been used successfully for verifying concurrent systems, there have been lots of efforts to extend them and their logical characterizations to probabilistic systems during the last two decades, for both discrete models ( $1,2,24,25,47,48,49,50,51,52,53,54,55,56,57$ ) and continuous models ( $29,32,54,58,59,60,61$ ). The extension is not trivial for probabilistic systems, especially when both nondeterministic choices and probabilistic choices occur simultaneously, for instance in PAs and CTMDPs. For PAs, bisimulations and simulations are characterized by variants of Hennessy-Milner logic in (62) and (57) respectively, but as pointed out in (1) the bisimulations cannot be characterized by a probabilistic extension of CTL i.e. PCTL $(2,3)$. For CTMDPs, the first logical characterization result is presented in (37). Unfortunately the strong bisimulation is only sound, but not complete w.r.t. continuous-time stochastic logic (CSL) equivalence where CSL is a continuous extension of CTL, in other words, two strongly bisimilar systems are guaranteed to satisfy the same CSL formulas, but two systems satisfying the same CSL formulas are not necessarily strongly bisimilar. We will address these problems in Chapter 4 and Chapter 5.

### 1.4 Contributions and Overview of the Thesis

In this dissertation we aim at developing probabilistic broadcast calculi for modeling and analyzing protocols for MANETs and establishing the necessary probabilistic semantic models for doing so. We summarize our contributions in each chapter and give an overview of the thesis as follows:

- In Chapter 2 we present a probabilistic broadcast calculus for MANETs whose connections are unreliable. In the calculus broadcasted messages can be lost
with a certain probability, and due to mobility the connection probabilities between two nodes may change. If a node at a location broadcasts a message, the network will evolve into a network distribution depending on whether nodes at other locations receive the message or not. Mobility of nodes is not arbitrary but guarded by a probabilistic mobility function. We define two notions of bisimulation equivalence, they are called weak bisimulation and weak probabilistic bisimulation respectively. In both cases, it is possible to have equivalent networks which have different connectivity information. Then we examine bisimulation relations between different probabilistic mobility functions, which enables us to abstract the mobility functions as well. We also extend these work to simulations. In this calculus the time is discrete and each model may have nondeterministic choices of probabilistic transitions, thus corresponds to a PA according to the semantics. Finally we apply our calculus on a small example called the Zeroconf protocol.
- Based on the calculus presented in Chapter 2, we introduce a continuous time stochastic broadcast calculus for MANETs in Chapter 3. The mobility of nodes in a network is modeled by a stochastic mobility function which allows to change part of a network topology depending on an exponentially distributed delay and a network topology constraint. We allow continuous time stochastic behavior of processes running at network nodes, e.g. in order to be able to model randomized protocols. The introduction of group broadcast and an operator to help avoid flooding enable us to define a novel broadcast abstraction. By the introduction of the continuous time stochastic behavior it turns out that the semantics of our calculus is a combination of discrete and continuous time probability, nondeterminism, and concurrency and thus gives rise to an MA. We also define two notions of weak bisimulation congruences one of which is over networks while the other one is over network distributions. Finally, we apply our theory on an example of a leader election protocol.
- Since each model in Chapter 2 is a PA, in Chapter 4 we will address the problem of verifying PAs. Specifically, we will discuss the logical characterizations of bisimulations and simulations w.r.t. PCTL* and its sublogics, which is the most often used logic for expressing properties of PAs. Even though various behavioral equivalences have been proposed before, as a powerful tool for abstraction and
compositional minimization for PAs, unfortunately these behavioral equivalences are well-known to be strictly stronger than the logical equivalences induced by PCTL or PCTL*. In Chapter 4 we will introduce novel notions of strong bisimulation relations, which characterizes PCTL and PCTL* exactly. We then extend to weak bisimulations characterizing PCTL and PCTL* without next operator, respectively. Further, we also extend the framework to simulations. Thus, we will bridge the gap between logical and behavioral equivalences (preorders) in the setting of PAs.
- In Chapter 5 we extend the work in Chapter 4 to continuous-time PAs i.e. CTMDPs. We study the branching time equivalences and preorders for CTMDPs, and the logical characterization problem of these relations w.r.t. CSL. For strong bisimulation, it is known that bisimulation is strictly finer than CSL equivalence. In Chapter 5, we first propose the notion of weak bisimulations for CTMDPs and show that for a subclass of CTMDPs, weak bisimulation is both sound and complete w.r.t. the equivalence induced by the sublogic of CSL without next operator. We then propose a sequence of $i$-depth bisimulation relations characterizing a sequence of sublogics with bounded until similar as in Chapter 4. The $i$-depth bisimulation equivalences converge to the CSL equivalence for arbitrary CTMDPs. Further, we extend the framework to simulations and their characterizations as well. Another notable contribution in Chapter 5 is the notion of a parallel composition operator for CTMDPs, moreover, we show that both strong and weak bisimulations are congruence relations with respect to it.
- Since the semantics introduced in Chapter 3 gives rise to MAs, in Chapter 6 we will talk about related problems for MAs. MA and its weak bisimulation was first proposed by Eisentraut, Hermanns and Zhang in (5), and later on Deng and Hennesy proposed another notion of weak bisimulation in (6), enjoying the nice property of being a reduction barbed congruence, i.e., it is compositional, barb-preserving and reduction-closed. In Chapter 6 we propose two different semantics for MAs called early semantics and late semantics respectively, and then we introduce early and late weak bisimulation based on the semantics. We show that the early weak bisimulation coincides with the weak bisimulations in
(5) and (6), and the late weak bisimulation is strictly coarser than them, thus using late weak bisimulation we can reduce the state space even further.
- We conclude the thesis in Chapter 7.
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where Article 8 is an abstract version of Article 1, and Article 6 is a journal version of Article 3. Chapter 2 to 6 of this dissertation are based on Article 1-5 respectively. Article 7 does not appear explicitly in this dissertation, but it can be seen as an initial
attempt to investigate the stochastic broadcast calculus, which later on leads us to develop the theory in Article 2.

## Chapter 2

## Discrete Model

In this chapter we introduce a discrete mobility model for wireless networks where one location may be connected to another with a certain probability. Moreover these probabilities are not fixed but can be changed dynamically to reflect the fact that the connection topology of a wireless network may change due to node's movement, node's crash and so on. We first motivate the work in Section 2.1. The syntax and semantics of the calculus is introduced in Section 2.2 and 2.3 respectively. In Section 2.4 we introduce weak (probabilistic) bisimulations, while weak (probabilistic) simulations are discussed in Section 2.5. The notions of bisimulations and simulations are extended to probabilistic mobility functions in Section 2.6. We show the application of our theory by applying it on the Zeroconf protocol in Section 2.7. This chapter is concluded with related work in Section 2.8.

### 2.1 Motivation

Mobility and local wireless broadcast has been studied in e.g. the calculi: CBS ${ }^{\sharp}$ (63), the $\omega$-calculus (64), CMN (65), RBPT (66), and CMAN (67, 68). All these calculi only deal with node connectivity in two modes: either two nodes are connected or disconnected. It is often assumed that when a node at location $l$ is within the transmission range of another node at location $k$, then the node at $l$ can receive messages broadcasted from $k$ with probability 1 , otherwise with probability 0 . Here we refine this assumption and equip a connection with a probability, since in an unreliable medium we cannot guarantee that the broadcasted messages will always be received even within
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Figure 2.1: Connectivity example.


Figure 2.2: An example of mobility.
the transmission range. For example, in Fig. 2.1 the dashed circle denotes the transmission range of $k$, every node at a location within the circle, such as $l$ and $m$, may receive the messages broadcasted from $k$, but the node at location $n$ outside the circle cannot. Intuitively, although both $l$ and $m$ are in the transmission range of the node at location $k$, it is more reasonable to let the nodes receive messages from $k$ with different probabilities since $m$ is further away from $k$ than $l$. In our calculus, the connectivity of this network can be denoted as $\{\{(0.9, l),(0.5, m),(0, n)\} \longmapsto k\}$ if nodes at $l, m, n$ can receive messages from $k$ with probability $0.9,0.5$, and 0 respectively.

In order to model mobility we let connection probabilities between the nodes at locations change, and the changes are also probabilistic. For instance, the node at
location $m$ in Fig. 2.1 may move closer to location $k$ with a certain probability in which case the node at $m$ will be able to receive messages from $k$ with a higher probability.

In practice, when verifying properties of a mobile network it will be reasonable to assume that mobility within a network is not arbitrary but respects certain rules or distributions. Therefore we introduce a probabilistic mobility function (PMF) which defines the mobility rules of all possible connections within a network. A PMF returns the probability for a connection evolving from one value into another. For example, if in a PMF the connection probability from $l$ to $k$ is given by Fig. 2.2, then we know that it can change from 0.9 to 0.6 with probability 0.2 or stay at 0.9 with probability 0.8 , that is:

$$
\{\{(0.9, l),(0.5, m),(0, n)\} \longmapsto k\} \longrightarrow\left\{\begin{array}{l}
0.2:\{\{(0.6, l),(0.5, m),(0, n)\} \longmapsto k\}  \tag{2.1}\\
0.8:\{\{(0.9, l),(0.5, m),(0, n)\} \longmapsto k\}
\end{array}\right.
$$

Hence we equip mobility with probabilities, and after each mobility action the network will evolve into a distribution with the probabilities specified by the given PMF. We expect that usually a PMF can be obtained based on measurement of case studies.

Our network calculus consists of concurrent processes (nodes) communicating internally over channels at (logical) locations and broadcasting messages to processes at neighboring locations over probabilistic connections that may change probabilistically over time as outlined above. The semantics is a combination of probability, concurrency, and non-determinism. Formally the labeled transition system semantics gives rise to a probabilistic automata as outlined in (1).

We also define two (weak) bisimulations along the lines of (56) and (1) respectively, as a novelty the bisimulations are parameterized by a PMF. The first weak bisimulation makes sure that two bisimilar networks have the same probability for every property (specified by pCTL* in (56) for instance) while the second bisimulation, called weak probabilistic bisimulation, only guarantees that they have the same maximum and minimum probabilities for each property. This work is also extended to simulations and (bi)simulations between PMFs.

Another important contribution is the introduction of unknown probabilities. Since we are dealing with open systems where contexts may contain new nodes and information about connection probabilities, we cannot in a network specification expect to know the probability of all possible connections. We integrate unknown probabilities in
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our theory in order to deal with these cases. Intuitively a connection with an unknown probability means that the probability for the connection can be any value allowed by the given PMF.

### 2.2 The Calculus

We presuppose a countable set $\mathcal{N}$ of names, ranged over by $x, y, z$ and a countable set $\mathcal{L}$ of location names, ranged over by $k, l, m$, and $n$. In addition, we also suppose a finite set of probabilities $\wp$ including 0 and 1 ranged over by $\rho, \rho^{\prime}, \rho_{1} \ldots$. We define a location connectivity set, ranged over by $\mathbb{L}, \mathbb{K} \ldots$, as an element of

$$
\{\{(\rho, l) \mid l \in L\} \mid \rho \in \wp\}
$$

where $L \subset \mathcal{L}$ is finite. We use

$$
l(\mathbb{L})=\{l \mid(\rho, l) \in \mathbb{L}\}
$$

to denote all the locations in $\mathbb{L}$. The convex combination of location connectivity sets $\sum_{i \in I} w_{i} \mathbb{L}_{i}$ is defined by

$$
\left\{(\rho, l) \mid \sum_{i \in I,\left(\rho_{i}, l\right) \in \mathbb{L}_{i}} w_{i} \rho_{i}=\rho\right\}
$$

where $l\left(\mathbb{L}_{i}\right)=l\left(\mathbb{L}_{j}\right)$ for any $i, j \in I$.
The syntax of processes $\mathcal{P}$, ranged over by $p, q, r \ldots$, is defined by the following grammar:

$$
\begin{gathered}
p, q::=0 \mid \text { Act } \cdot p|[x=y] p, q| \nu x p|p \| q| A \\
\text { Act }::=\langle x\rangle|y\langle x\rangle|(x) \mid y(x)
\end{gathered}
$$

where action $\langle x\rangle$ represents broadcasting a message $x$, while the reception of a broadcasted message is denoted by $(x) ; y\langle x\rangle$ denotes sending a message $x$ via the channel $y$ and $y(x)$ represents receiving a message $x$ on channel $y$. Process 0 is the deadlocked process; Act $\cdot p$ is the process that can perform action Act and then behave as $p$; $[x=y] p, q$ behaves as $p$ if names $x$ and $y$ match and as $q$ otherwise; $\nu x p$ means that name $x$ is bounded in the process $p$; in composition $p \| q$, the processes $p$ and $q$ can proceed in parallel and can also interact via shared names; we assume that there is a countable set of constants which are used to denote processes. By giving an equation such that $A \stackrel{\text { def }}{=} p$ we say that constant $A \in \mathscr{A}$ will behave as $p$, where $\mathscr{A}$ is a set of

Table 2.1: Structural congruence of processes (discrete).

$$
\begin{array}{ccc}
p \| 0 \equiv p & p\|q \equiv q\| p & (p \| q)\|r \equiv p\|(q \| r) \\
\nu x \nu y p \equiv \nu y \nu x p & \nu x p \| q \equiv \nu x(p \| q), x \notin f n(q)
\end{array}
$$

process constants, and $A$ is required to be guarded in $p$. As usual we often leave out a trailing 0. Structural congruence of processes, $\equiv$, is the least equivalence relation and congruence closed by the rules in Table 2.1 and $\alpha$-conversion.

The set of networks $\mathscr{N}$ is defined by the grammar:

$$
E, F::=0\left|\lfloor p\rfloor_{l}\right|\{\mathbb{L} \longmapsto l\}|\nu x E| E \| F
$$

Here $\lfloor p\rfloor_{l}$ is a process $p$ at location $l ; \nu x E$ and $E \| F$ are restriction and parallel composition respectively which have the standard meaning; $\{\mathbb{L} \longmapsto l\}$ denotes connection information, i.e. if $(\rho, k) \in \mathbb{L}$, the node at location $k$ are connected to $l$ and can receive messages from nodes at $l$ with probability $\rho$. We use $E, F, G \ldots$ to range over $\mathscr{N}$. Let $\mathscr{C} \subseteq \mathscr{N}$ denote the set of networks which only contain connectivity information, called connectivity networks and ranged over by $C, C_{1}, \ldots$, it is defined by the following syntax:

$$
C::=\{\mathbb{L} \longmapsto l\} \mid C \| C .
$$

Moreover let $\mathscr{B} \subseteq \mathscr{N}$ denote the set of networks which does not contain connectivity information i.e. $\mathscr{B}$ is defined by the following syntax and ranged over by $B, B_{1}, \ldots$ :

$$
B::=0\left|\lfloor p\rfloor_{l}\right| \nu x B \mid B \| B
$$

A network distribution is a function

$$
\mu: \mathscr{N} \rightarrow[0,1]
$$

satisfying

$$
|\mu|=\sum_{E \in \mathscr{N}} \mu(E) \leq 1
$$

Let $\mathcal{N D}$ denote the set of distributions over $\mathscr{N}$, ranged over by $\mu, \mu_{1} \ldots$ The support of $\mu$,

$$
\operatorname{Supp}(\mu)=\{E \mid \mu(E)>0\}
$$
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Table 2.2: Structural congruence of networks (discrete).

$$
\begin{array}{ccc}
E \| 0 \equiv E & \nu x \nu y E \equiv \nu y \nu x E & \{\emptyset \longmapsto l\} \equiv 0 \\
\lfloor\nu x p\rfloor_{l} \equiv \nu x\lfloor p\rfloor_{l} & E\|F \equiv F\| E & \lfloor p\rfloor_{l} \equiv\lfloor q\rfloor_{l}, p \equiv q \\
(E \| F)\|G \equiv E\|(F \| G) & \nu x E \| F \equiv \nu x(E \| F), x \notin f n(F) \\
\left\{\mathbb{L}_{1} \longmapsto k\right\} \|\left\{\mathbb{L}_{2} \longmapsto k\right\} \equiv\left\{\mathbb{L}_{1} \cup \mathbb{L}_{2} \longmapsto k\right\}, l\left(\mathbb{L}_{1}\right) \cap l\left(\mathbb{L}_{2}\right)=\emptyset
\end{array}
$$

Table 2.3: Definition of function $l$

| $\operatorname{loc}(0)=\emptyset$ | $\operatorname{loc}\left(\lfloor p\rfloor_{l}\right)=\{l\}$ | $\operatorname{loc}(\{\mathbb{L} \longmapsto l\})=\emptyset$ |
| :--- | :--- | :--- |
| $\operatorname{loc}(\nu x E)=\operatorname{loc}(E)$ | $\operatorname{loc}(E \\| F)=\operatorname{loc}(E) \cup \operatorname{loc}(F)$ |  |

is the set of networks in $\mu$ with positive probability. Sometimes we also write $\left\{\left(\rho_{i}\right.\right.$ : $\left.\left.E_{i}\right) \mid \mu\left(E_{i}\right)=\rho_{i}\right\}$ to denote $\mu$. If $\mu(E)=1$, then $\mu$ is the Dirac distribution $\delta_{E}$. Given a real number $x$ such that $a \cdot|\mu| \leq 1, a \cdot \mu$ is the distribution such that $(a \cdot \mu)(E)=$ $a \cdot \mu(E)$ for each $E \in \operatorname{Supp}(\mu)$. Moreover $\mu=\mu_{1}+\mu_{2}$ whenever for each $E \in \operatorname{Supp}(\mu)$, $\mu(E)=\mu_{1}(E)+\mu_{2}(E)$. Parallel composition of network distributions $\mu \| \mu^{\prime}$ is defined as a distribution such that

$$
\left(\mu \| \mu^{\prime}\right)(E \| F)=\mu(E) \cdot \mu^{\prime}(F)
$$

for any $E \| F$. Given an equivalence relation $\mathcal{R}$ on networks, $\mu \mathcal{R} \mu^{\prime}$ iff $\mu(S)=\mu^{\prime}(S)$ for each $S \in \mathscr{N} / \mathcal{R}$ where $\mu(S)=\sum_{E \in S} \mu(E)$.

A substitution $\{y / x\}$ can be applied to a node, network, or network distribution. When applied to a network distribution, it means applying this substitution to each network within the distribution. The set of free names and bound names in $E$, denoted by $f n(E)$ and $b n(E)$ respectively, are defined as expected. Structural congruence of networks, $\equiv$, is the least equivalence relation and congruence closed by the rules in Table 2.2 and $\alpha$-conversion. $\equiv$ is extended to network distributions as expected. Let $\operatorname{loc}(E)$ denote the set of locations located in a network which is defined inductively by Table 2.3. Differently, $l(E)$ is used to denote all the location names appearing in $E$ including those in connectivity information, its definition is the same as $\operatorname{loc}(E)$ except that $l(\{\mathbb{L} \longmapsto l\})=l(\mathbb{L}) \cup\{l\}$.

In the following, we use $\operatorname{Pro}(k \longmapsto l)$ as an abbreviation of the probability with which the node at location $k$ can receive messages from $l$. As mentioned, we assume
that mobility is not arbitrary but respects certain rules. These rules are given by a function

$$
\mathcal{M}: \mathcal{L} \times \mathcal{L} \times \wp \times \wp \rightarrow \mathbb{R}_{\leq 1}
$$

called a probabilistic mobility function (PMF) ${ }^{1}$, the probability for $\operatorname{Pro}(k \longmapsto l)$ changing from $\rho$ to $\rho^{\prime}$ is given by $\mathcal{M}\left(k, l, \rho, \rho^{\prime}\right)$. We assume there is a given $\mathcal{M}$ throughout this chapter.

Let $G_{k \longmapsto l}$ be the underlying directed graph for $\operatorname{Pro}(k \longmapsto l)$, where vertices are possible values of $\operatorname{Pro}(k \longmapsto l)$ and where there is an edge from state $\rho$ to $\rho^{\prime}$ iff $\mathcal{M}\left(k, l, \rho, \rho^{\prime}\right) \in(0,1]$, and we ignore nodes with 0 in-degree and 0 out-degree. For example, if $G_{k \longmapsto l}$ is defined by Fig. 2.3, then we know that if the current value of $\operatorname{Pro}(k \longmapsto l)$ is 0.5 , it could change to 0.6 with probability 0.3 or to 0.7 with probability 0.2 . Without causing any confusion, sometimes we also use $G_{k \mapsto l}$ to denote the set of nodes in the graph $G_{k \longmapsto l}$, this set is called the support of $\operatorname{Pro}(k \longmapsto l)$. A PMF $\mathcal{M}$ is valid if for all $G_{k \longmapsto l}, G_{k \mapsto l} \neq \emptyset$ and for each $\rho \in G_{k \longmapsto l}$,

$$
\sum_{\rho^{\prime} \in G_{k \rightsquigarrow l}} \mathcal{M}\left(k, l, \rho, \rho^{\prime}\right)=1 .
$$

This is not a restriction to the expressions of PMFs, since if

$$
\sum_{\rho^{\prime} \in G_{k \leftrightarrow l} \leftrightarrow l \rho^{\prime} \neq \rho} \mathcal{M}\left(k, l, \rho, \rho^{\prime}\right)<1,
$$

then the probability of $\operatorname{Pro}(k \longmapsto l)$ will not change with probability

$$
1-\sum_{\rho^{\prime} \in G_{k \mapsto} \rightsquigarrow l \wedge \rho^{\prime} \neq \rho} \mathcal{M}\left(k, l, \rho, \rho^{\prime}\right)
$$

intuitively, therefore we can always add extra rule such that

$$
\mathcal{M}(k, l, \rho, \rho)=1-\sum_{\rho^{\prime} \in G_{k \mapsto l}} \mathcal{M}\left(k, l, \rho, \rho^{\prime}\right)
$$

which makes the $\mathcal{M}$ valid.
Since the location set $\mathcal{L}$ is infinite, it is not reasonable to let users define the mobility rules of all the connections. Instead we allow users to only define the mobility rules of connections which they are interested in. We call those finitely many rules defined
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Figure 2.3: An example of a PMF.
by users explicit mobility rules, and those connections for which no rules are defined we let have implicit mobility. For all the connections with implicit mobility, we say that they can connect or disconnect with probability 1. Formally, if the mobility rule of $\operatorname{Pro}(k \longmapsto l)$ is implicit, we assume that

$$
G_{k \longmapsto l}=\{0,1\} \text { and } \mathcal{M}(k, l, 1,0)=\mathcal{M}(k, l, 0,1)=1
$$

by default. In the following, we only consider valid PMFs and let

$$
G_{l}=\{k \in L \mid \text { mobility rule of } \operatorname{Pro}(k \longmapsto l) \text { is explicit }\}
$$

which is finite for each $l$.
We use $E(k, l)$ to denote the connection probability from $k$ to $l$ in the network $E$. When the requested probability is known in $E, E(k, l)$ returns this value, otherwise it returns $\theta_{k \longmapsto l}$ denoting an unknown probability, i.e.

$$
E(k, l)= \begin{cases}\rho & \exists E^{\prime} .\left(E \equiv\{\{(\rho, k)\} \longmapsto l\} \| E^{\prime}\right) \\ \theta_{k \longmapsto l} & \text { otherwise }\end{cases}
$$

We use $\mathcal{D}_{l}(E)$ to denote the set of connectivity information from some locations to $l$ in $E$, that is $\mathcal{D}_{l}(E)$ is the smallest set such that $E(k, l) \neq \theta_{k \longmapsto l}$ and $(E(k, l), k) \in \mathcal{D}_{l}(E)$ for each $k \in \mathcal{L}$.

We introduce the well-formed networks w.r.t. a given PMF as follows:

Definition 1 (Well-formed network). Given a PMF $\mathcal{M}$, the set of well-formed networks $\mathscr{N}$ is defined inductively by:

1. $0,\lfloor p\rfloor_{l} \in \mathscr{N}$,
2. $\nu x E \in \mathscr{N}$ if $E \in \mathscr{N}$,
3. $\{\mathbb{L} \longmapsto l\} \in \mathscr{N}$ if for each $(\rho, k) \in \mathbb{L}, \rho \in G_{k \longmapsto l}$,
4. $E \| F \in \mathscr{N}$ if $E, F \in \mathscr{N}$ with $\operatorname{loc}(E) \cap \operatorname{loc}(F)=\emptyset$ and there does not exist $l, k \in \mathcal{L}$ such that $E(l, k) \neq \theta_{l \longmapsto k}$ and $F(l, k) \neq \theta_{l \mapsto k}$.

Clauses 1 and 2 are trivial. Clause 3 says that we can only have connectivity information which is allowed by the given $\mathcal{M}$. Since the given PMF $\mathcal{M}$ defines not only the mobility rules, but also all the possible probabilities of each connection, this allows us to omit some impossible states. Clause 4 has two restrictions: i) $\operatorname{loc}(E) \cap \operatorname{loc}(F)=\emptyset$ guarantees that each location name is unique, we disallow networks like $\lfloor p\rfloor_{l} \|\lfloor q\rfloor_{l}$. In this case we will write $\lfloor p \| q\rfloor_{l}$ instead, since otherwise processes $p$ and $q$ may not receive the coming messages at the same time even they are at the same location, which is against our intuition. This will be explained in more details in Section 2.3. ii) The other condition says that we cannot have duplicate connectivity information in a network, which is used to guarantee that we will never have inconsistent connectivity information for a connection. For instance networks like $\left\{\left\{(\rho, k),\left(\rho^{\prime}, k\right)\right\} \longmapsto l\right\}$ with $\rho \neq \rho^{\prime}$ are not well-formed. In the sequel we only consider the set of well-formed networks.

We generalize network distributions to contain unknown probabilities. In the following let

$$
\varrho_{1}, \varrho_{2}::=\rho\left|\theta_{k \longmapsto l}\right|\left(1-\theta_{k \longmapsto l}\right) \mid \varrho_{1} \cdot \varrho_{2}
$$

define the set of generalized probabilities which may contain unknown values. The generalized network distribution, $\mathfrak{G N D}$, is defined inductively as follows:

1. $\mu \in \mathcal{G N D}$ if $\mu \in \mathcal{N D}$;
2. $\mu \in \mathcal{G} \mathcal{N D}$ if there exists $\varrho$ and $\mu_{1}, \mu_{2} \in \mathcal{G} \mathcal{N D}$ such that

$$
\mu=\varrho \cdot \mu_{1}+(1-\varrho) \cdot \mu_{2} .
$$
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Without causing any confusion, we also use $\mu, \mu^{\prime}, \mu_{1}, \cdot$ to range over $\mathcal{G} \mathcal{N D}$. For a generalized network distribution $\mu$, we may substitute unknown probabilities in $\mu$ with known probabilities. In order to do so, we introduce the operator $\bullet$ such that $\mu \bullet \mathcal{D}_{l}(E)$ is a distribution equal to $\mu$ except that any unknown probability $\theta_{k \mapsto l}$ in $\mu$ has been replaced with the probability $\rho$ if $(\rho, k) \in \mathcal{D}_{l}(E)$. Formally,

$$
\left(\mu \bullet \mathcal{D}_{l}(E)\right)(F)=(\mu(F)) \bullet \mathcal{D}_{l}(E)
$$

for each $F \in \operatorname{Supp}(\mu)$ where $\bullet$ is overloaded to deal with generalized probabilities such that

1. $\varrho \bullet \mathcal{D}_{l}(E)=\rho$ if $\varrho=\rho$;
2. $\theta_{k \longmapsto l} \bullet \mathcal{D}_{l}(E)=\rho$ and $\left(1-\theta_{k \longmapsto l}\right) \bullet \mathcal{D}_{l}(E)=1-\rho$ if $(\rho, k) \in \mathcal{D}_{l}(E)$;
3. $\left(\varrho_{1} \cdot \varrho_{2}\right) \bullet \mathcal{D}_{l}(E)=\left(\varrho_{1} \bullet \mathcal{D}_{l}(E)\right) \cdot\left(\varrho_{2} \bullet \mathcal{D}_{l}(E)\right)$.

To show how - works, we give an example as follows:

## Example 1. Let

$$
\begin{gathered}
\mu=\left\{\theta_{k \longmapsto l}: E_{1},\left(1-\theta_{k \longmapsto l}\right): E_{2}\right\}, \\
E=\{\{(0.9, k)\} \longmapsto l\},
\end{gathered}
$$

apparently $\mathcal{D}_{l}(E)=\{(0.9, k)\}$. After applying • with parameter $\mathcal{D}_{l}(E)$ to $\mu$, we will be able to substitute the unknown probability $\theta_{k \mapsto l}$ in $\mu$ as follows:

$$
\begin{aligned}
\mu \bullet\{(0.9, k)\} & =\left\{\theta_{k \mapsto l} \bullet\{(0.9, k)\}: E_{1},\left(1-\theta_{k \mapsto l}\right) \bullet\{(0.9, k)\}: E_{2}\right\} \\
& =\left\{0.9: E_{1}, 0.1: E_{2}\right\} .
\end{aligned}
$$

### 2.3 Labeled Transition System

In this section we introduce the labeled transition system semantics for our calculus; the semantics is parameterized by the given PMF $\mathcal{M}$. The semantics of networks is defined based on the semantics of processes. We begin with the semantics of processes.

Define a set of actions for processes, $\mathcal{A}_{p}$, ranged over by $\alpha_{p}$, by:

$$
\alpha_{p}::=\nu \tilde{x}\langle x\rangle|(x)| \nu \tilde{x} y\langle x\rangle|y(x)| \tau
$$

where $\nu \tilde{x}\langle x\rangle$ denotes that a process broadcasts a message $x ;(x)$ means that the process receives a message; $\nu \tilde{x} y\langle x\rangle$ and $y(x)$ are used to denote point-to-point communication,
that is, $\nu \tilde{x} y\langle x\rangle$ means sending a message $x$ on channel $y$ while $y(x)$ denotes receiving a message on channel $y$. The $\tilde{x}$ can be either $\{x\}$ or an empty set $\emptyset$, when $\tilde{x}=\{x\}, x$ is bound, otherwise it is free. As usual $\tau$ is the internal action.

Table 2.4 gives the labeled transition system of processes. Note that we adopt a late semantics, i.e. the bound name of an input becomes instantiated only when inferring a communication. Rule (pPAR) says that in process $p \| q, p$ can be executed independently with $q$ if the performed action is not broadcast and reception. Rule ( pBRD ) means that $q$ can receive broadcasted messages from $p$ which is in parallel with $q$. Rule (pPRE) is straightforward illustrating that Act $\cdot p$ can execute Act, and then evolve into $p$. Rule (pLOS) means that any non deadlock process Act $\cdot p$ can perform a reception action $(x)$ as long as $x \in f n(A c t \cdot p)$, but if $A c t$ is not a reception prefix i.e. Act $\cdot p$ is not intended to receive a broadcasted message, it will simply discard the coming messages and stay unchanged. Similarly, in (pZERO) we allow the deadlock process 0 to be able to receive messages but without any impact. The intuition to introduce (pLOS) and ( pZERO ) is that broadcast actions in our calculus are non-blocking. Together with other rules we can guarantee that a process can broadcast a message no matter if there are recipients or not. This is different from the point-to-point communication where an output and input must synchronize with each other. Rule ( pCON ) indicates that the behavior of a process constant defined by $A \stackrel{\text { def }}{=} p$ is decided by the behavior of $p$. Rule ( pCOM ) is the standard point-to-point communication where two processes can communicate via the same channel. Rules ( pIF ) and ( pELSE ) are the conditional rules, that is, $[x=y] p, q$ will behave as $p$ if $x=y$, otherwise it will behave as $q$. Intuitively, Rule (pREC) means that two processes in parallel can receive broadcasted messages simultaneously. Rule (pOPEN2) is the standard scope opening rule of the $\pi$-calculus in (69), while (pOPEN1) is its counterpart in a broadcast scenario. Rule (pRES) says that an action $\alpha_{p}$ will not be affected by the restriction operator whenever its free names are not bound. Rule (pSTR) illustrates the fact that two structural congruent processes have the same behaviors, with rules defined in Table 2.1, we can deduce the symmetric rules of ( pPAR ), ( pBRD ), and ( $\mathrm{pCOM)}$.

Based on the semantics of processes, we define the semantics of networks. First we define a set of actions $\mathcal{A}$, ranged over by $\alpha$, by:

$$
\alpha::=\nu \tilde{x}\langle x, \mathbb{K}\rangle @ l|(x, \mathbb{K}) \triangleleft l| \tau
$$

Table 2.4: Labeled transition system of processes (discrete).

$$
\begin{aligned}
& \frac{p \xrightarrow{\alpha_{p}} p^{\prime} \quad \alpha_{p} \notin\{(x), \nu \tilde{x}\langle x\rangle\}}{p\left\|q \xrightarrow{\alpha_{p}} p^{\prime}\right\| q}(\mathrm{pPAR}) \\
& \xrightarrow{p \xrightarrow{\nu \tilde{y}\langle y\rangle} p^{\prime} \quad q \xrightarrow{(x)} q^{\prime} \quad \tilde{y} \cap\{\{x\} \cup f n(q)\}=\emptyset}(\mathrm{pBRD}) \\
& \frac{A c t \cdot p \xrightarrow{A c t} p}{}(\mathrm{pPRE}) \quad \frac{x \notin f n(\text { Act } \cdot p) \text { Act } \neq(y)}{A c t \cdot p \xrightarrow{(x)} \text { Act } \cdot p}(\mathrm{pLOS})
\end{aligned}
$$

$$
\begin{aligned}
& \frac{p \xrightarrow{\alpha_{p}} p^{\prime}}{[x=x] p, q \xrightarrow{\alpha_{p}} p^{\prime}}(\mathrm{pIF}) \quad \xrightarrow{[x=y] p, q \xrightarrow{\alpha_{p}} q^{\prime} \quad x \neq y}(\mathrm{pELSE}) \\
& \overline{0 \xrightarrow{(x)} 0}(\mathrm{pZERO}) \\
& \xrightarrow[{p\left\|q \xrightarrow{(x)} p^{\prime}\right\| q^{\prime}}]{\stackrel{(x)}{p^{\prime}} q \xrightarrow{(x)} q^{\prime}}(\mathrm{pREC}) \\
& \frac{p \xrightarrow{\langle x\rangle} p^{\prime}}{\nu x p \xrightarrow{\nu x\langle x\rangle} p^{\prime}}(\mathrm{pOPEN} 1) \quad \frac{p \xrightarrow{\alpha_{p}} p^{\prime} x \notin f n\left(\alpha_{p}\right)}{\nu x p \xrightarrow{\alpha_{p}} \nu x p^{\prime}}(\mathrm{pRES})
\end{aligned}
$$

The actions of networks include only broadcasts, receptions and internal actions. In addition, connectivity information is attached to each broadcast and reception action. $\nu \tilde{x}\langle x, \mathbb{K}\rangle @ l$ denotes that a node at location $k$ receives a message broadcasted from $l$ with probability $\rho$ if $(\rho, k) \in \mathbb{K} ;(x, \mathbb{K}) \triangleleft l$ means that the node at location $k$ receives a message from location $l$ with probability $\rho$ if $(\rho, k) \in \mathbb{K}$.

Table 2.5 gives the labeled transition system of networks. Rules (nREC1), (nTAU), and (nBRD) illustrate that the behavior of a node is determined by the behavior of the process located inside the node. Specifically, Rule (nREC1) deals with receptions.

Whenever $p$ can perform a reception, $\lfloor p\rfloor_{l}$ can receive broadcasted messages from any location $k$. Since the value of $\operatorname{Pro}(l \longmapsto k)$ is currently not known in $\lfloor p\rfloor_{l}$, thus after receiving a message from $k$, it will evolve into a generalized distribution where $\theta_{l \mapsto k}$ is used as a placehold. Note that (nREC1) is the only rule where unknown probability is introduced. Later we will show that these unknown probabilities can be resolved completely. Rule (nTAU) is straightforward saying that if $p$ can perform an internal action $\tau$, then $\lfloor p\rfloor_{l}$ is also able to perform $\tau$, and evolve accordingly. Rule (nBRD) is the counterpart of Rule (nREC1) which deals with broadcasts. Since the process $p$ is located at $l$, when it broadcasts a message $x$ to the outside of the network, it should notify others where the message $x$ is from. Also in network $\lfloor p\rfloor_{l}$, nothing is known about the connectivity information, thus an empty set is attached which gives us the network action $\nu \tilde{x}\langle x, \emptyset\rangle @ l$.

Rule (nREC2) has the same intuition as Rule (pREC) in Table 2.4, but needs more explanation. First, two networks $E$ and $F$ in parallel can receive a broadcasted message together, moreover $E$ may contain connectivity information which is not unknown in $F$ and vice versa, hence when put them in parallel, they should learn additional connectivity information from each other. At the moment when $E$ performs a reception, and evolve into $\mu_{1}$, it has no way to know the connectivity information in $F$, therefore the resulting distribution $\mu_{1}$ may contain unknown probabilities which are known in $F$, similarly for $F$. This justifies why we need to update $\mu_{1}$ with $\mathcal{D}_{l}(F)$ and $\mu_{2}$ with $\mathcal{D}_{l}(E)$. It is worthwhile to note that the only unknown probability occurring in $\mu_{1}$ and $\mu_{2}$ are of the form $\theta_{k \longmapsto l}$ for some $k$, thus it is enough to consider $\mathcal{D}_{l}(F)$ and $\mathcal{D}_{l}(E)$. As we said before, the connectivity information in $E \| F$ is the union of the connectivity information in $E$ and $F$, thus in the resulting reception of $E \| F$, the attached connectivity information is updated to $\mathbb{L} \cup \mathbb{K}$. Note here that the well-formed condition guarantees that $l(\mathbb{L}) \cap l(\mathbb{K})=\emptyset$, so we can simply merge $\mathbb{L}$ and $\mathbb{K}$ together without causing inconsistency. To show how (nREC2) works, we give an example as follows:

Example 2. Let $E=\lfloor(x) \cdot p\rfloor_{l}$ and $F=\{\{(0.5, l)\} \longmapsto k\}$, then according to (nREC1) and (nPRO1), we have the following transitions:

$$
\frac{p \stackrel{(x)}{\longrightarrow} p^{\prime}}{\left.:\left\lfloor p^{\prime}\right\rfloor_{l},\left(1-\theta_{k \longmapsto l}\right): E\right\} \equiv \mu},
$$
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Figure 2.4: A mobility transition.

$$
F \xrightarrow{(x,\{(0.5, l)\}) \triangleleft k} F .
$$

Combining these two transitions according to (nREC2), we have the following transition of $E \| F$ :

$$
\left.E\left\|F \xrightarrow{(x,\{(0.5, l)\}) \triangleleft k}\left\{0.5: \bigsqcup^{\prime}\right\rfloor_{l}\right\| F, 0.5: E \| F\right\} .
$$

Obviously, although that the value of $\operatorname{Pro}(l \longmapsto k)$ is unknown in $E$, it is known in $F$, hence it is also known in $E \| F$. When putting $E$ and $F$ in parallel, the resulting distribution $\mu$ will be updated by substituting $\theta_{l \longmapsto k}$ with probability 0.5.

Rule ( nMOB ) indicates that the connectivity information in a network can be changed according to the PMF $\mathcal{M}$ parameterizing the semantics. This rule is novel which makes our mobility model different from the previous mobility models, for instance the mobility model adopted in $(65,67,68)$. The usage of rule (nMOB) is shown in the following example.

Example 3. Suppose we have a network $E$ with $E(l, k)=0.8$ and we also know from the given PMF $\mathcal{M}$ that

$$
\begin{aligned}
& \mathcal{M}(l, k, 0.8,0.9)=0.3 \\
& \mathcal{M}(l, k, 0.8,0.7)=0.2 \\
& \mathcal{M}(l, k, 0.8,0.8)=0.5
\end{aligned}
$$

then we have the derivation in Fig. 2.4 with $E_{1}(l, k)=0.9, E_{2}(l, k)=0.7$.
Rule (nSYN) deals with synchronization and broadcast, in that a network can broadcast a message to any neighbor network where each node may receive with a certain probability. For the same reason as in (nREC2), the location connectivity set
in the resulting action is the union of the two location connectivity sets in the synchronizing actions. Rule (nOPEN) is similar as Rules (pOPEN1) and (pOPEN2) in Table 2.4 dealing with name restriction. Rule (nPAR) means that two networks in parallel can execute independently, in our calculus only the internal action $\tau$ need not to be synchronized with others. Rule (nPRO1) explains how a connectivity network adds its information of how nodes at destinations will receive messages with a certain probability to the semantics. Since according to (nREC2) and (nSYN), these information will be propagated until all the other networks in parallel get notified. On the other hand, (nPRO2) shows that a network only containing connectivity information of a certain location cannot offer connectivity information of other locations. In this case it is still able to perform a reception but with empty connectivity information, otherwise we may block the execution of a network, refer to the following example.

Example 4. Let

$$
\begin{gathered}
E=\lfloor\langle x\rangle \cdot p\rfloor_{l}, \\
F=\{\{(0.5, m)\} \longmapsto n\}
\end{gathered}
$$

such that $l \neq n$. According to ( $n B R D$ ), we have $E \xrightarrow{\langle x,(\gamma) @ l}\lfloor p\rfloor_{l}$. If we do not have Rule (nPRO2), $F$ can only perform a reception emitting from $n$ i.e.

$$
F \xrightarrow{(x,\{(0.5, m)\}) \triangleleft n} F,
$$

thus (nSYN) cannot be applied, and the $E \| F$ will not be able to perform a broadcast from $l$ which is for sure not what we expect. By introducing (nPRO2), we have $F \xrightarrow{(x, 0) \triangleleft l}$ $F$, and then Rule ( $n S Y N$ ) can be applied.

As we mentioned before, we treat networks like $\lfloor(x) \cdot p\rfloor_{l} \|\lfloor(x) \cdot q\rfloor_{l}$ as a non wellformed network, since otherwise according to Table 2.2 and 2.4 , the processes at $l$ may not receive messages simultaneously. Refer to the following example.

Example 5. Let

$$
E=\lfloor(x) \cdot p\rfloor_{l} \|\lfloor(x) \cdot q\rfloor_{l},
$$

then according to ( $p P R E$ ) and ( $n R E C 1$ ), we have the following two transitions:

$$
\begin{aligned}
& \lfloor(x) \cdot p\rfloor_{l} \xrightarrow{(x, \emptyset) \triangleleft k}\left\{\theta_{l \longmapsto k}:\lfloor p\rfloor_{l},\left(1-\theta_{l \longmapsto k}\right):\lfloor(x) \cdot p\rfloor_{l}\right\}, \\
& \lfloor(x) \cdot q\rfloor_{l} \xrightarrow{(x, \emptyset) \triangleleft k}\left\{\theta_{l \longmapsto k}:\lfloor q\rfloor_{l},\left(1-\theta_{l \longmapsto k}\right):\lfloor(x) \cdot q\rfloor_{l}\right\} .
\end{aligned}
$$

Table 2.5: Labeled transition system of networks (discrete).

$$
\begin{aligned}
& \frac{p \xrightarrow{(x)} p^{\prime}}{\lfloor p\rfloor_{l} \xrightarrow{(x, \emptyset) \triangleleft k}\left\{\theta_{l \longmapsto k}:\left\lfloor p^{\prime}\right\rfloor_{l}, 1-\theta_{l \mapsto k}:\lfloor p\rfloor_{l}\right\}} \text { (nREC1) } \\
& \left.\xrightarrow\left[{E\left\|F \xrightarrow{E \xrightarrow{(x, \mathbb{L}) \triangleleft l} \mu_{1} \quad F \xrightarrow{(x, \mathbb{K}) \triangleleft l} \mu_{2}}\left(\mu_{1} \bullet \mathcal{D}_{l}(F)\right)\right\|\left(\mu_{2} \bullet \mathcal{D}_{l}(E)\right.}\right)\right]{(\mathrm{nREC} 2)} \\
& \overline{\{\{(\rho, l)\} \longmapsto k\} \xrightarrow{\tau}\left\{\mathcal{M}\left(l, k, \rho, \rho^{\prime}\right):\left\{\left\{\left(\rho^{\prime}, l\right)\right\} \longmapsto k\right\}\right\}}(\mathrm{nMOB})
\end{aligned}
$$

$$
\begin{aligned}
& \frac{p \xrightarrow{\tau} p^{\prime}}{\lfloor p\rfloor_{l} \xrightarrow{\tau}\left\lfloor p^{\prime}\right\rfloor_{l}}(\mathrm{nTAU}) \quad \frac{E \xrightarrow{\langle x, \mathbb{L}\rangle @ l} \mu}{\nu x E \xrightarrow{\nu x\lfloor x, \mathbb{L}\rangle \text { @l } l} \mu} \text { (nOPEN) } \\
& \frac{E \xrightarrow[\rightarrow]{\tau} \mu}{E\|F \xrightarrow{\tau} \mu\| F}(\mathrm{nPAR}) \quad \frac{E \xrightarrow[\rightarrow]{ } \mu \quad x \notin f n(\alpha)}{\nu x E \xrightarrow{\alpha} \nu x \mu}(\mathrm{nRES}) \\
& \left.\xrightarrow\left[{\lfloor p\rfloor_{l} \xrightarrow{p \stackrel{\tilde{x}\langle x, Q\rangle @ l}{ }\left\lfloor p^{\prime}\right\rfloor_{l}}(\mathrm{nBRD}), p^{\prime}\langle x}\right\rangle\right]{ } \\
& \overline{\{\mathbb{K} \longmapsto k\} \xrightarrow{(x, \mathbb{K}) \triangleleft k}\{\mathbb{K} \longmapsto k\}}(\mathrm{nPRO} 1) \\
& \underset{E \xrightarrow{E \equiv} \mu_{1}}{\underset{\rightarrow}{\alpha} \mu_{2} \equiv \mu_{1}}(\mathrm{nSTR}) \\
& \frac{l \neq k}{\{\mathbb{K} \longmapsto k\} \xrightarrow{(x, \emptyset) \triangleleft l}\{\mathbb{K} \longmapsto k\}}(\mathrm{nPRO} 2)
\end{aligned}
$$

By applying (nREC2) E has a transition as follows:

$$
E \xrightarrow{(x, \eta) \triangleleft k}= \begin{cases}\theta_{l \longmapsto k} \cdot \theta_{l \longmapsto k} & :\lfloor p\rfloor_{l} \|\lfloor q\rfloor_{l}, \\ \theta_{l \longmapsto k} \cdot\left(1-\theta_{l \longmapsto k}\right) & :\lfloor p\rfloor_{l} \|\lfloor(x) \cdot q\rfloor_{l}, \\ \left(1-\theta_{l \longmapsto k}\right) \cdot \theta_{l \longmapsto k} & :\lfloor(x) \cdot p\rfloor_{l} \|\lfloor q\rfloor_{l}, \\ \left(1-\theta_{l \longmapsto k}\right) \cdot\left(1-\theta_{l \longmapsto k}\right) & : E\end{cases}
$$

Obviously, in the networks $\lfloor p\rfloor_{l} \|\lfloor(x) \cdot q\rfloor_{l}$ and $\lfloor(x) \cdot p\rfloor_{l} \|\lfloor q\rfloor_{l}$, the processes $(x) \cdot p$ and $(x) \cdot q$ did not receive messages even that they are located at the same location $l$. This
is against our intuition, and should be avoided.
The following is a more complicated example to illustrate how the rules in Table 2.4 and 2.5 can be used.

Example 6. Assume there is a network $E=E_{1}\left\|E_{2}\right\| E_{3}$ where

$$
\begin{aligned}
& E_{1}=\lfloor\langle y\rangle \cdot p\rfloor_{l}, \\
& E_{2}=\lfloor(x) \cdot\langle x\rangle\rfloor_{k} \|\{\{(0.6, k)\} \longmapsto l\}, \\
& E_{3}=\lfloor(x) \cdot\langle x\rangle\rfloor_{m} \|\{\{(0.8, m)\} \longmapsto l\} .
\end{aligned}
$$

Intuitively, we have that after the node at location $l$ has broadcasted the message $y, E$ will evolve into a distribution $\mu$ where the probability for both nodes at locations $k$ and $m$ receiving $y$ is $0.6 \cdot 0.8=0.48$, the probability of only the node at location $k$ receiving $y$ is $0.6 \cdot(1-0.8)=0.12$ and so on. We show how to obtain $\mu$ based on the labeled transition system in Table 2.4 and 2.5.

$$
\begin{aligned}
& \xrightarrow[(x) \cdot\langle x\rangle \stackrel{(x)}{\longrightarrow}\langle x\rangle \quad(p P R E)]{\lfloor(x) \cdot\langle x\rangle\rfloor_{k} \xrightarrow{(x, \emptyset) \triangleleft l}\left\{\left(\theta_{k \longmapsto l}:\lfloor\langle x\rangle\rfloor_{k}\right),\left(1-\theta_{k \longmapsto l}:\lfloor(x) \cdot\langle x\rangle\rfloor_{k}\right)\right\}} \text { (nREC1) } \\
& \xrightarrow{\{\{(0.6, k)\} \longmapsto l\} \quad \xrightarrow{(x,\{(0.6, k)\}) \triangleleft l} \quad\{\{(0.6, k)\} \longmapsto l\} \quad(n P R O 1)} \text { (nREC2) } \\
& E_{2} \xrightarrow{(x,\{(0.6, k)\}) \triangleleft l}\left\{\left(0.6:\lfloor\langle x\rangle\rfloor_{k} \|\{\{(0.6, k)\} \longmapsto l\}\right),\left(0.4: E_{2}\right)\right\}
\end{aligned}
$$

Similarly, for $E_{3}$ we have the following transition.

$$
\begin{aligned}
& \xrightarrow{(x) \cdot\langle x\rangle \stackrel{(x)}{\longrightarrow}\langle x\rangle \quad(p P R E)} \\
& \frac{\{(x) .\langle x\rangle\rfloor_{m} \xrightarrow{(x, \emptyset) \triangleleft l}\left\{\left(\theta_{m \longmapsto l}:\lfloor\langle x\rangle\rfloor_{m}\right),\left(1-\theta_{m \longmapsto l}:\lfloor(x) \cdot\langle x\rangle\rfloor_{m}\right)\right\}}{} \begin{array}{l}
E_{3} \xrightarrow{(x,\{(0.8, m)\}) \triangleleft l}\left\{\left(0.8:\lfloor\langle x\rangle\rfloor_{m} \|\{\{(0.8, m)\} \longmapsto l\}\right),\left(0.2: E_{3}\right)\right\}
\end{array} \text { (nREC2) }
\end{aligned}
$$

By combing transitions of $E_{2}$ and $E_{3}$, we get the following transition according to $(n R E C 2): E_{2} \| E_{3} \xrightarrow{(x,\{(0.6, k),(0.8, m)\}) \triangleleft l}$

$$
\left\{\begin{array}{l}
0.6 \cdot 0.8:\lfloor\langle x\rangle\rfloor_{k}\left\|\lfloor\langle x\rangle\rfloor_{m}\right\|\{\{(0.6, k),(0.8, m)\} \longmapsto l\} \\
0.6 \cdot 0.2:\lfloor\langle x\rangle\rfloor_{k}\|\{\{(0.6, k)\} \longmapsto l\}\| E_{3} \\
0.4 \cdot 0.8: E_{2}\left\|\lfloor\langle x\rangle\rfloor_{m}\right\|\{\{(0.8, m)\} \longmapsto l\} \\
0.4 \cdot 0.2: E_{2} \| E_{3}
\end{array}\right\} \equiv \mu
$$
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Finally, we get the following transition of $E$.


### 2.4 Weak (Probabilistic) Bisimulation

Similarly as in Section 2.3 where we define the semantics of processes and networks separately, in this section we will first define weak bisimulations for processes and then later for networks.

### 2.4.1 Weak Bisimulation

Bellow follows the definition of weak bisimulation for processes where we let $\stackrel{\tau}{\Longrightarrow}$ denote $(\xrightarrow{\tau})^{*}$ representing an arbitrary number (including 0 ) of $\tau$ actions in sequence. We define

$$
\stackrel{\alpha}{\Longrightarrow}=\stackrel{\tau}{\Longrightarrow} \xrightarrow{\alpha} \stackrel{\tau}{\Longrightarrow}
$$

provided that $\alpha \neq \tau$.
Definition 2 (Weak Process Bisimulation). An equivalence relation $\mathcal{R} \subseteq \mathcal{P} \times \mathcal{P}$ is a weak process bisimulation if $p \mathcal{R} q$ implies that whenever $p \xrightarrow{\alpha_{p}} p^{\prime}$ then:

1. if $\alpha_{p}=(x)$ or $y(x)$ then there exists $q \xlongequal{\alpha_{p}} q^{\prime}$ such that $p^{\prime}\{z / x\} \mathcal{R} q^{\prime}\{z / x\}$ for each $z \in \mathcal{N}$;
2. otherwise there exists $q \stackrel{\alpha_{p}}{\Longrightarrow} q^{\prime}$ such that $p^{\prime} \mathcal{R} q^{\prime}$.

Two processes $p$ and $q$ are weakly bisimilar, written as $p \approx q$, if there exists a weak process bisimulation $\mathcal{R}$ such that $p \mathcal{R} q$.

Definition 2 is a conservative extension of the weak bisimulation defined in (69). Clause 1 says that whenever $p$ can perform an input or reception, $q$ should be able to mimic it by performing the same action via a weak transition. Since in principle the received message $x$ can be any one in $\mathcal{N}, p$ and $q$ are weakly bisimilar if they behave the same no matter which message is received, thus the resulting processes $p^{\prime}$ and $q^{\prime}$ should be in $\mathcal{R}$ under each substitution. Clause 2 is similar except we do not need to consider all the possible substitution since no bound name appears in this case.

As usual we first prove the following lemma in order to prove the congruence of $\approx$.

Lemma 1. 1. $p \xrightarrow{\nu x\langle x\rangle} p^{\prime}$ iff $p \equiv \nu x q$ and $q \xrightarrow{\langle x\rangle} p^{\prime}$;
2. $p \xrightarrow{\nu x y\langle x\rangle} p^{\prime}$ iff $p \equiv \nu x q$ and $q \xrightarrow{y\langle x\rangle} p^{\prime}$ where $y \neq x$.

Proof. The only if direction follows by induction in the latest inference of $p \xrightarrow{\alpha_{p}} p^{\prime}$ and the if direction is due to (pSTR), (pOPEN1), and (pOPEN2) of the transition system.

The following theorem shows that the weak process bisimulation is a congruence.
Theorem 1. $\approx$ is a congruence.
Proof. To prove Theorem 1, it is sufficient to prove that $p \approx q$ implies:

- Act.p $\approx$ Act. $q$;
- $[x=y] p, r \approx[x=y] q, r ;$
- $[x=y] r, p \approx[x=y] r, q ;$
- $\nu x p \approx \nu x q ;$
- $p\|r \approx q\| r$.

We take the last two cases as an example, and prove the following set

$$
\mathcal{R}=\{(\nu \tilde{x}(p \| r), \nu \tilde{x}(q \| r)) \mid p \approx q\}
$$

to be a weak bisimulation. Let

$$
p_{0} \equiv \nu \tilde{x}(p \| r) \text { and } q_{0} \equiv \nu \tilde{x}(q \| r)
$$

obviously $\left(p_{0}, q_{0}\right) \in \mathcal{R}$. Suppose $p_{0} \xrightarrow{\alpha_{p}} p_{0}^{\prime}$, we analyze by cases as follows:

- $\alpha_{p}=\langle y\rangle, y \notin \tilde{x}$. By (pBRD) we have
$-p \xrightarrow{\langle y\rangle} p^{\prime}$ and $r \xrightarrow{(x)} r^{\prime}$. Since $p \approx q$, we have $q \xrightarrow{\langle y\rangle} q^{\prime}$ and $p^{\prime} \approx q^{\prime} . \operatorname{By}(\mathrm{pBRD})$

$$
\nu \tilde{x}(q \| r) \xrightarrow{\langle y\rangle} \nu \tilde{x}\left(q^{\prime} \| r^{\prime}\{y / x\}\right)
$$

and clearly

$$
\nu \tilde{x}\left(p^{\prime} \| r^{\prime}\{y / x\}\right) \mathcal{R} \nu \tilde{x}\left(q^{\prime} \| r^{\prime}\{y / x\}\right)
$$
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$-p \xrightarrow{(x)} p^{\prime}$ and $r \xrightarrow{\langle y\rangle} r^{\prime}$. Since $p \approx q$, we have $q \xrightarrow{(x)} q^{\prime}$ and

$$
p^{\prime}\{z / x\} \approx q^{\prime}\{z / x\}
$$

for any $z \in \mathcal{N}$. By (pBRD)

$$
\nu \tilde{x}(q \| r) \xrightarrow{\langle y\rangle} \nu \tilde{x}\left(q^{\prime}\{y / x\} \| r^{\prime}\right)
$$

and clearly

$$
\nu \tilde{x}\left(p^{\prime}\{y / x\} \| r^{\prime}\right) \mathcal{R} \nu \tilde{x}\left(q^{\prime}\{y / x\} \| r^{\prime}\right)
$$

- $\alpha_{p}=\nu y\langle y\rangle, y \in \tilde{x}$. Then $p_{0} \equiv \nu y \nu(\tilde{x} \backslash\{y\})\left(p^{\prime} \| r^{\prime}\right)$, the following proof is similar to the one above.
- $\alpha_{p}=\nu y\langle y\rangle, y \notin \tilde{x}$. By (pBRD) we have
$-p \xrightarrow{\nu y\langle y\rangle} p^{\prime}$ and $r \xrightarrow{(x)} r^{\prime}$. Since $p \approx q$, we have $q \xrightarrow{\nu y\langle y\rangle} q^{\prime}$ and $p^{\prime} \approx q^{\prime}$. By (pBRD) and (pRES)

$$
\nu \tilde{x}(q \| r) \xrightarrow{\nu y\langle y\rangle} \nu \tilde{x}\left(q^{\prime} \| r^{\prime}\{y / x\}\right)
$$

where $y \notin(\tilde{x} \cup f n(r))$, and clearly

$$
\nu \tilde{x}\left(p^{\prime} \| r^{\prime}\{y / x\}\right) \mathcal{R} \nu \tilde{x}\left(q^{\prime} \| r^{\prime}\{y / x\}\right)
$$

$-p \xrightarrow{(x)} p^{\prime}$ and $r \xrightarrow{\nu y\langle y\rangle} r^{\prime}$. Since $p \approx q$, we have $q \xrightarrow{(x)} q^{\prime}$ and

$$
p^{\prime}\{z / x\} \approx q^{\prime}\{z / x\}
$$

for any $z \in \mathcal{N}$. By (pBRD) and (pRES)

$$
\nu \tilde{x}(q \| r) \xrightarrow{\nu y\langle y\rangle} \nu \tilde{x}\left(q^{\prime}\{y / x\} \| r^{\prime}\right)
$$

where $y \notin(\tilde{x} \cup f n(p) \cup f n(q))$, and clearly

$$
\nu \tilde{x}\left(p^{\prime}\{y / x\} \| r^{\prime}\right) \mathcal{R} \nu \tilde{x}\left(q^{\prime}\{y / x\} \| r^{\prime}\right)
$$

- the other cases are similar and are omitted here.


Figure 2.5: Two weakly bisimilar states in fully probabilistic processes.

Before we introduce the definitions of weak bisimulation of networks, we first give some definitions from graph theory which will be used in the following. A subgraph $S G$ of $G_{l \longmapsto k}$ is called strongly connected if for each pair $\left(\rho, \rho^{\prime}\right)$ of states in $S G$ there exists a path fragment $\rho_{0} \rho_{1} \ldots \rho_{i}$ of nodes in $S G$ and $\mathcal{M}\left(l, k, \rho_{j}, \rho_{j+1}\right)>0$ for $0 \leq$ $j<i$ with $\rho=\rho_{0}$ and $\rho^{\prime}=\rho_{i}$. A strongly connected component (SCC) denotes a strongly connected subgraph such that no proper superset of it is strongly connected. A bottom SCC (BSCC) is a SCC from which no state outside this SCC is reachable. If probabilities are in the same BSCC, like for instance the nodes $0.6,0.8$ and, 0.9 in Fig. 2.3, they can for sure evolve into each other, or in probabilistic terms, they can evolve into each other eventually with probability 1.

In our weak bisimulation equivalence, we as usual abstract from internal steps which in our case also involve the probabilistic mobility steps changing connection probabilities. In order to capture that a connection probability for sure (with probability 1 ) can evolve into another, we introduce the relation $\rightarrow$. Let $\rightarrow$ be the least relation closed by parallel composition, restriction and structural congruence such that

$$
\{\{(\rho, l)\} \longmapsto k\} \rightarrow\left\{\left\{\left(\rho^{\prime}, l\right)\right\} \longmapsto k\right\}
$$

if $\rho$ and $\rho^{\prime}$ belong to a BSCC of $G_{l \longmapsto k}$. Intuitively, we abstract from immediate mobility steps (probably infinitely many), and thus make the mobility rule simpler. This is inspired by the weak bisimulation defined on fully probabilistic processes in (24), we illustrate this by an example as follows:

Example 7. Consider the fours states $s_{1}, s_{2}, s_{3}$, and $s$ in Fig. 2.5, suppose we assume that they satisfy the same properties, for instance they can satisfy the same set of
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atomic propositions. Then according to the weak bisimulation in (24), we can prove that $s_{1}, s_{2}, s_{3}$, and $s$ are all weakly bisimilar. Recalling that $s_{1}, s_{2}, s_{3}$, and $s$ are equivalent, now consider the mobility rule of some connection Pro $(l \longmapsto k)$ in Fig. 2.3 which can be seen as a fully probabilistic process. If we consider the states $0.6,0.8$, and 0.9 satisfy the same property at which the node at $l$ can receive messages from $k$ with probability $0.6,0.8$, or 0.9 , then we can simplify the mobility rule by replacing states $0.6,0.8$, and 0.9 and their correspondent transitions with a single state with self loop of probability 1. At the new state the property is held i.e. the node at $l$ can receive messages from $k$ with probability $0.6,0.8$, or 0.9. This is exactly the same as allowing $\{\{(\rho, l)\} \longmapsto k\} \rightarrow\left\{\left\{\left(\rho^{\prime}, l\right)\right\} \longmapsto k\right\}$ for any $\rho, \rho^{\prime} \in\{0.6,0.8,0.9\}$.

Following (1) we define the weak transition $\xlongequal{\alpha}$ as follows:
Definition 3 (Weak Transition). We use $E \xlongequal{\alpha} \mu$ to denote that a distribution $\mu$ is reached through a sequence of steps some of which are internal. Formally $\xlongequal{\alpha}$ is the least relation such that, $E \xlongequal{\alpha} \mu$ iff either

1. $\alpha=\tau$ and $\mu=\delta_{E}$, or
2. $E \xrightarrow{\alpha} \mu$, or
3. there exists a transition $E \xrightarrow{\beta} \mu^{\prime}$ such that

$$
\mu=\sum_{E^{\prime} \in \operatorname{Supp}\left(\mu^{\prime}\right)} \mu^{\prime}\left(E^{\prime}\right) \cdot \mu_{E^{\prime}}
$$

where $E^{\prime} \xrightarrow{\tau} \mu_{E^{\prime}}$ if $\beta=\alpha$, otherwise $E^{\prime} \xrightarrow{\alpha} \mu_{E^{\prime}}$ and $\beta=\tau$.
Clause 1 says that a weak $\tau$ transition can be an empty sequence, and the resulting distribution is $\delta_{E}$. Clause 2 indicates that the set of strong transitions is a subset of the weak transitions, the distribution $\mu$ can be reached without going through any intermediate networks. Clause 3 means that $E$ can first evolve into $\mu^{\prime}$ via a transition labeled with $\beta$, and then each network $E^{\prime}$ in the support of $\mu^{\prime}$ will continue evolving into $\mu_{E^{\prime}}$ via weak transition labeled with $\tau$ if $\beta=\alpha$, otherwise via weak transition labeled with $\alpha$ if $\beta=\tau$.

According to Rule (nREC1) in Table 2.5, there might occur unknown probabilities during the evolution of networks, since a network may not always contain enough connectivity information to resolve them. Therefore before introducing the weak bisimulation we need to resolve all the possible unknown probabilities. In order to do so, we introduce the following definition:

Definition 4. Let $\propto: \mathscr{N} \times \mathscr{C} \rightarrow \mathscr{N}$ be defined inductively as follows:

1. $E \propto C=E$ if $C=0$,
2. $E \propto C=\left(E \propto C_{1}\right) \propto C_{2}$ if $C=C_{1} \| C_{2}$,
3. $E \propto C=E$ if $C=\{\{(\rho, k)\} \longmapsto l\}$ and $E(k, l) \neq \theta_{k \longmapsto l}$,
4. $E \propto C=E \|\{\{(\rho, k)\} \longmapsto l\}$ if $C=\{\{(\rho, k)\} \longmapsto l\}$ and $E(k, l)=\theta_{k \longmapsto l}$,
for any $E$ and $C$ where we write $E \propto C$ instead of $\propto(E, C)$.

Intuitively, $E \propto C$ denotes a network behaving like $E$ but obtaining new information from $C$. Clause 1 is trivial, since if the second parameter is $0, E$ can obtain no connectivity information from it, thus will stay unchanged. Clause 2 means that if we supply $E$ with connectivity network $C \| C^{\prime}$, then it makes no difference if we supply $E$ with $C$ first, and then $C^{\prime}$. Since according to the well-formed condition, the connectivity information in $C$ and $C^{\prime}$ is disjoint. If the given connectivity information has already known in $E$, it will simply be ignored by $E$ which is shown in Clause 3 , otherwise in Clause 4 the connectivity information will be adopted by $E$. The following example illustrates how $\propto$ works.

Example 8. Let

$$
\begin{gathered}
E=\lfloor p\rfloor_{l} \|\{\{(0.6, l)\} \longmapsto k\} \\
C=\{\{(0.8, l)\} \longmapsto k\} \|\{\{(0.5, m)\} \longmapsto n\} .
\end{gathered}
$$

Since $C$ contains connectivity information for both $\operatorname{Pro}(l \longmapsto k)$ and $\operatorname{Pro}(m \longmapsto n)$, after applying $\propto$ with parameter $C$ to $E, E$ should be able to obtain the connectivity information of $\operatorname{Pro}(m \longmapsto n)$ from $C$, and ignore the connectivity information of $\operatorname{Pro}(l \longmapsto k)$ since it has been known in $E$. We show how $\propto$ can do so step by step according to Definition 4:

$$
\begin{aligned}
E \propto C & =(E \propto\{\{(0.8, l)\} \longmapsto k\}) \propto\{\{(0.5, m)\} \longmapsto n\} & & \text { Clause 2 } \\
& =E \propto\{\{(0.5, m)\} \longmapsto n\} & & \text { Clause 3 } \\
& =E \|\{\{(0.5, m)\} \longmapsto n\} & & \text { Clause 4 }
\end{aligned}
$$

Let

$$
\mathscr{C}_{L}=\left\{C \in \mathscr{C} \mid \forall k, l .\left(l, k \in L \text { iff } C(k, l) \neq \theta_{k \longmapsto l}\right)\right\}
$$
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be the subset of $\mathscr{C}$ which comprises all the connectivity networks $C$ such that for all $l, k \in L, C(k, l) \neq \theta_{k \longmapsto l}$. Here $C$ is constrained since it contains no extra connectivity information beyond that for pairs in $L$, this condition guarantees that $\mathscr{C}_{L}$ is finite whenever $L$ is finite. Refer to the following example:

Example 9. Suppose that the mobility rule of $\operatorname{Pro}(l \longmapsto k)$ is given by Fig. 2.2, and $\operatorname{Pro}(k \longmapsto l)$ is always equal to 1. Let $L=\{l, k\}$, then $\mathscr{C}_{L}$ should be comprised of the networks which only contain connectivity information of $\operatorname{Pro}(l \longmapsto k)$ and $\operatorname{Pro}(k \longmapsto l)$, i.e.

$$
\mathscr{C}_{L}=\left\{\begin{array}{c}
\{\{(0.6, l)\} \longmapsto k\} \|\{\{(1, k)\} \longmapsto l\} \\
\{\{(0.7, l)\} \longmapsto k\} \|\{\{(1, k)\} \longmapsto l\} \\
\{\{(0.9, l)\} \longmapsto k\} \|\{\{(1, k)\} \longmapsto l\}
\end{array}\right\}
$$

If we do not require that the networks in $\mathscr{C}_{L}$ to be the smallest ones, then networks like

$$
\{\{(0.6, l)\} \longmapsto k\} \|\{\{(1, k),(\rho, m)\} \longmapsto l\}
$$

for some $\rho$ and $m$ will also be in $\mathscr{C}_{L}$, which makes $\mathscr{C}_{L}$ infinite even that $L$ is finite.
Let $C_{E, F, k}$ range over $\mathscr{C}_{(l(E) \cup l(F) \cup\{k\})}$. According to (nREC1) and (nREC2) in Table 2.5 , when $E \xrightarrow{(x, \mathbb{K}) \triangleleft k} \mu$, there might be unknown probabilities in $\mu$ where all the unknown probabilities are of the form of $\theta_{l \longmapsto k}$ with $l \in \operatorname{loc}(E)$. Note that $\operatorname{loc}(E) \subseteq l(E)$, therefore we can make sure that no unknown probability will appear after $E \propto C_{E, F, k}$ performing receptions from $k$. Similarly, when $E \xrightarrow{\langle x, \mathbb{L}\rangle @ m} \mu$, the unknown probabilities which might appear in $\mu$ are of the form $\theta_{n \longmapsto m}$ such that $n \in \operatorname{loc}(E)$. Additionally, it must be the case that $m \in l o c(E)$ according to (nBRD) and (nSYN), thus no unknown probability shows up after $E \propto C_{E, F, k}$ performing broadcast actions. The same arguments apply to $F$ too, thus we can guarantee that all the unknown probabilities will be eliminated after applying $\propto$ with parameter $C_{E, F, k}$ to $E$ and $F$, provided that we only consider reception actions from $k$.

Below follows the definition of weak bisimulation of networks.
Definition 5 (Weak Bisimulation). An equivalence relation $\mathcal{R} \subseteq \mathscr{N} \times \mathscr{N}$ is a weak bisimulation if $E \mathcal{R} F$ implies that for each $k \in L$ and $C_{E, F, k}$ whenever $E \propto C_{E, F, k} \xrightarrow{\alpha}$ $\mu_{1}$ then:

1. if $\alpha=(x, \mathbb{L}) \triangleleft k$, then there exists $F \propto C_{E, F, k} \stackrel{\alpha}{\Longrightarrow} \mu_{2}$ such that for each $y \in \mathcal{N}$, $\mu_{1}\{y / x\} \mathcal{R} \mu_{2}\{y / x\} ;$
2. if $\alpha=\nu \tilde{x}\langle x, \mathbb{L}\rangle @ l$, then there exists $F \propto C_{E, F, k} \xlongequal{\nu \tilde{x}\langle x, \mathbb{L}\rangle @ m} \mu_{2}$ such that $\mu_{1} \mathcal{R} \mu_{2}$;
3. if $\alpha=\tau$, then there exists $F \propto C_{E, F, k} \stackrel{\tau}{\Longrightarrow} \mu_{2}$ such that $\mu_{1} \mathcal{R} \mu_{2}$.

Two networks $E$ and $F$ are weakly bisimilar, written as $E \approx \mathcal{M} F$, if $E \mathcal{R} F$ for some weak bisimulation $\mathcal{R}$.

Clause 1 requires that if nodes at locations $l(\mathbb{L})$ in network $E$ can receive a message from location $k$ with specific probabilities, then nodes at locations $l(\mathbb{L})$ in $F$ must be able to receive the same message from the location $k$ with the same probability. Since $k$ might be any location, and in particular one not appearing in either $E$ or $F$, the resulting distributions $\mu_{1}$ and $\mu_{2}$ may risk containing unknown probabilities. These unknown probabilities can only be of the form $\theta_{l \longmapsto k}$ where $l \in l(E) \cup l(F)$ which justifies that $C_{E, F, k}$ is enough to substitute all the unknown probabilities. Clause 2 means that if $E$ can broadcast a message from the node at location $l$ with receivers at locations $l(\mathbb{L})$, then $F$ can also broadcast the same message from the node at location $m$ to $l(\mathbb{L})$ with the same probabilities, $m$ is not required to be the same as $l$ i.e. we abstract from the emitters of broadcast actions. Clause 3 deals with internal actions and is standard except for the use of $C_{E, F, k}$.

The following example illustrates how we can obtain connectivity information from the given PMF.

Example 10. Suppose the mobility of $\operatorname{Pro}(k \longmapsto l)$ is explicitly defined by Fig. 2.3, then $\{\{(0.7, k)\} \mapsto l\} \not \chi^{\mathcal{M}} 0$ since by Definition 5,

$$
\{\{(0.7, k)\} \mapsto l\} \approx^{\mathcal{M}} 0 \text { iff }\{\{(0.7, k)\} \mapsto l\} \approx^{\mathcal{M}}\{\{(\rho, k)\} \mapsto l\}
$$

for any $\rho \in G_{k \mapsto l}=\{0.5,0.6,0.7,0.8,0.9\}$, which obviously does not hold. But if the mobility of $\operatorname{Pro}(k \mapsto l)$ is implicitly defined, then we know $\{\{(\rho, k)\} \mapsto l\} \approx^{\mathcal{M}} 0$ where $\rho$ is 0 or 1 , since $\operatorname{Pro}(k \mapsto l)$ will be either 1 or 0 .

According to Clause 2 in Definition 5, two broadcast actions are not distinguishable if the only difference is their emitters. Therefore if two locations have the same mobility, and the processes located at them are weakly bisimilar, then the two nodes are also weakly bisimilar.

Example 11. Suppose that $\mathcal{M}$ is a PMF where all the connections have implicit mobility, then for all locations $l$ and $k,\lfloor p\rfloor_{l} \approx \mathcal{M}\lfloor q\rfloor_{k}$ provided that $p \approx q$, since $l$
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(a)

(b)

Figure 2.6: Two equivalent mobility.
and $k$ have the same mobility rules. Furthermore if there is a location $m$ such that the mobility of $\operatorname{Pro}(m \longmapsto l)$ and $\operatorname{Pro}(m \longmapsto k)$ is not implicitly defined, but is given by Fig. 2.6 (a) and (b) respectively, then still we have $\lfloor p\rfloor_{l} \approx \mathcal{M}\lfloor q\rfloor_{k}$ provided that $p \approx q$. Since for any $C_{1}, C_{2} \in \mathscr{C}$ such that $C_{1}(m, l) \neq \theta_{m \longmapsto l}$ and $C_{2}(m, k) \neq \theta_{m \longmapsto k}$, whenever $C_{1}(m, l)=\rho$ with $\rho \in\{0.8,0.9,1\}$, there exists $C_{2}^{\prime}$ such that $C_{2} \rightarrow C_{2}^{\prime}$ and $C_{2}^{\prime}(m, k)=\rho$, i.e. we can always make sure that the node at $m$ can receive messages from $l$ and $k$ with the same probability.

In general if the node at $m$ can always receive messages from or broadcast messages to $l$ and $k$ with the same probability, then $l$ and $k$ have the same mobility, thus the following result holds:

$$
p \approx q \text { implies }\lfloor p\rfloor_{l} \approx^{\mathcal{M}}\lfloor q\rfloor_{k} .
$$

Observe that in Definition 5, it is necessary to take the $C_{E, F, k}$ into account, otherwise we would obtain a more restrict weak bisimulation. After applying $\propto$ with parameter $C_{E, F, k}$ we can make sure that

$$
E \propto C_{E, F, k}(m, n)=\theta_{m \mapsto n} \text { iff } F \propto C_{E, F, k}(m, n)=\theta_{m \mapsto n},
$$

i.e. if a connection probability is unknown in $E \propto C_{E, F, k}$, then it is also unknown in $F \propto C_{E, F, k}$ and vice versa. Refer to the following example.

Example 12. Consider two networks:

$$
E=\lfloor\langle x\rangle\rfloor_{l} \|\{\{(1, k)\} \mapsto l\} \text { and } F=\lfloor\langle x\rangle\rfloor_{l}
$$

and assume all the mobility rules are implicitly defined. If we do not consider $C_{E, F, k}$, then we will conclude that $E \not \nsim^{M} F$ since $E \xrightarrow{\langle x,\{(1, k)\}\rangle @ l}$ which cannot be simulated by $F$. But intuitively, this is wrong, since from both $E$ and $F$ all other locations can receive the message $x$ from $l$ with probability 1 or 0 . By taking $C_{E, F, k}$ into consideration, we can easily check that $E$ and $F$ are weakly bisimilar.

The following lemma related to bound names is used to prove the congruence of $\approx$.
Lemma 2. $E \xlongequal{\nu x\langle x, \mathbb{L}\rangle @ l} \mu$ iff $E \equiv \nu x E^{\prime}$ and $E^{\prime} \xrightarrow{\langle x, \mathbb{L}\rangle @ l} \mu$.
Proof. The only if direction follows by induction in the latest inference of $E \xrightarrow{\alpha} \mu$ and the if direction is due to (nSTR) and (nOPEN) of the transition system.

Let $\mu \propto C=\{(\rho: E \propto C) \mid \mu(E)=\rho\}$, the following lemma shows that we can always associate extra connectivity information to networks while preserving the bisimulation equivalence.

Lemma 3. $E \propto C \approx^{\mathrm{M}} F \propto C$ for any $C$ provided that $E \approx^{\mathcal{M}} F$.
Proof. We prove by structural induction on $E$ and $F$. The base case is trivial. Let $E^{\prime}=E \propto C$ and $F^{\prime}=F \propto C$. Now assume that

$$
E^{\prime} \propto C_{E^{\prime}, F^{\prime}, l} \xrightarrow{(x, \mathbb{L}) \triangleleft l} \mu_{1}^{\prime}
$$

for some $C_{E^{\prime}, F^{\prime}, l}$, then we need to prove that there exists

$$
F^{\prime} \propto C_{E^{\prime}, F^{\prime}, l} \xrightarrow{(x, \mathbb{L}) \propto l} \mu_{2}^{\prime}
$$

such that

$$
\mu_{1}^{\prime}\{y / x\} \approx^{\mathcal{M}} \mu_{2}^{\prime}\{y / x\}
$$

for any $y \in \mathcal{N}$. It is not hard to see that for each $C_{E^{\prime}, F^{\prime}, l}$, there exists $C_{E, F, l}$ and $C^{\prime}$ such that

$$
E^{\prime} \propto C_{E^{\prime}, F^{\prime}, l} \equiv E \propto C_{E, F, l} \propto C^{\prime}
$$

and

$$
F^{\prime} \propto C_{E^{\prime}, F^{\prime}, l} \equiv F \propto C_{E, F, l} \propto C^{\prime}
$$

Note that by definition of $C_{E, F, l}, E \propto C_{E, F, l}$ contains enough connectivity information to resolve the unknown probability which may appear after performing $(x, \mathbb{L}) \triangleleft l$, as result

$$
E \propto C_{E, F, l} \xrightarrow{\left(x, \mathbb{L}^{\prime}\right) \triangleleft l} \mu_{1}
$$
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such that $\mathbb{L}^{\prime} \subseteq \mathbb{L}$ and $\mu_{1} \propto C^{\prime} \equiv \mu_{1}^{\prime}$. Since $E \approx^{M} F$, then there exists $F \propto$ $C_{E, F, l} \xrightarrow{\left(x, \mathbb{L}^{\prime}\right) \triangleleft l} \mu_{2}$ such that

$$
\mu_{1}\{y / x\} \approx^{M} \mu_{2}\{y / x\}
$$

for any $y \in \mathcal{N}$. As for any $k$,

$$
\left(E \propto C_{E, F, l}\right)(k, l)=\theta_{k \mapsto l} \text { iff }\left(F \propto C_{E, F, l}\right)(k, l)=\theta_{k \mapsto l},
$$

so

$$
\left(E \propto C_{E, F, l} \propto C^{\prime}\right)(k, l)=\theta_{k \mapsto l} \text { iff }\left(F \propto C_{E, F, l} \propto C^{\prime}\right)(k, l)=\theta_{k \mapsto l}
$$

for any $k$, therefore there exists $F^{\prime} \propto C_{E^{\prime}, F^{\prime}, l} \xrightarrow{(x, \mathbb{L}) \downarrow l} \mu_{2}^{\prime}$ such that $\mu_{2} \propto C^{\prime} \equiv \mu_{2}^{\prime}$. By induction

$$
\left(\mu_{1} \propto C^{\prime}\right)\{y / x\} \approx^{M}\left(\mu_{2} \propto C^{\prime}\right)\{y / x\},
$$

that is, $\mu_{1}^{\prime}\{y / x\} \approx \mu_{2}^{\prime}\{y / x\}$ for any $y \in \mathcal{N}$. Other cases are similar and omitted here.

Let $\approx \mathfrak{M}$ be the largest weak bisimulation, we show that:
Theorem 2. $\approx^{M}$ is a congruence.
Proof. Let

$$
\mathcal{D}(E)=\|_{l \in l(E)}\left\{\mathcal{D}_{l}(E) \mapsto l\right\}
$$

as a network which only contains all the connection information of $E$.
It is sufficient to prove that

$$
\mathcal{R}=\left\{(\nu \tilde{x}(E \| G), \nu \tilde{x}(F \| G)) \mid E \approx^{\mathcal{M}} F\right\}
$$

is a weak bisimulation. Let $E_{0} \equiv \nu \tilde{x}(E \| G), F_{0} \equiv \nu \tilde{x}(F \| G)$ and suppose

$$
\begin{equation*}
E_{0} \propto C \xrightarrow{\alpha} \mu_{0} \tag{*}
\end{equation*}
$$

Obviously, $E_{0} \mathcal{R} F_{0}$. The proof is by analysis of the derivation of ( $*$ ). We write $C$ as the abbreviation of $C_{E_{0}, F_{0}, l}$ in the following.

1. $\alpha=(x, \mathbb{L}) \triangleleft l, x \notin \tilde{x}$.

- Suppose

$$
E_{0} \propto C \xrightarrow{(x, \mathbb{L}) \triangleleft l} \mu_{0} \equiv \nu \tilde{x}\left(\mu_{1}\left\|\mu_{3}\right\| \mathcal{D}\left(E_{0} \propto C\right)\right),
$$

where $\mu_{1}$ and $\mu_{3}$ do not contain any connection information, hence we infer:

$$
\begin{aligned}
& (E \| \mathcal{D}(G)) \propto C \xrightarrow{(x, \mathbb{L}) \triangleleft l} \mu_{1} \| \mathcal{D}\left(E_{0} \propto C\right), \\
& (G \| \mathcal{D}(E)) \propto C \xrightarrow{(x, \mathbb{L}) \triangleleft l} \mu_{3} \| \mathcal{D}\left(E_{0} \propto C\right) .
\end{aligned}
$$

Since $E \approx M F$, then

$$
(E \propto \mathcal{D}(G)) \propto C \approx^{\mathcal{M}}(F \propto \mathcal{D}(G)) \propto C
$$

by Lemma 3. Note here

$$
E \propto \mathcal{D}(G) \equiv E \| \mathcal{D}(G)
$$

and

$$
F \propto \mathcal{D}(G) \equiv F \| \mathcal{D}(G)
$$

because $E_{0}$ is well-formed. Then we have

$$
(E \| \mathcal{D}(G)) \propto C \approx^{\mathcal{M}}(F \| \mathcal{D}(G)) \propto C .
$$

So

$$
\begin{equation*}
(F \| \mathcal{D}(G)) \propto C \xrightarrow{(x, \mathbb{L}) \propto l} \mu_{2} \tag{2.2}
\end{equation*}
$$

and $\mu_{1} \| \mathcal{D}\left(E_{0} \propto C\right)\{y / x\} \approx \mathcal{M} \quad \mu_{2}\{y / x\}$ for all $y \in \mathcal{N}$. Since

$$
(G \| \mathcal{D}(E)) \propto C \xrightarrow{(x, \mathbb{L}) \triangleleft l} \mu_{3} \| \mathcal{D}\left(E_{0} \propto C\right)
$$

by (nREC2) we have

$$
\begin{equation*}
G^{\prime} \xrightarrow{(x, \emptyset) \subset l} \mu_{3}^{\prime} \tag{2.3}
\end{equation*}
$$

where $G \equiv G^{\prime} \| \mathcal{D}(G)$ and $\mu_{3} \equiv \mu_{3}^{\prime} \bullet \mathbb{L}$ with $\mathbb{L}=\mathcal{D}_{l}\left(E_{0} \propto C\right)$. Also

$$
F_{0} \propto C \equiv \nu \tilde{x}\left(G^{\prime} \|((F \| \mathcal{D}(G)) \propto C)\right),
$$

so we can now combine transitions 2.2 and 2.3 using (nREC2) and (nRES), and obtain the following transition:

$$
F_{0} \propto C=\nu \tilde{x}(F \| G) \propto C \xrightarrow{(x, \mathbb{L}) \propto l} \nu \tilde{x}\left(\mu_{2} \| \mu_{3}\right)
$$

and $\nu \tilde{x}\left(\mu_{1}\left\|\mu_{3}\right\| \mathcal{D}\left(E_{0} \propto C\right)\right)\{y / x\} \mathcal{R} \nu \tilde{x}\left(\mu_{2} \| \mu_{3}\right)\{y / x\}$.
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- The other cases are similar.

2. $\alpha=\langle y, \mathbb{L}\rangle @ l, y \notin \tilde{x}$.

- Suppose $E_{0} \propto C \xrightarrow{\langle y, \mathbb{L} \backslash @ l} \mu_{0} \equiv \nu \tilde{x}\left(\mu_{1}\{y / x\}\left\|\mu_{3}\right\| \mathcal{D}\left(E_{0} \propto C\right)\right)$ where

$$
\begin{aligned}
& (E \| \mathcal{D}(G)) \propto C \xrightarrow{(x, \mathbb{L}) \triangleleft l} \mu_{1} \| \mathcal{D}\left(E_{0} \propto C\right), \\
& (G \| \mathcal{D}(E)) \propto C \xrightarrow{\langle y, \mathbb{L}\rangle @ l} \mu_{3} \| \mathcal{D}\left(E_{0} \propto C\right) .
\end{aligned}
$$

Since $E \approx \mathcal{M} F$, we have $(E \| \mathcal{D}(G)) \propto C \approx^{\mathcal{M}}(F \| \mathcal{D}(G)) \propto C$ and

$$
\begin{equation*}
(F \| \mathcal{D}(G)) \propto C \xrightarrow{(x, \mathbb{L}) \propto l} \mu_{2} \tag{2.4}
\end{equation*}
$$

such that $\mu_{1} \| \mathcal{D}\left(E_{0} \propto C\right)\{y / x\} \approx^{\mathcal{N}} \mu_{2}\{y / x\}$ for all $y \in \mathcal{N}$. Since

$$
(G \| \mathcal{D}(E)) \propto C \xrightarrow{\langle y, \mathbb{L}\rangle @ l} \mu_{3} \| \mathcal{D}\left(E_{0} \propto C\right)
$$

by (nSYN) we have

$$
\begin{equation*}
G^{\prime} \xrightarrow{\langle y, \emptyset\rangle @ l} \mu_{3}^{\prime} \tag{2.5}
\end{equation*}
$$

where $G \equiv G^{\prime} \| \mathcal{D}(G)$ and $\mu_{3} \equiv \mu_{3}^{\prime} \bullet \mathbb{L}$. Similarly, by knowing that $F_{0} \propto C \equiv \nu \tilde{x}\left(G^{\prime} \|((F \| \mathcal{D}(G)) \propto C)\right)$, we can combine transitions 2.4 and 2.5 using (nSYN), and get the following transition

$$
F_{0} \propto C \xlongequal{\langle y, \mathbb{L}\rangle @ l} \nu \tilde{x}\left(\mu_{2}\{y / x\} \| \mu_{3}\right)
$$

such that

$$
\nu \tilde{x}\left(\mu_{1}\{y / x\}\left\|\mu_{3}\right\| \mathcal{D}\left(E_{0} \propto C\right)\right) \mathcal{R} \nu \tilde{x}\left(\mu_{2}\{y / x\} \| \mu_{3}\right)
$$

for all $y \in \mathcal{N}$.

- Suppose $E_{0} \propto C \xrightarrow{\langle y, \mathbb{L}\rangle @ l} \mu_{0} \equiv \nu \tilde{x}\left(\mu_{1}\{y / x\}\left\|\mu_{3}\right\| \mathcal{D}\left(E_{0} \propto C\right)\right)$ where

$$
\begin{aligned}
& (E \| \mathcal{D}(G)) \propto C \xrightarrow{\langle y, \mathbb{L}\rangle @ l} \mu_{1} \| \mathcal{D}\left(E_{0} \propto C\right), \\
& (G \| \mathcal{D}(E)) \propto C \xrightarrow{(x, \mathbb{L}) \triangleleft l} \mu_{3} \| \mathcal{D}\left(E_{0} \propto C\right) .
\end{aligned}
$$

Since $E \approx \mathcal{M} F$, we have $(E \| \mathcal{D}(G)) \propto C \approx \mathcal{M}(F \| \mathcal{D}(G)) \propto C$ and

$$
\begin{equation*}
(F \| \mathcal{D}(G)) \propto C \xlongequal{\langle y, \mathbb{L}\rangle @ m} \mu_{2} \tag{2.6}
\end{equation*}
$$

such that $\mu_{1} \| \mathcal{D}\left(E_{0} \propto C\right) \approx^{\mathcal{M}} \mu_{2}$. Since

$$
(G \| \mathcal{D}(E)) \propto C \xrightarrow{(x, \mathbb{L}) \triangleleft l} \mu_{3} \| \mathcal{D}\left(E_{0} \propto C\right),
$$

by (nREC2) we have

$$
\begin{equation*}
G^{\prime} \xrightarrow{(x, \emptyset) \triangleleft l} \mu_{3}^{\prime} \tag{2.7}
\end{equation*}
$$

where $G \equiv G^{\prime} \| \mathcal{D}(G)$ and $\mu_{3} \equiv \mu_{3}^{\prime} \bullet \mathbb{L}$. Since

$$
F_{0} \propto C \equiv \nu \tilde{x}\left(G^{\prime} \|((F \| \mathcal{D}(G)) \propto C)\right)
$$

so we can now combine transitions 2.6 and 2.7 using (nREC2) and (nRES), and get the following transition:

$$
F_{0} \propto C \xlongequal{\langle y, \mathbb{L}\rangle @ m} \nu \tilde{x}\left(\mu_{2} \| \mu_{3}\{y / x\}\right)
$$

such that

$$
\nu \tilde{x}\left(\mu_{1}\left\|\mu_{3}\{y / x\}\right\| \mathcal{D}\left(E_{0} \propto C\right)\right) \mathcal{R} \nu \tilde{x}\left(\mu_{2} \| \mu_{3}\{y / x\}\right)
$$

3. $\alpha=\nu \tilde{y}(\langle y, \mathbb{L}\rangle @ l)$ and $y \in \tilde{y}$.

- Suppose $E_{0} \propto C \xrightarrow{\nu y(\langle y, \mathbb{L}\rangle @ l)} \mu_{0} \equiv \nu \tilde{x}\left(\mu_{1} \| \mu_{3}\{y / x\}\right) \| \mathcal{D}\left(E_{0} \propto C\right)$ where

$$
\begin{aligned}
& (E \| \mathcal{D}(G)) \propto C \xrightarrow{\nu y(\langle y, \mathbb{L}\rangle @ l)} \mu_{1} \| \mathcal{D}\left(E_{0} \propto C\right), \\
& (G \| \mathcal{D}(E)) \propto C \xrightarrow{(x, \mathbb{L}) \triangleleft l} \mu_{3} \| \mathcal{D}\left(E_{0} \propto C\right)
\end{aligned}
$$

and $y \notin \tilde{x} \cup f n(G)(\alpha$-conversion rule may be used if necessary). By Lemma 2 , we know $E_{0} \equiv(\nu \tilde{x} \cup\{y\})\left(E_{1} \| G\right)$ such that $E \equiv(\nu y) E_{1}$,

$$
\left(E_{1} \| \mathcal{D}(G)\right) \propto C \xrightarrow{\langle y, \mathbb{L}\rangle @ l} \mu_{1} \| \mathcal{D}\left(E_{0} \propto C\right) .
$$

Since $E \approx{ }^{M} F$, we know

$$
(F \| \mathcal{D}(G)) \propto C \xlongequal{\nu y((y, \mathbb{L}) @ m)} \mu_{2}
$$

so there exists $F_{1}$ such that $F \equiv(\nu y) F_{1}$ and

$$
\left(F_{1} \| \mathcal{D}(G)\right) \propto C \xlongequal{\langle y, \mathbb{L}\rangle @ m} \mu_{2}^{\prime}
$$

by Lemma 2, so $F_{0} \equiv(\nu \tilde{x} \cup\{y\})\left(F_{1} \| G\right)$. The continuation of the proof is on $E_{1}$ and $F_{1}$ and is omitted here.
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- The other cases are similar.

4. $\alpha=\tau$. This case is trivial, we omit the detail here.

The following theorem shows the relationship between $\approx$ and $\approx \mathcal{M}$. Intuitively, if two processes are weakly bisimilar, after putting them at the same location the resulting networks are also weakly bisimilar.

Theorem 3. $p \approx q$ implies $\lfloor p\rfloor_{l} \approx \mathcal{M}\lfloor q\rfloor_{l}$ for any $\mathcal{M}$ and $l$.
Proof. We only need to consider transitions where $\alpha=\nu \tilde{x}\langle x, \emptyset\rangle @ l,(x, \emptyset) \triangleleft l$, and $\tau$ since neither $\lfloor p\rfloor_{l}$ nor $\lfloor q\rfloor_{l}$ contain connectivity information. Take $\alpha=\nu \tilde{x}\langle x, \emptyset\rangle @ l$ as an example, the other cases can be proved in a similar way. Suppose that $\lfloor p\rfloor_{l} \xrightarrow{\nu \tilde{x}\langle x, \emptyset\rangle @ l}$ $\left\lfloor p^{\prime}\right\rfloor_{l}$, then by (nBRD) in Table 2.5 we know $p \xrightarrow{\nu \tilde{x}\langle x\rangle} p^{\prime}$, since $p \approx q$, then there exists $q \xlongequal{\nu \tilde{x}\langle x\rangle} q^{\prime}$ such that $p^{\prime} \approx q^{\prime}$, so by induction hypothesis $\lfloor q\rfloor_{l} \xrightarrow{\nu \tilde{x}\langle x, \emptyset\rangle @ l}\left\lfloor q^{\prime}\right\rfloor_{l}$ and $\left\lfloor p^{\prime}\right\rfloor_{l} \approx\left\lfloor q^{\prime}\right\rfloor_{l}$.

With Theorem 3, when there is a network $E \equiv \nu \tilde{x}\left(\lfloor p\rfloor_{l} \| E^{\prime}\right)$, we can always replace $p$ with another process $q$ provided that $p \approx q$. Since according to Theorem 2, the resulting network $\nu \tilde{x}\left(\lfloor q\rfloor_{l} \| E^{\prime}\right)$ is weakly bisimilar with $E$. Furthermore, the congruence of $\approx^{\mathcal{M}}$ can be extended to process level in certain scenarios. For example, suppose now

$$
E \equiv \nu \tilde{x}\left(\lfloor p\rfloor_{l} \| E^{\prime}\right) \text { and } F \equiv \nu \tilde{x}\left(\lfloor q\rfloor_{l} \| F^{\prime}\right)
$$

with $E^{\prime} \approx^{\mathcal{M}} F^{\prime}$ and $p \approx q$, then

$$
\nu \tilde{x}\left(\lfloor p \| r\rfloor_{l} \| E^{\prime}\right) \approx^{\mathcal{N}} \nu \tilde{x}\left(\lfloor q \| r\rfloor_{l} \| F^{\prime}\right)
$$

for any $r$. Since $E^{\prime} \approx^{\mathcal{M}} F^{\prime}$ and $\lfloor p \| r\rfloor_{l} \approx^{\mathcal{M}}\lfloor q \| r\rfloor_{l}$ by Theorem 1 and 3 , and we can apply Theorem 2 twice as follows:

$$
\nu \tilde{x}\left(\lfloor p \| r\rfloor_{l} \| E^{\prime}\right) \approx^{\mathcal{M}} \nu \tilde{x}\left(\lfloor p \| r\rfloor_{l} \| F^{\prime}\right) \approx^{\mathcal{M}} \nu \tilde{x}\left(\lfloor q \| r\rfloor_{l} \| F^{\prime}\right)
$$

Scenarios for other operators of processes can be deduced in a similar way.
Now we are going to give two examples of the weak bisimulation which show how two networks with different connectivity information can be weakly bisimilar.


Figure 2.7: Network derivation

Example 13. Suppose there are two networks

$$
E=\lfloor\langle x\rangle\rfloor_{l}, \quad F=\lfloor(y) \cdot\langle y\rangle\rfloor_{k}
$$

and three connectivity networks:

$$
G_{1}=\{\{0.6, k\} \mapsto l\}, G_{2}=\{\{0.8, k\} \mapsto l\}, G_{3}=\{\{0.9, k\} \mapsto l\} .
$$

Let the mobility of $\operatorname{Pro}(k \mapsto l)$ be given by $\mathcal{M}$ in Fig. 2.3, and let all the other connections be implicitly defined. Since $\approx^{\mathfrak{M}}$ is a congruence, to show that

$$
E\|F\| G_{1} \approx^{\mathcal{M}} E\|F\| G_{2} \approx^{\mathcal{M}} E\|F\| G_{3},
$$

it is enough to prove that

$$
G_{1} \approx^{\mathcal{M}} G_{2} \approx^{\mathcal{M}} G_{3} .
$$

It is not hard to see that the following set $\mathcal{R}$ is a weak bisimulation.

$$
\mathcal{R}=\left\{G_{1}, G_{2}, G_{3}\right\} \times\left\{G_{1}, G_{2}, G_{3}\right\}
$$

Derivations for $E\|F\| G_{i}(i=1,2,3)$ are shown in Fig. 2.7 where we only show the essential transitions. Observe that in each of the three networks the node at location $k$ can always receive the message from $l$ with probability $0.6,0.8$, or 0.9.

Example 14. Given two networks such that

$$
E=\lfloor A\rfloor_{l}\left\|\lfloor\langle x\rangle\rfloor_{k}\right\|\{\{(0.8, m)\} \mapsto l\} \|\{\{(0.6, m)\} \mapsto k\}
$$
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$$
F=\lfloor A\rfloor_{l}\|\{\{(0.8, m)\} \mapsto l\}\|\{\{(0.6, m)\} \mapsto k\}
$$

where $A \stackrel{\text { def }}{=}\langle x\rangle . A$. The only difference between $E$ and $F$ is that $E$ can broadcast the message $x$ from location $k$ once while $F$ can only broadcast the message $x$ from location $l$, so certainly $E$ can simulate $F$ under any PMF, but not the other way around. Suppose we are given a PMF $\mathcal{M}$ such that the mobility rule of $\operatorname{Pro}(m \mapsto l)$ is given by Fig. 2.3 while the mobility rule of $\operatorname{Pro}(m \mapsto k)$ is given by Fig. 2.2, and all the others are implicitly defined. It turns out that $E \approx^{M} F$. The only non-trivial transition we should consider is when $E$ broadcasts the message $x$ from location $k$. Intuitively, because in $E$ the node at location $m$ can receive message $x$ from $k$ with probability 0.6 or 0.9, this can be simulated by $F$ since in $F$ the node at location $m$ can receive message $x$ from $l$ with probability $0.6,0.8$, or, 0.9 . Before we introduce the weak bisimulation $\mathcal{R}$, we give the following definitions:

$$
\begin{aligned}
& E_{\rho_{1} \rho_{2}}=\left\{\left\{\left(\rho_{1}, m\right)\right\} \mapsto l\right\} \|\left\{\left\{\left(\rho_{2}, m\right)\right\} \mapsto k\right\} \\
& S_{1}=\left\{\lfloor A\rfloor_{l}\left\|\lfloor\langle x\rangle\rfloor_{k}\right\| E_{\rho_{1} \rho_{2}} \mid \rho_{1} \in\{0.6,0.8,0.9\}, \rho_{2} \in\{0.6,0.9\}\right\} \\
& S_{2}=\left\{\lfloor A\rfloor_{l} \| E_{\rho_{1} \rho_{2}} \mid \rho_{1} \in\{0.6,0.8,0.9\}, \rho_{2} \in\{0.6,0.9\}\right\}
\end{aligned}
$$

Then

$$
\mathcal{R}=\left(S_{1} \cup S_{2}\right) \times\left(S_{1} \cup S_{2}\right) .
$$

### 2.4.2 Weak Probabilistic Bisimulation

In Section 2.4.1, two weakly bisimilar networks can broadcast messages to or receive messages from locations with the same probabilities. But sometimes, we may only be concerned about the extreme values, the maximum and minimum values of certain properties. For example, we may want to make sure that in a network the probability for a certain message being delivered to a node within 5 steps is at least 0.99 or the probability for a certain error not being reported successfully is at most 0.05 .

Example 15. Considering three simple networks:

$$
\begin{aligned}
& E_{1}=\lfloor(x) \cdot\langle x\rangle\rfloor_{l} \|\{\{(0.6, l)\} \mapsto k\} \\
& E_{2}=\lfloor(x) \cdot\langle x\rangle\rfloor_{l} \|\{\{(0.9, l)\} \mapsto k\} \\
& E_{3}=\lfloor(x) \cdot\langle x\rangle\rfloor_{l} \|\{\{(0.7, l)\} \mapsto k\}
\end{aligned}
$$

where the mobility of $\operatorname{Pro}(l \mapsto k)$ is given by Fig. 2.2. It is not hard to infer that $E_{1} \approx^{\mathcal{M}} \quad E_{2}$ but $E_{2} \not \nsim^{\mathcal{M}} \quad E_{3}$ since in $E_{1}$ and $E_{2}$ the nodes at location $l$ can receive


Figure 2.8: An example of mobility.
messages from $k$ with probability 0.6 or 0.9 while in $E_{3}$ the probability can be 0.6, 0.7, or, 0.9. But, if we are only concerned with extreme probabilities of certain properties such as the maximum (minimum) probability of the node at location l receiving messages from $k$, then we would like that all these three networks are weakly bisimilar.

From the above example we know that $\approx^{\mathcal{M}}$ is too strict in this case. We need a coarser bisimulation which only captures the probability bounds and not the exact probabilities, so we define ${ }^{\alpha}{ }_{c}$ to denote a combined step as in (1), that is, $E \xlongequal{(x, \mathbb{L}) \triangleleft l}{ }_{c} \mu$ iff there exists

$$
\left\{E \xlongequal{\left(x, \mathbb{L}_{i}\right) \triangleleft l} \mu_{i} \mid l(\mathbb{L})=l\left(\mathbb{L}_{i}\right)\right\}_{i \in I}
$$

such that $\sum_{i \in I} w_{i} \cdot \mathbb{L}_{i}=\mathbb{L}$ and $\sum_{i \in I} w_{i} \cdot \mu_{i}=\mu$, where $\sum_{i \in I} w_{i}=1 . \quad$ Similarly, $E \xlongequal{\nu \tilde{x}\langle x, \mathbb{L}\rangle @ l} c \mu$ iff there exists

$$
\left\{E \xlongequal{\nu \tilde{x}\left\langle x, \mathbb{L}_{i}\right\rangle @ l} \mu_{i} \mid l(\mathbb{L})=l\left(\mathbb{L}_{i}\right)\right\}_{i \in I}
$$

such that $\sum_{i \in I} w_{i} \cdot \mathbb{L}_{i}=\mathbb{L}$ and $\sum_{i \in I} w_{i} \cdot \mu_{i}=\mu$, where $\sum_{i \in I} w_{i}=1$. Note here that the probabilistic combination of different transitions does not affect the probability bounds of each connection, in other words the probability bounds of transitions from a network to others are not changed. Confer the following example.

Example 16. Suppose there are two networks as follows:

$$
\begin{aligned}
& E \equiv\lfloor(x) \cdot\langle x\rangle\rfloor_{m}\left\|\lfloor(x) \cdot\langle x\rangle\rfloor_{n}\right\| G_{0.5,0.8}, \\
& F \equiv\lfloor(x) \cdot\langle x\rangle\rfloor_{m}\left\|\lfloor(x) \cdot\langle x\rangle\rfloor_{n}\right\| G_{0.3,0.9}
\end{aligned}
$$
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where

$$
G_{\rho_{1}, \rho_{2}} \equiv\left\{\left\{\left(\rho_{1}, m\right),\left(\rho_{2}, n\right)\right\} \mapsto l\right\} .
$$

The mobility rules of $\operatorname{Pro}(m \mapsto l)$ and Pro $(n \mapsto l)$ are given by Fig. 2.8 and Fig. 2.2 respectively. By the semantics we can infer that

$$
E \xrightarrow{(x,\{(0.5, m),(0.8, n)\})<l}\left\{\begin{array}{ll}
0.5 \cdot 0.8: & \lfloor\langle x\rangle\rfloor_{m}\left\|\lfloor\langle x\rangle\rfloor_{n}\right\| G_{0.5,0.8} \\
0.5 \cdot 0.2: & \lfloor\langle x\rangle\rfloor_{m}\left\|\lfloor(x) \cdot\langle x\rangle\rfloor_{n}\right\| G_{0.5,0.8} \\
0.5 \cdot 0.8: & \lfloor(x) \cdot\langle x\rangle\rfloor_{m}\left\|\lfloor\langle x\rangle\rfloor_{n}\right\| G_{0.5,0.8} \\
0.5 \cdot 0.2: & \lfloor(x) \cdot\langle x\rangle\rfloor_{m}\left\|\lfloor(x) \cdot\langle x\rangle\rfloor_{n}\right\| G_{0.5,0.8}
\end{array} \equiv \mu\right.
$$

It is not hard to see that $F$ cannot perform such a transition directly, but instead it has the following four transitions:

$$
\begin{aligned}
& F \xlongequal{((x,\{(0.3, m),(0.9, n)\})<l} \begin{cases}0.3 \cdot 0.9: & \lfloor\langle x\rangle\rfloor_{m}\left\|\lfloor\langle x\rangle\rfloor_{n}\right\| G_{0.3,0.9} \\
0.3 \cdot 0.1: & \lfloor\langle x\rangle\rfloor_{m}\left\|\lfloor(x) \cdot\langle x\rangle\rfloor_{n}\right\| G_{0.3,0.9} \quad \equiv \mu_{1}^{\prime} \\
0.7 \cdot 0.9: & \lfloor(x) \cdot\langle x\rangle\rfloor_{m}\left\|\lfloor\langle x\rangle\rfloor_{n}\right\| G_{0.3,0.9} \\
0.7 \cdot 0.1: & \lfloor(x) \cdot\langle x\rangle\rfloor_{m}\left\|\lfloor(x) \cdot\langle x\rangle\rfloor_{n}\right\| G_{0.3,0.9}\end{cases} \\
& F \xlongequal{(x,\{(0.3, m),(0.6, n)\}) \triangleleft l} \begin{cases}0.3 \cdot 0.6: & \lfloor\langle x\rangle\rfloor_{m}\left\|\lfloor\langle x\rangle\rfloor_{n}\right\| G_{0.3,0.6} \\
0.3 \cdot 0.4: & \lfloor\langle x\rangle\rfloor_{m}\left\|\lfloor(x) \cdot\langle x\rangle\rfloor_{n}\right\| G_{0.3,0.6} \quad \equiv \mu_{2}^{\prime} \\
0.7 \cdot 0.6: & \lfloor(x) \cdot\langle x\rangle\rfloor_{m}\left\|\lfloor\langle x\rangle\rfloor_{n}\right\| G_{0.3,0.6} \\
0.7 \cdot 0.4: & \lfloor(x) \cdot\langle x\rangle\rfloor_{m}\left\|\lfloor(x) \cdot\langle x\rangle\rfloor_{n}\right\| G_{0.3,0.6}\end{cases} \\
& F \xlongequal{(x,\{(0.8, m),(0.9, n)\})<l} \begin{cases}0.8 \cdot 0.9: & \lfloor\langle x\rangle\rfloor_{m}\left\|\lfloor\langle x\rangle\rfloor_{n}\right\| G_{0.8,0.9} \\
0.8 \cdot 0.1: & \lfloor\langle x\rangle\rfloor_{m}\left\|\lfloor(x) \cdot\langle x\rangle\rfloor_{n}\right\| G_{0.8,0.9} \quad \equiv \mu_{3}^{\prime} \\
0.2 \cdot 0.9: & \lfloor(x) \cdot\langle x\rangle\rfloor_{m}\left\|\lfloor\langle x\rangle\rfloor_{n}\right\| G_{0.8,0.9} \\
0.2 \cdot 0.1: & \lfloor(x) \cdot\langle x\rangle\rfloor_{m}\left\|\lfloor(x) \cdot\langle x\rangle\rfloor_{n}\right\| G_{0.8,0.9}\end{cases} \\
& F \xlongequal{((x,\{(0.8, m),(0.6, n)\})<l} \begin{cases}0.8 \cdot 0.6: & \lfloor\langle x\rangle\rfloor_{m}\left\|\lfloor\langle x\rangle\rfloor_{n}\right\| G_{0.8,0.6} \\
0.8 \cdot 0.4: & \lfloor\langle x\rangle\rfloor_{m}\left\|\lfloor(x) \cdot\langle x\rangle\rfloor_{n}\right\| G_{0.8,0.6} \quad \equiv \mu_{4}^{\prime} \\
0.2 \cdot 0.6: & \lfloor(x) \cdot\langle x\rangle\rfloor_{m}\left\|\lfloor\langle x\rangle\rfloor_{n}\right\| G_{0.8,0.6} \\
0.2 \cdot 0.4: & \lfloor(x) \cdot\langle x\rangle\rfloor_{m}\left\|\lfloor(x) \cdot\langle x\rangle\rfloor_{n}\right\| G_{0.8,0.6}\end{cases}
\end{aligned}
$$

Since $\frac{3}{5} \cdot 0.3+\frac{2}{5} \cdot 0.8=0.5$ and $\frac{1}{3} \cdot 0.6+\frac{2}{3} \cdot 0.9=0.8$, we can have a transition $F \xlongequal{(x, \mathbb{L}) \triangleleft l} c \mu^{\prime}$ where

$$
\mathbb{L}=\{(0.5, m),(0.8, n)\}=\left\{\begin{array}{r}
\frac{3}{5} \cdot \frac{2}{3} \cdot\{(0.3, m),(0.9, n)\} \\
+\frac{3}{5} \cdot \frac{1}{3} \cdot\{(0.3, m),(0.6, n)\} \\
+\frac{2}{5} \cdot \frac{2}{3} \cdot\{(0.8, m),(0.9, n)\} \\
+\frac{2}{5} \cdot \frac{1}{3} \cdot\{(0.8, m),(0.6, n)\}
\end{array}\right.
$$

and

$$
\mu^{\prime}=\frac{3}{5} \cdot \frac{2}{3} \cdot \mu_{1}^{\prime}+\frac{3}{5} \cdot \frac{1}{3} \cdot \mu_{2}^{\prime}+\frac{2}{5} \cdot \frac{2}{3} \cdot \mu_{3}^{\prime}+\frac{2}{5} \cdot \frac{1}{3} \cdot \mu_{4}^{\prime} .
$$

It is not hard to see that in $\mu$ and $\mu^{\prime}$ the probability of the networks where both nodes at locations $m$ and $n$ have received the message from $l$ is the same and it is similar for the other cases.

In this example, even after the combined transition the probability bounds of each transition are still not changed. For instance, the probability from $F$ to the networks where both nodes at locations $m$ and $n$ have received the message from $l$ is always between $0.3 \cdot 0.6$ and $0.8 \cdot 0.9$.

Below follows our definition of a weak bisimulation, weak probabilistic bisimulation, that takes extreme probabilities into account.

Definition 6 (Weak Probabilistic Bisimulation). An equivalence relation $\mathcal{R} \subseteq \mathscr{N} \times \mathscr{N}$ is a weak probabilistic bisimulation if $E \mathcal{R} F$ implies that for each $k \in L$ and $C_{E, F, k}$ whenever $E \propto C_{E, F, k} \xrightarrow{\alpha} \mu$ then:

1. if $\alpha=(x, \mathbb{L}) \triangleleft k$ then there exists $F \propto C_{E, F, k}{ }^{\alpha}{ }_{c} \mu^{\prime}$ such that for each $y \in \mathcal{N}$, $\mu\{y / x\} \mathcal{R} \mu^{\prime}\{y / x\}$;
2. if $\alpha=\nu \tilde{x}\langle x, \mathbb{L}\rangle @ l$ then there exists $F \propto C_{E, F, k} \stackrel{\nu \tilde{x}\langle x, \mathbb{L}\rangle @ m}{c} \mu^{\prime}$ such that $\mu \mathcal{R} \mu^{\prime}$;
3. if $\alpha=\tau$ then there exists $F \propto C_{E, F, k} \stackrel{\tau}{\Longrightarrow}_{c} \mu^{\prime}$ such that $\mu \mathcal{R} \mu^{\prime}$.

Two networks $E$ and $F$ are weakly probabilistic bisimilar, written as $E \approx_{p}^{\mathcal{M}} F$, if $E \mathcal{R} F$ for some weak probabilistic bisimulation $\mathcal{R}$.

The clauses here are very similar with those in Definition 5 except that the normal weak transitions are replaced by combined weak transitions. Clause 1 requires that if locations $l(\mathbb{L})$ in network $E$ can receive a message from location $l$ with specific
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probabilities, then locations $l(\mathbb{L})$ in $F$ must be able to receive the same message from the location $l$ with the same probabilities via combined transition. Clause 2 means that if $E$ can broadcast a message from $l$ with receivers at locations $l(\mathbb{L})$, then $F$ can also broadcast the same message from some location $m$ to $l(\mathbb{L})$ with the same probabilities via a combined transition. Clause 3 deals with internal actions. The $C_{E, F, k}$ plays the same role as in Definition 5.

Let $\approx_{p}^{\mathcal{M}}$ be the largest weak probabilistic bisimulation, we show that:
Theorem 4. $\approx_{p}^{\mathcal{M}}$ is a congruence.
Proof. The proof is by structural induction as in Theorem 2, and is omitted here.
The following theorem shows that $\approx^{\mathcal{M}}$ is strictly finer than $\approx_{p}^{\mathcal{M}}$.
Theorem 5. $\approx^{\mathcal{M}} \subset \approx_{p}^{\mathcal{M}}$.
Proof. The proof is straightforward from Definition 5 and 6 , since the weak transition is a special case of the weak probability transition.

The theorem for weak bisimulation in Section 2.4.1 is obviously still valid for weak probabilistic bisimulation, that is,

Theorem 6. $p \approx q$ implies $\lfloor p\rfloor_{l} \approx_{p}^{\mathcal{M}}\lfloor q\rfloor_{l}$ for any $\mathcal{M}$ and $l$.
Proof. The proof is similar to the one for Theorem 3, and is omitted here.

The congruence of $\approx_{p}^{\mathcal{M}}$ can be extended to process level in certain scenarios in the same way as for $\approx \mathcal{M}$.

Following Example 13, we compare the two definitions of weak bisimulation and illustrate their differences.

Example 17. We take all the notations from Example 13 and define

$$
G_{4}=\{\{0.7, k\} \mapsto l\} \text { and } G_{5}=\{\{0.5, k\} \mapsto l\} .
$$

By Definition 5 we know $G_{i} \not \overbrace{}^{\mathcal{M}} G_{4}$ since in $G_{i}$ there is no way for the node at location $k$ receiving messages from $l$ with probability 0.7 for $i \in\{1,2,3\}$. But since $0.7 \in[0.6,0.9]$ and all the probabilities of $\operatorname{Pro}(k \mapsto l)$ reachable from 0.7 by mobility are always in [0.6,0.9], we obtain that in $G_{4}$ the node at location $k$ can always receive messages from $l$ with probability in [0.6,0.9] and $G_{i} \approx_{p}^{\mathcal{M}} G_{4}$. If $G_{4} \xrightarrow{(x,\{(0.7, k)\}) \triangleleft l}, G_{i}$ can always simulate
it by a combined transition, that is, $G_{i} \xrightarrow{(x,\{(0.7, k)\}) \triangleleft l} c$, since we have $G_{i} \xrightarrow{(x,\{(0.6, k)\}) \triangleleft l}$ and $G_{i} \xrightarrow{(x,\{(0.9, k)\}) \triangleleft l}$, note we omit the parameter $C_{G_{i}, G_{4}, l}$ which is not important here.

As a counterexample, we know $G_{i} \not \nsim p_{\mathcal{M}} G_{5}$, since in $G_{5}$ the node at location $k$ can receive messages from $l$ with probability 0.5 which is not in [0.6,0.9] while in $G_{i}$ the probability of the node at location $k$ receiving messages from $l$ is always in [0.6,0.9].

### 2.5 Weak (Probabilistic) Simulation

In Section 2.4 we define weak (probabilistic) bisimulations which are equivalence relations among networks. Two networks $E$ and $F$ are bisimilar iff $E$ can mimic stepwise all the observable transitions of $F$ and vice versa. In this section we relax the symmetric conditions of weak (probabilistic) bisimulations, and only requires one direction mimicking, which introduces us the definitions of weak (probabilistic) simulation. Simulations are preorders on the networks, which has been used widely for verification purpose ( $1,8,54,70,71$ ). Intuitively, if $F$ simulates $E$, then $F$ can be seen as a correct implementation of $E$. Since often $E$ is more abstract and contains less details, it is much easier to be analyzed. More importantly, certain properties satisfied by $E$ are guaranteed to be true for $F$ too.

Before introducing weak (probabilistic) simulation, as usual we define the weight function in the same way as in (48).

Definition 7 (Weight Function). Let $\mathcal{R}=\mathscr{N} \times \mathscr{N}$ be a relation over $\mathscr{N}$. A weight function for $\mu$ and $\mu^{\prime}$ w.r.t. $\mathcal{R}$ is a function $\Delta: \mathscr{N} \times \mathscr{N} \mapsto[0,1]$ such that:

- $\Delta(E, F)>0$ implies that $E \mathcal{R} F$,
- $\mu(E)=\sum_{F \in \mathscr{N}} \Delta(E, F)$ for any $E \in \mathscr{N}$,
- $\mu^{\prime}(F)=\sum_{E \in \mathcal{N}} \Delta(E, F)$ for any $F \in \mathscr{N}$.

We write $\mu \sqsubseteq_{\mathcal{R}} \mu^{\prime}$ iff there exists a weight function for $\mu$ and $\mu^{\prime}$ w.r.t. $\mathcal{R}$.
When $\mu \sqsubseteq_{\mathcal{R}} \mu^{\prime}$, it may happen that for a certain set of networks $S \subseteq \operatorname{Supp}(\mu)$, there exists a set of networks $S^{\prime} \subseteq \operatorname{Supp}\left(\mu^{\prime}\right)$ such that $\mu(S)=\mu^{\prime}\left(S^{\prime}\right)$ where $S \times S^{\prime} \subseteq \mathcal{R}$, but this does not mean that for each $E \in S$, there exists $E^{\prime} \in S^{\prime}$ such that $\mu(E)=\mu^{\prime}\left(E^{\prime}\right)$. For instance if there are two distributions: $\mu$ and $\mu^{\prime}$ such that $\mu(E)=1$, and $\mu^{\prime}\left(E_{1}\right)=$ $\mu^{\prime}\left(E_{2}\right)=0.5$. Apparently, it should hold that $\mu \sqsubseteq_{\mathcal{R}} \mu^{\prime}$ provided $E \mathcal{R} E_{1}$ and $E \mathcal{R} E_{2}$,
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but neither $\mu(E)=\mu^{\prime}\left(E_{1}\right)$ nor $\mu(E)=\mu^{\prime}\left(E_{2}\right)$ holds. Essentially, $\Delta$ corresponds in a way to divide the support of distributions $\mu$ and $\mu^{\prime}$ such that $\mu$ and $\mu^{\prime}$ will coincide with probability of sets of network. For the above example, we can let $\Delta\left(E, E_{1}\right)=0.5$ and $\Delta\left(E, E_{2}\right)=0.5$ i.e. dividing $E$ into two parts one of which is for $E_{1}$, and the other part is for $E_{2}$. Clause 1 says that $\Delta$ can only associate two networks when they are in $\mathcal{R}$. Clause 2 guarantees that for each $E \in \operatorname{Supp}(\mu)$ the total probability assigned to $E$ by $\Delta$ i.e. $\sum_{F \in \mathscr{N}} \Delta(E, F)$ should coincide with the probability of $E$ in $\mu$. Clause 3 is the counterpart of Clause 2, which guarantees that for each $F \in \operatorname{Supp}\left(\mu^{\prime}\right)$ the total probability assigned to $F$ by $\Delta$ i.e. $\sum_{E \in \mathscr{N}} \Delta(E, F)$ should be the same as $\mu^{\prime}(F)$.

### 2.5.1 Weak Simulation

In this section we first introduce the weak simulation without considering the combined transitions as before. The weak simulation can be seen as a one direction weak bisimulation in Definition 5. We will also give a few examples to show what the weak simulation can be used for, and also show that it is too fine in some cases which leads us to the definition of weak probabilistic simulation.

Bellow follows the definition of weak simulation.
Definition 8 (Weak Simulation). A relation $\mathcal{R} \subseteq \mathscr{N} \times \mathscr{N}$ is a weak simulation if $E \mathcal{R} F$ implies that for each $k \in L$ and $C_{E, F, k}$ whenever $E \propto C_{E, F, k} \xrightarrow{\alpha} \mu$ then:

1. if $\alpha=(x, \mathbb{L}) \triangleleft k$ then there exists $F \propto C_{E, F, k} \stackrel{\alpha}{\Longrightarrow} \mu^{\prime}$ such that for each $y \in \mathcal{N}$, $\mu\{y / x\} \sqsubseteq_{\mathcal{R}} \mu^{\prime}\{y / x\} ;$
2. if $\alpha=\nu \tilde{x}\langle x, \mathbb{L}\rangle @ l$ then there exists $F \propto C_{E, F, k} \xlongequal{\nu \tilde{x}\langle x, \mathbb{L}\rangle @ m} \mu^{\prime}$ such that $\mu \sqsubseteq_{\mathcal{R}} \mu^{\prime}$;
3. if $\alpha=\tau$ then there exists $F \propto C_{E, F, k} \stackrel{\tau}{\Longrightarrow} \mu^{\prime}$ such that $\mu \sqsubseteq_{\mathcal{R}} \mu^{\prime}$.

The network $E$ is weakly simulated by $F$, written as $E \nprecsim^{\mathcal{M}} F$, if there exists a weak simulation $\mathcal{R}$ such that $E \mathcal{R} F$.

Lemma 4. $E \propto C \precsim^{\mathcal{M}} F \propto C$ for any $C$ provided that $E \nprecsim^{\mathcal{M}} F$.
Proof. Similar with the proof of Lemma 3 and is omitted here.
The following theorem shows that $\precsim^{\mathcal{M}}$ is a congruence and preorder.
Theorem 7. $\precsim^{\mathcal{M}}$ is a congruence and a preorder.

Proof. We first prove that ${\underset{\sim}{\mathcal{M}}}^{\mathcal{M}}$ is a preorder. The reflexivity is trivial, we only prove the transitivity here i.e. $E{\underset{\sim}{\mathcal{M}}}^{\mathcal{M}} F$ and $F{\underset{\sim}{M}}^{\mathcal{M}} G$ implies that $E{\underset{\sim}{\mathcal{M}}}^{\mathcal{M}} G$. In order to do so, we need another definition of weak simulation, called $\underset{\sim}{\mathcal{M}}$. The definition of $\underset{\sim}{\mathcal{M}}{ }_{1}^{\mathcal{M}}$ is almost the same as $\underset{\sim}{\widetilde{\mathcal{M}}}$ except that $E \propto C_{E, F, k} \xrightarrow{\alpha} \mu$ is replaced by the weak transition $E \propto C_{E, F, k} \xlongequal{\alpha} \mu$.

It can be proved that $\underset{\sim}{\mathcal{M}}={\underset{N}{1}}^{\mathcal{M}}$. It is easy to see that $E \underset{\approx}{\nwarrow_{1}^{M}} F$ implies that $E \underset{\sim}{\approx} \mathcal{M} F$ since $E \propto C_{E, F, k} \xrightarrow{\alpha} \mu$ is a special case of $E \propto C_{E, F, k} \xrightarrow{\alpha} \mu$. We prove that $E \underset{\approx}{\approx}{ }^{\mathcal{M}} F$ implies $E \underset{\gtrsim_{1}^{\mathcal{M}}}{ } F$, it is enough to show that

$$
\mathcal{R}=\left\{(E, F) \in \mathscr{N} \times \mathscr{N} \mid E{\underset{\approx}{\mathfrak{M}}}^{\mathcal{M}} F\right\}
$$

is a weak simulation under the new definition. For simplicity we will omit the parameter $C_{E, F, k}$ in the sequel. Suppose that $E \mathcal{R} F$ and $E \xlongequal{\alpha} \mu$. If $\alpha=(x, \mathbb{L}) \triangleleft k$, we need to prove that there exists $F \xlongequal{\alpha} \mu^{\prime}$ such that $\mu \sqsubseteq_{\mathcal{R}} \mu^{\prime}$. We are going to prove by induction on $E \xlongequal{\alpha} \mu$. According to Definition 3, there are two cases to be considered:

1. $E \xrightarrow{\tau} \mu_{1} \xrightarrow{\alpha} \mu$. Since $E \mathcal{R} F$ i.e. $E \underset{\approx}{\approx} \mathcal{M} F$, there exists $F \xlongequal{\tau} \mu_{1}^{\prime}$ such that $\mu_{1} \sqsubseteq_{\mathcal{R}} \mu_{1}^{\prime}$. By induction there exists $F \xlongequal{\tau} \xlongequal{\alpha} \mu^{\prime}$ such that $\mu \sqsubseteq_{\mathcal{R}} \mu^{\prime}$.
2. $E \xrightarrow{\alpha} \mu_{1} \stackrel{\tau}{\Longrightarrow} \mu$. Since $E \underset{\sim}{\precsim}{ }^{\mathcal{M}} F$, there exists $F \xlongequal{\tau} \mu_{1}^{\prime}$ such that $\mu_{1} \sqsubseteq_{\mathcal{R}} \mu_{1}^{\prime}$. The following proof is similar with Clause 1, and is omitted here.

The cases when $\alpha=\tau$ or $\nu \tilde{x}\langle x, \mathbb{L}\rangle @ l$ are similar.
Since we have proved that ${\underset{\sim}{\mathcal{M}}}^{\mathcal{M}}={\underset{\sim}{a}}_{1}^{\mathcal{M}}$, in order to show that ${\underset{\sim}{\mathcal{M}}}^{\mathcal{M}}$ is a preorder, it is equivalent to prove that $\underset{\approx}{ } \mathcal{M}_{1}$ is a preorder. Suppose that $E \underset{\approx}{\approx} \mathcal{M} F$ and $F \underset{\approx}{\widetilde{M}} G$, we prove that $E \underset{\approx}{\gtrsim_{1}^{M}} G$. According to the definition of ${\underset{\sim}{\approx}}_{1}^{\mathcal{M}}$, there exists weak simulations $\mathcal{R}_{1}$ and $\mathcal{R}_{2}$ such that $E \mathcal{R}_{1} F$ and $F \mathcal{R}_{2} G$. Therefore whenever $E \xlongequal{(x, \mathbb{L}) \triangleleft k} \mu_{1}$, there exists $F \xlongequal{(x, \mathbb{L}) \triangleleft k} \mu_{2}$ and $G \xlongequal{(x, \mathbb{L}) \triangleleft k} \mu_{3}$ such that $\mu_{1} \sqsubseteq_{\mathcal{R}_{1}} \mu_{2}$ and $\mu_{2} \sqsubseteq_{\mathcal{R}_{2}} \mu_{3}$. In other words, there exists $\Delta_{1}$ and $\Delta_{2}$ satisfying the conditions in Definition 7. Let

$$
\mathcal{R}=\mathcal{R}_{1} \circ \mathcal{R}_{2}=\left\{\left(E^{\prime}, G^{\prime}\right) \mid \exists F^{\prime} .\left(E^{\prime} \mathcal{R}_{1} F^{\prime} \wedge F^{\prime} \mathcal{R}_{2} G^{\prime}\right)\right\},
$$

then we need to find a $\Delta$ between $\mu_{1}$ and $\mu_{3}$ over $\mathcal{R}$. Let

$$
\Delta(E, G)=\sum_{F \in \mathscr{N}} \Delta_{1}(E, F) \cdot \frac{\Delta_{2}(F, G)}{\mu_{2}(F)}
$$

we show that $\Delta$ defined in this way does satisfy the conditions in Definition 7. Condition one is easy since $\Delta(E, G)>0$ implies that there exists $F$ such that $\Delta_{1}(E, F)>0$ and
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$\Delta_{2}(F, G)>0$, that is, $E \mathcal{R}_{1} F$ and $F \mathcal{R}_{2} G$, thus $E \mathcal{R} G$, and vice versa. Also

$$
\begin{aligned}
\sum_{G \in \mathscr{N}} \Delta(E, G) & =\sum_{G \in \mathscr{N}} \sum_{F \in \mathscr{N}} \Delta_{1}(E, F) \cdot \frac{\Delta_{2}(F, G)}{\mu_{2}(F)} \\
& =\sum_{F \in \mathscr{N}} \Delta_{1}(E, F) \cdot \frac{1}{\mu_{2}(F)} \cdot\left(\sum_{G \in \mathscr{N}} \Delta_{2}(F, G)\right) \\
& =\sum_{F \in \mathscr{N}} \Delta_{1}(E, F)=\mu_{1}(E)
\end{aligned}
$$

we prove that the second condition is satisfied too. The third condition is similar as the second one, and is omitted here. Therefore $\mu_{1} \sqsubseteq_{\mathcal{R}} \mu_{3}$, this completes the proof.

Finally we prove that $\precsim^{\mathcal{M}}$ is a congruence which is similar with the proof of Theorem 2 , it is enough to show that

$$
\mathcal{R}=\left\{(\nu \tilde{x}(E \| G), \nu \tilde{x}(F \| G)) \mid E \precsim^{\mathcal{M}} F\right\}
$$

is a weak simulation. Let

$$
\begin{aligned}
& E_{0}=\nu \tilde{x}(E \| G), \\
& F_{0}=\nu \tilde{x}(F \| G) .
\end{aligned}
$$

If $E_{0} \xrightarrow{\alpha} \mu$, we need to distinguish among several cases. Again we simply write $C$ as the abbreviation of $C_{E_{0}, F_{0}, l}$.

- Suppose

$$
E_{0} \propto C \xrightarrow{(x, \mathbb{L}) \triangleleft l} \mu_{0} \equiv \nu \tilde{x}\left(\mu_{1}\left\|\mu_{3}\right\| \mathcal{D}\left(E_{0} \propto C\right)\right),
$$

where $\mu_{1}$ and $\mu_{3}$ do not contain any connection information, hence we infer:

$$
\begin{aligned}
& (E \| \mathcal{D}(G)) \propto C \xrightarrow{(x, \mathbb{L}) \triangleleft l} \mu_{1} \| \mathcal{D}\left(E_{0} \propto C\right), \\
& (G \| \mathcal{D}(E)) \propto C \xrightarrow{(x, \mathbb{L}) \triangleleft l} \mu_{3} \| \mathcal{D}\left(E_{0} \propto C\right) .
\end{aligned}
$$

Since $E \underset{\sim}{ }{ }^{\mathcal{M}} F$, then

$$
(E \propto \mathcal{D}(G)) \propto C \precsim^{\mathfrak{M}}(F \propto \mathcal{D}(G)) \propto C
$$

by Lemma 4. Note here

$$
\begin{aligned}
& E \propto \mathcal{D}(G) \equiv E \| \mathcal{D}(G) \\
& F \propto \mathcal{D}(G) \equiv F \| \mathcal{D}(G)
\end{aligned}
$$

because $E_{0}$ is well-formed. Then we have

$$
\begin{gather*}
(E \| \mathcal{D}(G)) \propto C{\underset{\sim}{\approx}}^{\mathfrak{M}}(F \| \mathcal{D}(G)) \propto C, \text { thus } \\
(F \| \mathcal{D}(G)) \propto C \xlongequal{(x, \mathbb{L}) \propto l} \mu_{2} \tag{2.8}
\end{gather*}
$$

and $\left(\mu_{1} \| \mathcal{D}\left(E_{0} \propto C\right)\right)\{y / x\}{\underset{\approx}{ }}^{\mathcal{M}} \mu_{2}\{y / x\}$ for all $y \in \mathcal{N}$. Since

$$
(G \| \mathcal{D}(E)) \propto C \xrightarrow{(x, \mathbb{L}) \triangleleft l} \mu_{3} \| \mathcal{D}\left(E_{0} \propto C\right),
$$

by (nREC2) we have

$$
\begin{equation*}
G^{\prime} \xrightarrow{(x, \emptyset) \triangleleft l} \mu_{3}^{\prime} \tag{2.9}
\end{equation*}
$$

where $G \equiv G^{\prime} \| \mathcal{D}(G)$ and $\mu_{3} \equiv \mu_{3}^{\prime} \bullet \mathbb{L}$ with $\mathbb{L}=\mathcal{D}_{l}\left(E_{0} \propto C\right)$. Also

$$
F_{0} \propto C \equiv \nu \tilde{x}\left(G^{\prime} \|((F \| \mathcal{D}(G)) \propto C)\right)
$$

so we can now combine transitions 2.8 and 2.9 using (nREC2) and (nRES), and obtain the following transition:

$$
\begin{gathered}
F_{0} \propto C=\nu \tilde{x}(F \| G) \propto C \xlongequal{(x, \mathbb{L}) \propto l} \nu \tilde{x}\left(\mu_{2} \| \mu_{3}\right) \text { and } \\
\mu_{0} \equiv \nu \tilde{x}\left(\mu_{1}\left\|\mu_{3}\right\| \mathcal{D}\left(E_{0} \propto C\right)\right)\{y / x\} \sqsubseteq_{\mathcal{R}} \nu \tilde{x}\left(\mu_{2} \| \mu_{3}\right)\{y / x\} .
\end{gathered}
$$

- The other cases are similar.

To illustrate how weak simulation works, we give two examples. Since our weak simulation is a conservative extension of the standard weak simulation, we are more interested in the examples related to the mobility.

Example 18. Suppose we are given a PMF such that the mobility of Pro $(m \longmapsto l)$ and Pro $(n \longmapsto l)$ is explicitly defined by Fig. 2.2 and 2.3 respectively, and all the others are implicitly defined. Let

$$
\begin{gathered}
E \equiv\lfloor\langle x\rangle\rfloor_{m} \| C \\
F \equiv\lfloor\langle x\rangle\rfloor_{n} \| C
\end{gathered}
$$

where $C=\{\{(0.6, l)\} \longmapsto m\} \|\{\{(0.5, l)\} \longmapsto n\}$. Apparently, neither $E \approx^{\mathcal{M}} F$ nor $E \approx_{p}^{\mathcal{M}} F$ holds, since in $F$ the node at location $l$ can receive the $x$ with probability 0.5 which is impossible for $E$. But according to Definition 8, we have $E \underset{\sim}{\mathcal{M}} F$. Intuitively, because in $E$ the probability of the node at $l$ receiving $x$ is either 0.6 or 0.9, and the probability can be also 0.6 or 0.9 in $F$ even if it has more choices for instance with probability 0.5.
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Example 19. Suppose we are given a PMF such that the mobility of $\operatorname{Pro}(m \longmapsto l)$ is explicitly defined by Fig. 2.2, while all the others are implicitly defined, therefore the only possible values of $\operatorname{Pro}(n \longmapsto l)$ are 0 and 1. Let

$$
\begin{gathered}
E \equiv\lfloor\langle x\rangle\rfloor_{m} \| C \\
F \equiv\lfloor\langle x\rangle\rfloor_{n} \| C \text { where } \\
C=\{\{(0.6, l)\} \longmapsto m\} \|\{\{(0, l)\} \longmapsto n\} .
\end{gathered}
$$

It turns out $E \mathbb{Z}^{\mathcal{M}} F$ since in $E$ the node at $l$ can receive $x$ with probability 0.6 while it is not possible in $F$. But since in $F$ the node at $l$ can receive $x$ with probability either 0 or 1 , it should be able to simulate $E$, which introduces us the weak probabilistic simulation in the next section.

### 2.5.2 Weak Probabilistic Simulation

According to Example 19, $\precsim^{\mathcal{M}}$ seems to be too fine in some cases. In this section we will introduce the weak probabilistic simulation making use of the combined transition as in Definition 6. Bellow follows the definition of weak probabilistic simulation.

Definition 9 (Weak Probabilistic Simulation). A relation $\mathcal{R} \subseteq \mathscr{N} \times \mathscr{N}$ is a weak probabilistic simulation if $E \mathcal{R} F$ implies that for each $k \in L$ and $C_{E, F, k}$ whenever $E \propto C_{E, F, k} \xrightarrow{\alpha} \mu$ then:

1. if $\alpha=(x, \mathbb{L}) \triangleleft k$ then there exists $F \propto C_{E, F, k}{ }^{\alpha}{ }_{c} \mu^{\prime}$ such that for each $y \in \mathcal{N}$, $\mu\{y / x\} \sqsubseteq_{\mathcal{R}} \mu^{\prime}\{y / x\} ;$
2. if $\alpha=\nu \tilde{x}\langle x, \mathbb{L}\rangle @ l$ then there exists $F \propto C_{E, F, k} \xlongequal{\nu \tilde{x}\langle x, \mathbb{L}\rangle @_{m}}{ }_{c} \mu^{\prime}$ such that $\mu \sqsubseteq_{\mathcal{R}} \mu^{\prime}$;
3. if $\alpha=\tau$ then there exists $F \propto C_{E, F, k}{ }^{\tau}{ }_{c} \mu^{\prime}$ such that $\mu \sqsubseteq_{\mathcal{R}} \mu^{\prime}$.

The network $E$ is weakly probabilistic simulated by $F$, written as $E \underset{\sim}{\approx} \mathcal{M} \quad F$, if there exists a weak probabilistic simulation $\mathcal{R}$ such that $E \mathcal{R} F$.

We can also show that $\underset{\sim}{\mathcal{N}_{p}}$ is a congruence and preorder.
Theorem 8. $\precsim_{p}^{\mathcal{M}}$ is a congruence and preorder.
Proof. Similar with the proof of Theorem 7 and is omitted here.

Obviously, $\precsim^{\mathcal{M}}$ is strictly finer than $\precsim{ }_{\sim}^{\mathcal{M}}$.

Theorem 9. $\underset{\sim}{\mathcal{M}} \subset \underset{\sim}{{\underset{\sim}{M}}^{\mathcal{M}}}$.
Proof. It is straightforward from Definition 8 and 9.
In Example 19 we show that $E \mathbb{Z}^{\mathcal{M}} F$, but according to Definition 9, $E \underset{\sim}{\mathcal{M}} F$.
Example 20. Consider the networks $E$ and $F$ in Example 19. As we said before in $E$ the node at $l$ can receive $x$ with probability 0.6, i.e.

$$
E \xrightarrow{\langle x,\{(0.6, l)\}\rangle @ m} \delta_{\left([0]_{m} \| C\right)},
$$

since there does not exist $F \xlongequal{\langle x,\{(0.6, l)\}\} \text { @n }}$, thus $E \mathbb{Z}^{\mathcal{M}} F$. But we have

$$
\begin{aligned}
& F \xlongequal{\langle x,\{(0, l)\}\rangle @_{n}} \delta_{\left([0\rfloor_{n} \| C\right)}, \\
& F \xlongequal{\langle x,\{(1, l)\}\rangle @_{n}} \delta_{\left([0\rfloor_{n} \| C\right)},
\end{aligned}
$$

therefore there exists

$$
F \xlongequal{\langle x,\{(0.6, l)\}\rangle @_{n}} c \delta_{\left([0]_{m} \| C\right)}
$$

such that

$$
\delta_{\left([0]_{m} \| C\right)} \sqsubseteq_{\widetilde{\sim}_{\mathcal{P}}} \delta_{\left([0\rfloor_{n} \| C\right)},
$$

as a result $E \underset{\sim}{\approx} \underset{\sim}{\mathcal{M}} F$.

### 2.6 Bisimulations and Simulations between PMFs

In Section 2.4 and 2.5 we discussed the weak bisimulations and simulations between networks, in this section we show how we can define these relations between mobility models. Intuitively, this allows us to abstract from not only the behaviors of a network, but also the mobility of the given PMF. Being able to do so is important for protocols for MANETs, since usually these protocols are designed irrespectively of the mobility of networks, in order to verify these protocols sufficiently we need to consider all the possible mobility which is not possible in practice. If we are given a PMF $\mathcal{M}_{1}$ and $E_{1}$ where $\mathcal{M}_{1}$ denotes the mobility of the network and $E_{1}$ denotes the behavior of the verified protocol, both $\mathcal{M}_{1}$ and $E_{1}$ may contain too many details, and make the state space huge. Using weak bisimulations or simulations introduced in Section 2.4 and 2.5, it is safe to consider a simpler network $E_{2}$ provided that $E_{1}$ and $E_{2}$ are weakly (probabilistic) (bi)similar. On the other hand, if we can also abstract from $\mathcal{M}_{1}$, and
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Figure 2.9: A simpler mobility.
give a simpler PMF $\mathcal{M}_{2}$ such that $\mathcal{N}_{1}$ and $\mathcal{M}_{2}$ are equivalent in some sense, then we only need to verify $E_{2}$ under $\mathcal{M}_{2}$. Since $E_{2}$ and $\mathcal{M}_{2}$ are simpler, and contain less details, the state space can be further reduced. Refer to the following example.

Example 21. Suppose we are given two PMFs: $\mathcal{M}_{1}$ and $\mathcal{M}_{2}$ which coincide with each other except for the mobility of $\operatorname{Pro}(k \longmapsto l)$. If the mobility of Pro $(k \longmapsto l)$ is given by Fig. 2.3 in $\mathcal{M}_{1}$, while the mobility of Pro $(k \longmapsto l)$ is given by Fig. 2.9 in $\mathcal{M}_{2}$, it is easy to see that $\mathcal{M}_{2}$ is simpler than $\mathcal{M}_{1}$. Moreover in the following we will define certain relations between $\mathcal{M}_{1}$ and $\mathcal{N}_{2}$ enabling us to use $\mathcal{N}_{2}$ instead of $\mathcal{N}_{1}$ in certain situations.

### 2.6.1 Weak Bisimulations between PMFs

In the sequel suppose we are given two PMFs: $\mathcal{M}_{1}$ and $\mathcal{M}_{2}$, moreover let $\mathscr{N}_{i}$ denote the set of well-formed networks under $\mathcal{M}_{i}$ where $i=1,2$, and similarly for $\mathscr{C}_{i}$ which denotes the connectivity networks. The set of connectivity networks is dependent on the given PMF, and may be different under different PMFs i.e. we cannot guarantee that $\mathscr{C}_{1}=\mathscr{C}_{2}$. Therefore when we want to check whether $E$ and $F$ are weak (probabilistic) bisimilar or not where $E \in \mathscr{N}_{1}$ and $F \in \mathscr{N}_{2}$, Definition 5 and 6 will not work, since the parameter $C_{E, F, k}$ may not always be in $\mathscr{C}_{1} \cap \mathscr{C}_{2}$. Refer to the following example.

Example 22. Suppose that $\mathcal{M}_{1}$ and $\mathcal{N}_{2}$ are the same except that the mobility of $\operatorname{Pro}(l \longmapsto k)$ is given by Fig. 2.3 and 2.9 in $\mathcal{M}_{1}$ and $\mathcal{N}_{2}$ respectively. Let $E=\lfloor p\rfloor_{l}$ and $F=\lfloor q\rfloor_{l}$, we want to check whether $E$ and $F$, executed under the guidance of $\mathcal{M}_{1}$ and $\mathcal{M}_{2}$ respectively, are weakly bisimilar or not. Following Definition 5, we need to check if $E \propto C_{E, F, m}$ and $F \propto C_{E, F, m}$ satisfy the conditions of Definition 5 for any $m$ and $C_{E, F, m} \in \mathscr{C}_{E, F, m}$. Let $m=k$, we can select a $C_{E, F, k}$ such that $C_{E, F, k}(l, k)=0.8$, apparently $E \propto C_{E, F, k}$ is a well-formed network w.r.t. $\mathcal{M}_{1}$, but $F \propto C_{E, F, k}$ is not well-formed w.r.t. $\mathcal{M}_{2}$ because of $0.8 \notin G_{l \longmapsto k}$ in $\mathcal{M}_{2}$. Therefore it makes no sense to talk about the execution $F \propto C_{E, F, k}$ under the guidance of $\mathcal{M}_{2}$.

According to Example 22, we cannot apply Definition 5 and 6 directly when two different PMFs are involved, since different PMFs may correspond to different set of connectivity networks. We fix this problem by modifying Definition 5 and 6 as follows where we do not need to select the same parameter $C_{E, F, k}$ for both $E$ and $F$, but allow them to choose different parameters.

Definition 10 (Weak Bisimulation). An equivalence relation $\mathcal{R} \subseteq\left(\mathscr{N}_{1} \cup \mathscr{N}_{2}\right) \times\left(\mathscr{N}_{1} \cup \mathscr{N}_{2}\right)$ is a weak bisimulation if $E \mathcal{R} F$ implies that for each $k \in L$ and $C_{E, F, k} \in \mathscr{C}_{i}$, there exists $C_{E, F, k}^{\prime} \in \mathscr{C}_{j}$ whenever $E \propto C_{E, F, k} \xrightarrow{\alpha} \mu$,

1. if $\alpha=(x, \mathbb{L}) \triangleleft k$, there exists $F \propto C_{E, F, k}^{\prime} \stackrel{\alpha}{\Longrightarrow} \mu^{\prime}$ such that for each $y \in \mathcal{N}$, $\mu\{y / x\} \mathcal{R} \mu^{\prime}\{y / x\} ;$
2. if $\alpha=\nu \tilde{x}\langle x, \mathbb{L}\rangle @ l$, there exists $F \propto C_{E, F, k}^{\prime} \xrightarrow{\nu \tilde{x}\langle x, \mathbb{L}\rangle @ m} \mu^{\prime}$ such that $\mu \mathcal{R} \mu^{\prime}$;
3. if $\alpha=\tau$ then there exists $F \propto C_{E, F, k}^{\prime} \xlongequal{\tau} \mu^{\prime}$ such that $\mu \mathcal{R} \mu^{\prime}$.
where $E \in \mathscr{N}_{i}$ and $F \in \mathscr{N}_{j}$ with $i, j \in\{1,2\}$.
Two networks $E$ and $F$ are weakly bisimilar, written as $E \approx F$, if there exists a weak bisimulation $\mathcal{R}$ such that $E \mathcal{R} F$.

Similarly, we can redefine the weak probabilistic bisimulation of networks when two PMFs are considered as follows.

Definition 11 (Weak Probabilistic Bisimulation). An equivalence relation $\mathcal{R} \subseteq\left(\mathscr{N}_{1} \cup\right.$ $\left.\mathscr{N}_{2}\right) \times\left(\mathscr{N}_{1} \cup \mathscr{N}_{2}\right)$ is a weak probabilistic bisimulation if $E \mathcal{R} F$ implies that for each $k \in L$ and $C_{E, F, k} \in \mathscr{C}_{i}$, there exists $C_{E, F, k}^{\prime} \in \mathscr{C}_{j}$ whenever $E \propto C_{E, F, k} \xrightarrow{\alpha} \mu$,

1. if $\alpha=(x, \mathbb{L}) \triangleleft k$, there exists $F \propto C_{E, F, k}^{\prime}{ }^{\alpha}{ }_{c} \mu^{\prime}$ such that for each $y \in \mathcal{N}$, $\mu\{y / x\} \mathcal{R} \mu^{\prime}\{y / x\}$;
2. if $\alpha=\nu \tilde{x}\langle x, \mathbb{L}\rangle @ l$, there exists $F \propto C_{E, F, k}^{\prime} \stackrel{\nu \tilde{x}\langle x, \mathbb{L}\rangle @ m}{ }{ }_{c} \mu^{\prime}$ such that $\mu \mathcal{R} \mu^{\prime}$;
3. if $\alpha=\tau$ then there exists $F \propto C_{E, F, k}^{\prime} \stackrel{\tau}{c} \mu^{\prime}$ such that $\mu \mathcal{R} \mu^{\prime}$.
where $E \in \mathscr{N}_{i}$ and $F \in \mathscr{N}_{j}$ with $i, j \in\{1,2\}$.
Two networks $E$ and $F$ are weakly probabilistic bisimilar, written as $E \approx_{p} F$, if there exists a weak probabilistic bisimulation $\mathcal{R}$ such that $E \mathcal{R} F$.

When $\mathcal{M}_{1}=\mathcal{M}_{2}=\mathcal{M}$ i.e. $\mathscr{N}_{1}=\mathscr{N}_{2}=\mathscr{N}$, it holds that $\approx \mathcal{M}=\approx$ and $\approx_{p}^{\mathcal{M}}=\approx_{p}$, thus we can say that Definition 10 and 11 are conservative extensions of Definition 5 and 6 respectively.
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Now we are ready to discuss the weak (probabilistic) bisimulation between PMFs. Intuitively, $\mathcal{M}_{1}$ and $\mathcal{M}_{2}$ are weak (probabilistic) bisimilar iff for each $C_{1} \in \mathscr{C}_{1}$ and $l, k \in \mathcal{L}$, if the node at $k$ can receive messages from $l$ with probability $\rho$ in $C_{1}$, then there exists $\mathscr{C}_{2}$ where the node at $k$ can also receive messages from $l$ with the same probability as in $C_{2}$ (probably after several mobility steps). In other words, for each $C_{1} \in \mathscr{C}_{1}$ there exists $C_{2} \in \mathscr{C}_{2}$ such that $C_{1}$ and $C_{2}$ are weak (probabilistic) bisimilar. Below follows the definition of weak (probabilistic) bisimulation between PMFs.

Definition 12. Let $\mathcal{M}_{1}$ and $\mathcal{M}_{2}$ be weak (probabilistic) bisimilar, written as $\mathcal{N}_{1} \approx \mathcal{M}_{2}$ $\left(\mathcal{M}_{1} \approx_{p} \mathcal{M}_{2}\right)$, iff for each $C_{1} \in \mathscr{C}_{1}$, there exists $C_{2} \in \mathscr{C}_{2}$ such that $C_{1} \approx C_{2}$ ( $C_{1} \approx_{p} C_{2}$ ), and vice versa.

When restricted to connectivity networks, Condition 2 in Definition 5 and 6 can be omitted, since connectivity networks cannot perform broadcast actions. Therefore if $C_{1} \approx C_{2}\left(C_{1} \approx_{p} C_{2}\right)$, then whenever $C_{1} \xrightarrow{(x, \mathbb{L}) \triangleleft l} \mu$, there exists $\mu^{\prime}$ such that $C_{2} \xrightarrow{(x, \mathbb{L}) \triangleleft l} \mu^{\prime}$ and $\mu \approx \mu^{\prime}\left(C_{2} \xrightarrow{(x, \mathbb{L}) \triangleleft l}{ }_{c} \mu^{\prime}\right.$ and $\left.\mu \approx_{p} \mu^{\prime}\right)$. Note that $(\rho, k) \in \mathbb{L}$ implies the node at $k$ can receive messages from $l$ with probability $\rho$, thus $C_{1} \approx C_{2}$ implies that whenever the node at $k$ can receive messages from $l$ with probability $\rho$, it is also the case for $C_{2}$ probably after several (combined) mobility steps.

The following lemma shows the congruence property of $\approx$ and $\approx_{p}$ where we only concentrate on the connectivity networks. The congruence property is slightly different from the standard one like in Theorem 2 which we will discuss later, it enables us to consider the mobility of each connection individually.

Lemma 5. Let $C_{1}, C_{1}^{\prime} \in \mathscr{C}_{1}$ and $C_{2}, C_{2}^{\prime} \in \mathscr{C}_{2}$, then

1. $C_{1}\left\|C_{1}^{\prime} \approx C_{2}\right\| C_{2}^{\prime}$ provided that $C_{1} \approx C_{2}$ and $C_{1}^{\prime} \approx C_{2}^{\prime}$.
2. $C_{1}\left\|C_{1}^{\prime} \approx_{p} C_{2}\right\| C_{2}^{\prime}$ provided that $C_{1} \approx_{p} C_{2}$ and $C_{1}^{\prime} \approx_{p} C_{2}^{\prime}$.

Proof. We only prove the first clause since the other one is similar. It is enough to prove that

$$
\mathcal{R}=\left\{\left(C_{1}\left\|C_{1}^{\prime}, C_{2}\right\| C_{2}^{\prime}\right) \mid C_{1} \approx C_{2} \wedge C_{1}^{\prime} \approx C_{2}^{\prime}\right\}
$$

is a weak bisimulation according to Definition 10. Since we only consider connectivity networks in $\mathscr{C}$, no unknown probability can occur, thus we can omit the parameters $C_{E, F, k}$ and $C_{E, F, k}^{\prime}$ in Definition 10 here. Suppose that $C_{1} \| C_{1}^{\prime} \xrightarrow{\alpha} \mu$, we prove by structural induction and there are only three cases we need to consider:

1. $\alpha=(x, \mathbb{L}) \triangleleft l$. Then according to (nREC2) in Table 2.5, there exists $C_{1} \xrightarrow{(x, \mathbb{M}) \triangleleft l} \mu_{1}$ and $C_{1}^{\prime} \xrightarrow{(x, \mathbb{N}) \triangleleft l} \mu_{1}^{\prime}$ such that $\mathbb{M} \cup \mathbb{N}=\mathbb{L}$, and $\mu_{1} \| \mu_{1}^{\prime}=\mu$. Since $C_{1} \approx C_{2}$ and $C_{1}^{\prime} \approx C_{2}^{\prime}$, there exists $C_{2} \xlongequal{(x, \mathbb{M}) \triangleleft l} \mu_{2}$ and $C_{2}^{\prime} \xlongequal{(x, \mathbb{N}) \triangleleft l} \mu_{2}^{\prime}$ such that $\mu_{1} \approx \mu_{1}^{\prime}$ and $\mu_{2} \approx \mu_{2}^{\prime}$, thus $C_{2} \| C_{2}^{\prime} \xlongequal{(x, \mathbb{L}) \triangleleft l} \mu^{\prime}=\left(\mu_{2} \| \mu_{2}^{\prime}\right)$, by induction $\mu \mathcal{R} \mu^{\prime}$.
2. $\alpha=\tau$ and there exists $C_{1} \xrightarrow{\tau} \mu_{1}$ such that $\mu=\mu_{1} \| \delta_{C_{1}^{\prime}}$. Since $C_{1} \approx C_{2}$, there exists $C_{2} \stackrel{\tau}{\Longrightarrow} \mu_{2}$ such that $\mu_{1} \approx \mu_{2}$, thus $C_{2} \| C_{2}^{\prime} \xlongequal{\tau} \mu^{\prime}=\left(\mu_{2} \| \delta_{C_{2}^{\prime}}\right)$. By induction $\mu \mathcal{R} \mu^{\prime}$.
3. $\alpha=\tau$ and there exists $C_{1}^{\prime} \xrightarrow{\tau} \mu_{1}^{\prime}$ such that $\mu=\delta_{C_{1}} \| \mu_{1}^{\prime}$. This case is similar with Clause 2, and is omitted here.

When restricted to networks in $\mathscr{C}_{1} \cap \mathscr{C}_{2}$, Lemma 5 coincides with the standard congruence property i.e. $C_{1}\left\|C \approx C_{2}\right\| C$ provided that $C_{1} \approx C_{2}$. Since apparently $C \approx C$, it is easy to see that Lemma 5 implies the standard congruence property. On the other hand, if $C_{1} \approx C_{2}$ and $C_{1}^{\prime} \approx C_{2}^{\prime}$ where $C_{1}, C_{2}, C_{1}^{\prime}, C_{2}^{\prime} \in \mathscr{C}_{1} \cap \mathscr{C}_{2}$, we can imply $C_{1}\left\|C_{1}^{\prime} \approx C_{2}\right\| C_{2}^{\prime}$ using the standard congruence in two steps together with the transitivity of $\approx$ as follows: $C_{1}\left\|C_{1}^{\prime} \approx C_{2}\right\| C_{1}^{\prime}$ and $C_{2}\left\|C_{1}^{\prime} \approx C_{2}\right\| C_{2}^{\prime}$. It is similar for $\approx_{p}$. Note that in general Lemma 5 cannot be changed to the standard congruence definition, since we cannot always guarantee that $C \in \mathscr{C}_{1}$ and $C \in \mathscr{C}_{2}$ for arbitrary $C$, thus networks $C_{1} \| C$ and $C_{2} \| C$ may not be well-formed w.r.t. $\mathcal{M}_{1}$ and $\mathcal{N}_{2}$ respectively.

According to Definition 12 we need to consider every $C_{1} \in \mathscr{C}_{1}$ and $C_{2} \in \mathscr{C}_{2}$ in order to check whether $\mathcal{M}_{1}$ and $\mathcal{M}_{2}$ are weak (probabilistic) bisimilar or not. This is not possible in practice since $\mathscr{C}_{1}$ and $\mathscr{C}_{2}$ are essentially infinite. Due to Lemma 5, it is enough to check each connection individually i.e. networks in $\mathscr{C}_{1} \cup \mathscr{C}_{2}$ of form $\{\{(\rho, k)\} \longmapsto l\}$ for some $k, l$. Furthermore we only check those connections whose mobility is explicitly defined, since all the others with implicit mobility are guaranteed to be equivalent. We have the following lemma.

Lemma 6. $\mathcal{M}_{1} \approx \mathcal{M}_{2}\left(\mathcal{M}_{1} \approx_{p} \mathcal{M}_{2}\right)$ iff for each $C_{1}=\left\{\left\{\left(\rho_{1}, k\right)\right\} \longmapsto l\right\} \in \mathscr{C}_{1}$ such that the mobility of $\operatorname{Pro}(k \longmapsto l)$ is explicitly defined, there exists $C_{2}=\left\{\left\{\left(\rho_{2}, k\right)\right\} \longmapsto\right.$ $l\} \in \mathscr{C}_{2}$ such that $C_{1} \approx C_{2}\left(C_{1} \approx_{p} C_{2}\right)$, and vice versa.

Proof. The proof is straightforward from Definition 12 and Lemma 5.
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Definition 5 and 6 enable us to abstract the given network. By introducing Definition 12 we can also abstract the given PMF to reduce the state space furthermore without changing the properties we are interested in. We can do so due to the following theorem which states that for any two weak (probabilistic) bisimilar connectivity networks, the resulting networks after putting them in parallel with the same behavior network are still weak (probabilistic) bisimilar. This is the key step in order to abstract the given PMF which we will show in detail later on.

Theorem 10. Let $B \in \mathscr{B}, C_{1} \in \mathscr{C}_{1}$, and $C_{2} \in \mathscr{C}_{2}$, then

1. $B\left\|C_{1} \approx B\right\| C_{2}$ provided that $C_{1} \approx C_{2}$,
2. $B\left\|C_{1} \approx_{p} B\right\| C_{2}$ provided that $C_{1} \approx_{p} C_{2}$.

Proof. We only prove the first clause since the other one is similar. It is enough to prove that

$$
\mathcal{R}=\left\{\left(B\left\|C_{1}, B\right\| C_{2}\right) \mid B \in \mathscr{B} \wedge C_{1} \approx C_{2}\right\}
$$

is a weak bisimulation. We first prove that for each $C_{1}^{\prime} \in \mathscr{C}_{1}$ there exists $C_{2}^{\prime} \in \mathscr{C}_{2}$ such that $C_{1} \propto C_{1}^{\prime} \approx C_{2} \propto C_{2}^{\prime}$ provided that $C_{1} \approx C_{2}$. It is easy to see that $C_{1} \propto C_{1}^{\prime} \equiv C_{1} \| C_{1}^{\prime \prime}$ and $C_{2} \propto C_{2}^{\prime} \equiv C_{2} \| C_{2}^{\prime \prime}$ where $C_{1}^{\prime \prime}$ only contains connectivity information in $C_{1}^{\prime}$ which does not occur in $C_{1}$, and similar for $C_{2}^{\prime \prime}$. Due to Lemma 6, the following proof is trivial.

Let $E \equiv B \| C_{1}$ and $F \equiv B \| C_{2}$, apparently $E \mathcal{R} F$. Since for each $C_{E, F, k} \in \mathscr{C}_{1}$, there exists $C_{E, F, k}^{\prime} \in \mathscr{C}_{2}$ such that $C_{1} \propto C_{E, F, k} \approx C_{2} \propto C_{E, F, k}^{\prime}$, thus in the following we are safe to assume that both $C_{1}$ and $C_{2}$ contain enough connectivity information, and the parameters $C_{E, F, k}$ and $C_{E, F, k}^{\prime}$ can be simply omitted. Suppose $E \xrightarrow{\alpha} \mu$, there are several cases we need to consider:

1. $\alpha=(x, \mathbb{L}) \triangleleft k$. According to (nREC2) in Table 2.5, there exists $B \xrightarrow{(x, \emptyset) \triangleleft k} \mu_{1}$ and $C_{1} \xrightarrow{(x, \mathbb{L}) \triangleleft k} \mu_{2}$ such that $\mu_{1} \| \mu_{2} \equiv \mu$. Since $C_{1} \approx C_{2}$, there exists $C_{2} \xlongequal{(x, \mathbb{L}) \triangleleft k} \mu_{2}^{\prime}$ such that $\mu_{2} \approx \mu_{2}^{\prime}$, thus there exists $F \stackrel{(x, \mathbb{L}) \triangleleft k}{\Longrightarrow} \mu^{\prime}=\left(\mu_{1} \| \mu_{2}^{\prime}\right)$. By induction $\mu\{y / x\} \mathcal{R} \mu^{\prime}\{y / x\}$.
2. $\alpha=\langle x, \mathbb{L}\rangle @ k$. According to (nSYN) in Table 2.5, there exists $B \xrightarrow{\langle x, \emptyset\rangle @ k} \mu_{1}$ and $C_{1} \xrightarrow{(x, \mathbb{L}) \triangleleft k} \mu_{2}$ such that $\mu_{1} \| \mu_{2} \equiv \mu$. Since $C_{1} \approx C_{2}$, there exists $C_{2} \xrightarrow{(x, \mathbb{L}) \triangleleft k} \mu_{2}^{\prime}$ such that $\mu_{2} \approx \mu_{2}^{\prime}$, thus there exists $F \xlongequal{\langle x, \mathbb{L}\rangle @ k} \mu^{\prime}=\left(\mu_{1} \| \mu_{2}^{\prime}\right)$. By induction $\mu \mathcal{R} \mu^{\prime}$.
3. $\alpha=\tau$. This case is similar and omitted here.

Now we show how we can abstract from both behaviors and mobility in two steps. Suppose we are given a network $E$ and a PMF $\mathcal{M}_{1}$, there exists $B_{1}$ and $C_{1}$ such that $E \equiv B_{1} \| C_{1}$ where $B_{1}$ denotes the behavior of the network while $C_{1}$ denotes the connectivity information in $E$. First if we find a simpler $B_{2}$ such that

$$
B_{1}\left\|C_{1} \approx^{\mathcal{M}_{1}} \quad B_{2}\right\| C_{1}
$$

according to Definition 5 , then in the following we need only focus on $B_{2} \| C_{1}$ which is simpler than $B_{1} \| C_{1}$, note that

$$
B_{1}\left\|C_{1} \approx \approx^{\mathcal{M}_{1}} \quad B_{2}\right\| C_{1} \text { implies that } B_{1}\left\|C_{1} \approx B_{2}\right\| C_{1}
$$

As the second step, we can abstract $\mathcal{M}_{1}$ too. Suppose there exists a simpler $\mathcal{M}_{2}$ such that $\mathcal{M}_{1} \approx \mathcal{N}_{2}$ according to Definition 12 , then for each $C_{1} \in \mathscr{C}_{1}$ there exists $C_{2} \in \mathscr{C}_{2}$ such that $C_{1} \approx C_{2}$. By Theorem 10 we can replace $C_{1}$ in $E$ by $C_{2}$, and guarantee that

$$
E \equiv B_{1}\left\|C_{1} \approx B_{2}\right\| C_{1} \approx B_{2} \| C_{2}
$$

For now on we can analyze $B_{2} \| C_{2}$ under the $\mathcal{M}_{2}$, which shall be much simpler than analyzing $E$ under the $\mathcal{M}_{1}$. Similarly, we can also do so for $\approx_{p}$. To illustrate how it works, we give a simple example as follows:

Example 23. Suppose that there are two $\operatorname{PMFs}: \mathcal{M}_{1}$ and $\mathcal{N}_{2}$ such that they are the same except for the connection from $l$ to $k$ i.e. Pro $(l \longmapsto k)$. The mobility of Pro $(l \longmapsto$ $k)$ is given by Fig. 2.3 in $\mathcal{M}_{1}$, while the mobility of Pro $(l \longmapsto k)$ is given by Fig. 2. 10 in $\mathcal{M}_{2}$. It is easy to check that $\mathcal{M}_{1} \quad \approx_{p} \quad \mathcal{M}_{2}$, since for any connectivity network $\left\{\left\{\left(\rho_{1}, l\right)\right\} \longmapsto k\right\}$ in $\mathscr{C}_{1}$ where $\rho_{1} \in\{0.5,0.6,0.7,0.8,0.9\}$, there exists $\left\{\left\{\left(\rho_{2}, l\right)\right\} \longmapsto k\right\}$ in $\mathscr{C}_{2}$ where $\rho_{2} \in\{0.5,0.6,0.7,0.9\}$ such that

$$
\left\{\left\{\left(\rho_{1}, l\right)\right\} \longmapsto k\right\} \approx_{p} \quad\left\{\left\{\left(\rho_{2}, l\right)\right\} \longmapsto k\right\} .
$$

Furthermore there is a network

$$
E=\lfloor(x) \| p\rfloor_{l} \|\{\{(0.8, l)\} \longmapsto k\}
$$
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Figure 2.10: A simpler PMF weak probabilistic bisimilar with Fig. 2.3.
in $\mathscr{N}_{1}$. First it is easy to see that $(x) \| p \approx p$ for any $p$, thus

$$
\lfloor(x) \| p\rfloor_{l} \approx_{p}^{\mathcal{M}_{1}}\lfloor p\rfloor_{l} .
$$

By Theorem 4,

$$
\lfloor(x) \| p\rfloor_{l}\left\|\{\{(0.8, l)\} \longmapsto k\} \approx_{p}^{\mathcal{M}_{1}}\lfloor p\rfloor_{l}\right\|\{\{(0.8, l)\} \longmapsto k\} .
$$

Since $\mathcal{N}_{2}$ is simpler than $\mathcal{N}_{1}$, it is more preferable for analysis purpose. But according to Definition $1 E$ is not well-formed w.r.t. $\mathcal{M}_{2}$, thus we cannot apply $\mathcal{M}_{2}$ directly to $E$. Note that there exists $\{\{(0.9, l)\} \longmapsto k\} \in \mathscr{C}_{2}$ such that

$$
\{\{(0.8, l)\} \longmapsto k\} \approx_{p} \quad\{\{(0.9, l)\} \longmapsto k\},
$$

according to Theorem 10 we have

$$
\lfloor p\rfloor_{l}\left\|\{\{(0.8, l)\} \longmapsto k\} \approx_{p}\lfloor p\rfloor_{l}\right\|\{\{(0.9, l)\} \longmapsto k\}
$$

where $\lfloor p\rfloor_{l} \|\{\{(0.9, l)\} \longmapsto k\}$ is a well-formed network w.r.t. $\mathcal{N}_{2}$. As a result $E$ and $\mathcal{M}_{1}$ can be replaced by $\lfloor p\rfloor_{l} \|\{\{(0.9, l)\} \longmapsto k\}$ and $\mathcal{M}_{2}$ respectively.

### 2.6.2 Weak Simulation between PMFs

In this section we extend the work in Section 2.6.1 to simulations. All the definitions and properties are straightforward, but for completeness we write down them here.

Definition 13 (Weak Simulation). A relation $\mathcal{R} \subseteq\left(\mathscr{N}_{1} \cup \mathscr{N}_{2}\right) \times\left(\mathscr{N}_{1} \cup \mathscr{N}_{2}\right)$ is a weak simulation if $E \mathcal{R} F$ implies that for each $k \in L$ and $C_{E, F, k} \in \mathscr{C}_{1}$, there exists $C_{E, F, k}^{\prime} \in$ $\mathscr{C}_{2}$ such that whenever $E \propto C_{E, F, k} \xrightarrow{\alpha} \mu$,

1. if $\alpha=(x, \mathbb{L}) \triangleleft k$, there exists $F \propto C_{E, F, k}^{\prime} \stackrel{\alpha}{\Longrightarrow} \mu^{\prime}$ such that for each $y \in \mathcal{N}$, $\mu\{y / x\} \sqsubseteq_{\mathcal{R}} \mu^{\prime}\{y / x\} ;$
2. if $\alpha=\nu \tilde{x}\langle x, \mathbb{L}\rangle @ l$, there exists $F \propto C_{E, F, k}^{\prime} \xlongequal{\nu \tilde{x}\langle x, \mathbb{L}\rangle @ m} \mu^{\prime}$ such that $\mu \quad \sqsubseteq_{\mathcal{R}} \mu^{\prime}$;
3. if $\alpha=\tau$ then there exists $F \propto C_{E, F, k}^{\prime} \stackrel{\tau}{\Longrightarrow} \mu^{\prime}$ such that $\mu \sqsubseteq_{\mathcal{R}} \mu^{\prime}$.

Let $F$ weakly simulate $E$, written as $E \precsim F$, if there exists a weak simulation $\mathcal{R}$ such that $E \mathcal{R} F$.

Definition 14 (Weak Probabilistic Simulation). A relation $\mathcal{R} \subseteq\left(\mathscr{N}_{1} \cup \mathscr{N}_{2}\right) \times\left(\mathscr{N}_{1} \cup \mathscr{N}_{2}\right)$ is a weak probabilistic simulation if $E \mathcal{R} F$ implies that for each $k \in L$ and $C_{E, F, k} \in \mathscr{C}_{1}$, there exists $C_{E, F, k}^{\prime} \in \mathscr{C}_{2}$ such that whenever $E \propto C_{E, F, k} \xrightarrow{\alpha} \mu$,

1. if $\alpha=(x, \mathbb{L}) \triangleleft k$, there exists $F \propto C_{E, F, k}^{\prime}{ }^{\alpha}{ }_{c} \mu^{\prime}$ such that for each $y \in \mathcal{N}$, $\mu\{y / x\} \sqsubseteq_{\mathcal{R}} \mu^{\prime}\{y / x\} ;$
2. if $\alpha=\nu \tilde{x}\langle x, \mathbb{L}\rangle @ l$, there exists $F \propto C_{E, F, k}^{\prime} \xlongequal{\nu \tilde{x}\langle x, \mathbb{L}\rangle @ m}{ }_{c} \mu^{\prime}$ such that $\mu \quad \sqsubseteq_{\mathcal{R}} \mu^{\prime}$;
3. if $\alpha=\tau$ then there exists $F \propto C_{E, F, k}^{\prime} \stackrel{\tau}{\Longrightarrow} \mu^{\prime}$ such that $\mu \sqsubseteq_{\mathcal{R}} \mu^{\prime}$.

Let $F$ weakly probabilistic simulate $E$, written as $E \precsim p$, if there exists a weak probabilistic simulation $\mathcal{R}$ such that $E \mathcal{R} F$.

As before we can prove that $\precsim$ and $\precsim p$ are preorders.
Theorem 11. $\precsim$ and $\precsim p$ are preorders.
Proof. Similar with the proof of Theorem 7 and 8.

Intuitively, $\mathcal{M}_{2}$ can simulate $\mathcal{M}_{1}$ iff for each $C_{1} \in \mathscr{C}_{1}$ there exists $C_{2} \in \mathscr{C}_{2}$ such that $C_{2}$ can simulate $C_{1}$, formally

Definition 15. Let $\mathcal{M}_{2}$ weak (probabilistic) simulate $\mathcal{N}_{1}$, written as $\mathcal{N}_{2} \precsim \mathcal{M}_{1}$ $\left(\mathcal{M}_{2} \precsim{ }_{2} \mathcal{M}_{1}\right)$, iff for each $C_{1} \in \mathscr{C}_{1}$ there exists $C_{2} \in \mathscr{C}_{2}$ such that $C_{1} \precsim C_{2}$ $\left(C_{1} \precsim C_{2}\right)$.

The $\precsim$ and $\precsim p$ have similar properties as $\approx$ and $\approx_{p}$. We first show their congruence related to networks in $\mathscr{C}$.
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Lemma 7. Let $C_{1}, C_{1}^{\prime} \in \mathscr{C}_{1}$ and $C_{2}, C_{2}^{\prime} \in \mathscr{C}_{2}$, then

1. $C_{1}\left\|C_{1}^{\prime} \precsim C_{2}\right\| C_{2}^{\prime}$ provided that $C_{1} \precsim C_{2}$ and $C_{1}^{\prime} \precsim C_{2}^{\prime}$.
2. $C_{1}\left\|C_{1}^{\prime} \precsim p C_{2}\right\| C_{2}^{\prime}$ provided that $C_{1} \precsim p C_{2}$ and $C_{1}^{\prime} \precsim p C_{2}^{\prime}$.

Proof. We only prove the first clause since the other one is similar. It is enough to show that

$$
\mathcal{R}=\left\{\left(C_{1}\left\|C_{1}^{\prime}, C_{2}\right\| C_{2}^{\prime}\right) \mid C_{1} \precsim C_{2} \wedge C_{1}^{\prime} \precsim C_{2}^{\prime}\right\}
$$

is a weak simulation. For the same reason as in Lemma 7, we can omit the parameters $C_{E, F, k}$ and $C_{E, F, k}^{\prime}$ in Definition 13. Suppose that $C_{1} \| C_{1}^{\prime} \xrightarrow{\alpha} \mu$, we prove by structural induction and there are only three cases we need to consider:

1. $\alpha=(x, \mathbb{L}) \triangleleft l$. Then according to (nREC2) in Table 2.5, there exists $C_{1} \xrightarrow{(x, \mathbb{M}) \triangleleft l} \mu_{1}$ and $C_{1}^{\prime} \xrightarrow{(x, \mathbb{N}) \triangleleft l} \mu_{1}^{\prime}$ such that $\mathbb{M} \cup \mathbb{N}=\mathbb{L}$, and $\mu_{1} \| \mu_{1}^{\prime}=\mu$. Since $C_{1} \precsim C_{2}$ and $C_{1}^{\prime} \precsim C_{2}^{\prime}$, there exists $C_{2} \xlongequal{(x, \mathbb{M}) \triangleleft l} \mu_{2}$ and $C_{2}^{\prime} \xlongequal{(x, \mathbb{N}) \triangleleft l} \mu_{2}^{\prime}$ such that $\mu_{1} \precsim \mu_{1}^{\prime}$ and $\mu_{2} \precsim \mu_{2}^{\prime}$, thus $C_{2} \| C_{2}^{\prime} \xlongequal{(x, \mathbb{L}) \triangleleft l} \mu^{\prime}=\left(\mu_{2} \| \mu_{2}^{\prime}\right)$, by induction $\mu \sqsubseteq_{\mathcal{R}} \mu^{\prime}$.
2. $\alpha=\tau$. Then according to (nPAR) in Table 2.5, there exists $C_{1} \xrightarrow{\tau} \mu_{1}$ such that $\mu=\mu_{1} \| \delta_{C_{1}^{\prime}}$. Since $C_{1} \precsim C_{2}$, there exists $C_{2} \xlongequal{\tau} \mu_{2}$ such that $\mu_{1} \precsim \mu_{2}$, thus $C_{2} \| C_{2}^{\prime} \xlongequal{\tau} \mu^{\prime}=\left(\mu_{2} \| \delta_{C_{2}^{\prime}}\right)$. By induction $\mu \sqsubseteq_{\mathcal{R}} \mu^{\prime}$.
3. $\alpha=\tau$. There exists $C_{1}^{\prime} \xrightarrow{\tau} \mu_{1}^{\prime}$ such that $\mu=\delta_{C_{1}} \| \mu_{1}^{\prime}$. This case is similar with Clause 2, and is omitted here.

With Lemma 7 it is enough to check each connection individually in order to determine whether two PMFs are weakly similar. Since we only have finitely many connections whose mobility is explicitly defined, thus we have the analogue lemma as follows:

Lemma 8. $\mathcal{M}_{1} \precsim \mathcal{M}_{2}\left(\mathcal{M}_{1} \precsim \mathcal{M}_{2}\right)$ iff for each $C_{1}=\left\{\left\{\left(\rho_{1}, k\right)\right\} \longmapsto l\right\} \in \mathscr{C}_{1}$ such that the mobility of Pro $(k \longmapsto l)$ is explicitly defined, there exists $C_{2}=\left\{\left\{\left(\rho_{2}, k\right)\right\} \longmapsto\right.$ $l\} \in \mathscr{C}_{2}$ such that $C_{1} \precsim C_{2}\left(C_{1} \precsim p C_{2}\right)$.

Proof. The proof is straightforward from Definition 15 and Lemma 7.
Finally, we have the following theorem.
Theorem 12. Let $B \in \mathscr{B}, C_{1} \in \mathscr{C}_{1}$, and $C_{2} \in \mathscr{C}_{2}$, then

1. $B\left\|C_{1} \precsim B\right\| C_{2}$ provided that $C_{1} \precsim C_{2}$,
2. $B\left\|C_{1} \precsim \precsim_{p} B\right\| C_{2}$ provided that $C_{1} \precsim C_{2}$.

Proof. We only prove the first clause since the other one is similar. It is enough to prove that

$$
\mathcal{R}=\left\{\left(B\left\|C_{1}, B\right\| C_{2}\right) \mid B \in \mathscr{B} \wedge C_{1} \precsim C_{2}\right\}
$$

is a weak simulation. The proof is similar with the proof of Theorem 10. We first prove that for each $C_{1}^{\prime} \in \mathscr{C}_{1}$ there exists $C_{2}^{\prime} \in \mathscr{C}_{2}$ such that $C_{1} \propto C_{1}^{\prime} \gtrsim C_{2} \propto C_{2}^{\prime}$ provided that $C_{1} \precsim C_{2}$. It is easy to see that $C_{1} \propto C_{1}^{\prime} \equiv C_{1} \| C_{1}^{\prime \prime}$ and $C_{2} \propto C_{2}^{\prime} \equiv C_{2} \| C_{2}^{\prime \prime}$ where $C_{1}^{\prime \prime}$ only contains connectivity information in $C_{1}^{\prime}$ which does not occur in $C_{1}$, and similar for $C_{2}^{\prime \prime}$. Due to Lemma 8, the following proof is trivial.

Let $E \equiv B \| C_{1}$ and $F \equiv B \| C_{2}$, apparently $E \mathcal{R} F$. Since for each $C_{E, F, k} \in \mathscr{C}_{1}$, there exists $C_{E, F, k}^{\prime} \in \mathscr{C}_{2}$ such that $C_{1} \propto C_{E, F, k} \gtrsim C_{2} \propto C_{E, F, k}^{\prime}$, thus in the following we are safe to assume that both $C_{1}$ and $C_{2}$ contain enough connectivity information, and the parameters $C_{E, F, k}$ and $C_{E, F, k}^{\prime}$ can be simply omitted. Suppose $E \xrightarrow{\alpha} \mu$, there are several cases we need to consider:

1. $\alpha=(x, \mathbb{L}) \triangleleft k$. According to (nREC2) in Table 2.5, there exists $B \xrightarrow{(x, \emptyset) \triangleleft k} \mu_{1}$ and $C_{1} \xrightarrow{(x, \mathbb{L}) \triangleleft k} \mu_{2}$ such that $\mu_{1} \| \mu_{2} \equiv \mu$. Since $C_{1} \precsim C_{2}$, there exists $C_{2} \xrightarrow{(x, \mathbb{L}) \triangleleft k} \mu_{2}^{\prime}$ such that $\mu_{2} \precsim \mu_{2}^{\prime}$, thus there exists $F \xlongequal{(x, \mathbb{L}) \triangleleft k} \mu^{\prime}=\left(\mu_{1} \| \mu_{2}^{\prime}\right)$. By induction $\mu\{y / x\} \mathcal{R} \mu^{\prime}\{y / x\}$.
2. $\alpha=\langle x, \mathbb{L}\rangle @ k$. According to (nSYN) in Table 2.5, there exists $B \xrightarrow{\langle x, \emptyset\rangle @ k} \mu_{1}$ and $C_{1} \xrightarrow{(x, \mathbb{L}) \triangleleft k} \mu_{2}$ such that $\mu_{1} \| \mu_{2} \equiv \mu$. Since $C_{1} \precsim C_{2}$, there exists $C_{2} \xrightarrow{(x, \mathbb{L}) \triangleleft k} \mu_{2}^{\prime}$ such that $\mu_{2} \underset{\approx}{\approx} \mu_{2}^{\prime}$, thus there exists $F \xlongequal{\langle x, \mathbb{L}\rangle @ k} \mu^{\prime}=\left(\mu_{1} \| \mu_{2}^{\prime}\right)$. By induction $\mu \mathcal{R} \mu^{\prime}$.
3. $\alpha=\tau$. This case is similar and omitted here.

As mentioned before, for any $E$ there exists $B_{1}$ and $C_{1}$ such that $E \equiv B_{1} \| C_{1}$ where $B_{1}$ only describes the behavior and $C_{1}$ contains all the known connectivity information. If there exists a simpler $B_{2}$ such that $B_{1}\left\|C_{1} \precsim B_{2}\right\| C_{1}$, then we can use $B_{2} \| C_{1}$ instead for analysis purpose. Secondly, if there exists $\mathcal{M}_{2}$ such that $\mathcal{M}_{1} \precsim \mathcal{M}_{2}$, according to Definition 15, for each $C_{1}$ there exists $C_{2} \in \mathscr{C}_{2}$ such that $C_{1} \precsim C_{2}$. By Theorem 12, we have $B_{2}\left\|C_{1} \precsim B_{2}\right\| C_{2}$. Since $\precsim$ is a preorder, thus $E \equiv B_{1} \|$ $C_{1} \precsim B_{2} \| C_{2}$. By doing so it is enough to analyze $B_{2} \| C_{2}$ under $\mathcal{M}_{2}$. As an
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Figure 2.11: A home network.
extreme case the most abstract PMF where every connection has implicit mobility can be used to simulate any arbitrary PMF, thus in some cases we can use this PMF instead depending on what properties we are interested in, which would reduce the state space a lot.

### 2.7 The Zeroconf Protocol

The Zeroconf protocol is designed for self-configuring home local networks. For example, Fig. 2.11 gives a typical home local network which contains four nodes: $P C_{1}$, $P C_{2}$, Laptop, and $P D A$. The arrows indicate that $P C_{1}, P C_{2}$, and Laptop can receive messages from $P D A$ with probability $0.9,1$, and 0.8 respectively. Here we assume that all other connections have probability 1.

In order to ensure correct mutual communication, each node must have a unique IP address, so when a new node joins a network it must be assigned an unused IP address. The Zeroconf protocol solves this in the following way:

1. The new node selects randomly an IP address out of all available IP addresses;
2. It broadcasts a message to other nodes to probe if the selected IP address is in use or not;
3. If the new node receives a message indicating the IP address is already taken, then it returns to step 1 and restarts the process;

Table 2.6: The Zeroconf protocol.

```
oldnode \(_{i p}=(x) .\left([x=i p]\left\langle\right.\right.\) err \(\left.^{\prime}\right\rangle\).oldnode \(_{i p}\), oldnode \(\left._{i p}\right)\)
newnode \(_{i}^{p}=\langle p\rangle\). waitawk \(_{i}^{p}\)
newnode \(e_{0}^{p}=\langle\) suc \(\rangle\)
waitawk \(_{i}^{p}=(x) .\left(\left([x=\right.\right.\) err \(]\) newnode, waitawk \(\left._{i}^{p}\right)+\) newnode \(\left._{i-1}^{p}\right)\)
newnode \(=\nu y\left(y(p) .\langle p\rangle\right.\). waitawk \(\left._{p n}^{p} \| \prod_{i p \in I P} y\langle i p\rangle\right)\)
```

4. Due to unreliable connections, messages can be lost with a certain probability. To increase the reliability of the protocol, the new node is required to send several probes for the same IP address;
5. If no error message has been received after these probes, the selected IP address will be used by the new node.

Note that after running the protocol it is indeed possible for a new node to use an IP address that is already used by another node. This is called address collision and is highly undesirable.

In the following, we model and analyze the Zeroconf protocol, the model of the protocol is given in Table 2.6. ${ }^{1}$ We use oldnode $e_{i p}$ to denote an existing network node, i.e. a process with IP address $i p$ running at a location; oldnode $e_{i p}$ repeatedly receives messages and compares these messages with its own IP address $i p$. If a message is identical to $i p$, it will broadcast an error message, err, informing the new node that the selected IP address is being used already. newnode ${ }_{i}^{p}$ denotes a process which will probe $i$ times before assuming that the selected IP address $p$ is not used by other nodes. It will evolve into process waitawk ${ }_{i}^{p}$ after broadcasting a probe. newnode ${ }_{0}^{p}$ is a special process which denotes that the protocol succeeded in finding an unused IP address $p$ (although this might not be true with a certain probability). The process waitawk ${ }_{i}^{p}$ waits for the responses from other nodes. If it receives an err message because the selected IP address is not valid, it will restart the whole process, otherwise it will recurse and become waitawk $k_{i}^{p}$ again. The summation here is used to denote timeout from waiting for responses and then start a new round of probing. newnode starts the protocol by selecting an IP address from IP randomly, here IP is the finite set of all
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available addresses and $\Pi$ means parallel composition of processes. In the above, we use $p n$ to denote the maximum number of probes for the same IP address.

The behavior of the network in Fig. 2.11 can be represented as follows:

$$
\left.\left.E=\lfloor\text { newnode }\rfloor_{k} \|\left\lfloor\text { oldnode }_{i p_{1}}\right\rfloor_{l} \| \text { Loldnode }_{i p_{2}}\right\rfloor_{m} \| \text { ºldnode }_{i p_{3}}\right\rfloor_{n}
$$

We assume Laptop, PC1, and PC2 are existing nodes which are located at $l$, $m$, and $n$ respectively, and PDA at $k$ is a node that wants to join the network; here $i p_{1}, i p_{2}$, and $i p_{3}$ are used to denote IP addresses in $I P$ already in use. Concerning mobility we assume a PMF $\mathcal{M}$ such that the mobility rule of $\operatorname{Pro}(k \mapsto l)$ is given by Fig. 2.2 and the mobility rules of $\operatorname{Pro}(k \mapsto m)$ and $\operatorname{Pro}(k \mapsto n)$ are given by Fig. 2.3, and the nodes at locations $l, m$, $n$ can always receive messages from the node at location $k$ with probability 1 . In addition, the mobility of all the other connections is implicitly defined.

With the logic which we will introduce in Chapter 4, we can denote the obvious property that "if an unused IP address is selected by the new node then the probability of this IP address being allocated to the new node is equal to 1 ". We may also specify the property: "if an used IP address is selected by the new node then the probability of address collision is less than $q$ ". Assuming the maximum number of probes $p n$ to be 3 , it turns out that $q$ here cannot be smaller than 0.064 for $E$ satisfying this property. Intuitively, if the new node selects an used IP address such as $i p_{1}$, then among all cases to consider there exists a worst case under which oldnode ${ }_{i p_{1}}$ may fail to receive the probe from the new node for three times with probability $(1-0.6)^{3}=0.064$. In the above we assume that $E(k, l)=E(k, m)=E(k, n)=0.9$.

In order to illustrate analysis through the use of weak bisimulation we may define

$$
\left.F \equiv\lfloor\text { newnode }\rfloor_{k} \|\left\lfloor\text { oldnode }_{i p_{1}}\right\rfloor_{l} \|\left\lfloor\text { oldnode }_{i p_{3}}\right\rfloor_{m} \| \text { oldnode }_{i p_{2}}\right\rfloor_{n}
$$

i.e. compared to $E$ in the network $F$ the two old nodes PC1 and PC2 have swapped their locations $m$ and $n$. Further let

$$
E^{\prime} \equiv\{\{(k, 0.8)\} \mapsto l\}\|\{\{(k, 0.6)\} \mapsto m\}\|\{\{(k, 0.9)\} \mapsto n\}
$$

and let

$$
F^{\prime} \equiv\{\{(k, 0.6)\} \mapsto l\}\|\{\{(k, 0.9)\} \mapsto m\}\|\{\{(k, 0.8)\} \mapsto n\}
$$

then we infer

$$
E\left\|E^{\prime} \approx^{\mathcal{M}} F\right\| F^{\prime}
$$

Intuitively, by the given $\mathcal{M}$ nodes at locations $m$ and $n$ can always receive messages from other locations with the same probability, in addition they can also broadcast messages to other locations with the same probabilities. If the new node selecting an used IP address such as $i p_{2}$ broadcasts a probe, then the node at location $m$ in $E$ can receive it with probability 1 and then broadcast an err message. The node at location $n$ in $F$ can simulate this by performing the same actions in addition with some mobility transitions. In both $E$ and $F$, the newnode can receive the err message with the same probability. A similar argument holds for other transitions.

Suppose that

$$
F^{\prime \prime} \equiv\{\{(k, 0.7)\} \mapsto l\}\|\{\{(k, 0.9)\} \mapsto m\}\|\{\{(k, 0.7)\} \mapsto n\}
$$

then we know that $E\left\|E^{\prime} \not \chi^{\mathcal{N}} F\right\| F^{\prime \prime}$ because if newnode selects an used IP address such as $i p_{2}$, it will receive the err message from location $n$ with probability 0.7 in $F \| F^{\prime \prime}$ which can not be simulated by $E \| E^{\prime}$, but $E\left\|E^{\prime} \approx_{p}^{\mathcal{N}} F\right\| F^{\prime \prime}$ since $E \| E^{\prime}$ has a combined transition where newnode can receive err message from location $m$ with probability 0.7 . The theory introduced in Section 2.5 can be applied to perform one direction abstraction in a similar way, and we omit the detail here.

Now we will show how the theory in Section 2.6 can be used to abstract the given PMF. Suppose that we have a PMF $\mathcal{N}^{\prime}$ which is the same as $\mathcal{M}$ except that the mobility rule of $\operatorname{Pro}(k \mapsto l)$ is given by Fig. $2.12($ a) and the mobility rules of $\operatorname{Pro}(k \mapsto m)$ and $\operatorname{Pro}(k \mapsto n)$ are given by Fig. $2.12(\mathrm{~b})$. Then it is easy to check that $\mathcal{M} \approx_{p} \mathcal{M}^{\prime}$. Since $\mathcal{N}^{\prime}$ is simpler than $\mathcal{M}$, thus instead of analyzing $E$ with $\mathcal{M}$ being the mobility function, we can analyze $E$ under $\mathcal{M}^{\prime}$ which has less states but preserves certain properties. The simulations between PMFs can be applied in a similar way, and are omitted here.

### 2.8 Related Work

We end this chapter with some related work. In (63) Nanz and Hankin introduced the calculus CBS ${ }^{\sharp}$ for mobile ad hoc networks (MANETs) which is used as a framework for security analysis of protocols for MANETs. In CBS ${ }^{\sharp}$ the process connectivity is separated from process actions, and is represented by connectivity graphs whose vertices are
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(a)
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Figure 2.12: A more abstract PMF.
all the locations. Differently, the connections are bidirectional instead of unidirectional. An edge between two locations indicates that they are connected, otherwise they are disconnected. Merro (65) proposed a value-passing process calculus, called CMN, for MANETs. In CMN each node is located at a physical location with a transmission radius denoting its transmission radius. Moreover CMN distinguishes between mobile nodes and stationary nodes. Since the locations in CMN are physical, the connectivity graph is determined by the physical positions of all the locations. A location $l$ is connected to another location $k$ iff $l$ is in the transmission range of $k$. CMAN was proposed by Godskesen (67) where the connectivity graph is an explicit part of the network syntax and each mobility step corresponds to a computational step, similar as in our calculus. Singh, Ramakrishnan, and Smolka (64) proposed the $\omega$-calculus which is a conservative extension of $\pi$-calculus. One of the most important features of $\omega$-calculus is that it separates a node's communication and computational behavior from the description of the physical transmission range. The maximal clique in the connectivity graph is called group in $\omega$-calculus. Each location is associated with a set of groups which the location belongs to. Two locations are connected if they have common groups. The change of the interface of each location will also change the underlying connectivity graph. As in (63), $\omega$-calculus deals with bidirectional connectivity. In (66) a restricted broadcast process theory (RBPT) for MANETs was proposed by Ghassemi et al., where connec-
tivity and mobility are modeled implicitly in the semantics instead of in the syntax. By eliminating connectivity information from the syntax, a more compact state space is often obtained. Furthermore, an equational theory for RBPT was proposed in (72) as well as an extended algebra to axiomatize restricted broadcast.

In this chapter we assume that each connection is independent, this might be an unrealistic assumption in practice, since the movement of a node may affect the connectivity probabilities of several connections. In the next chapter we will show how we can extend this calculus in order to deal with dependent mobility. Also we enrich the calculus with other features like continuous time behaviors and mobility, group broadcast and so on.
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## Chapter 3

## Continuous Model

In this chapter we extend the work in Chapter 2 to the continuous scenario. We motivate the work in Section 3.1. The syntax and semantics of the calculus is introduced in Section 3.2 and 3.3 respectively. In Section 3.4 we introduce two notions of weak bisimulations, one of which is defined on networks, while the other one is defined on network distributions. We extend this work to simulations in Section 3.5. In Section 3.6 we show how to remove the limitation that a message can only be received by each node for at most once. We apply our theory to a leader election protocol in Section 3.7. This chapter is concluded with some related work in Section 3.8.

### 3.1 Motivation

In Chapter 2 we introduced a calculus for MANETs where one of the key features is letting a communication link between two nodes not just be in one of the two states 'connected' or 'disconnected', but also we allowed a decoration of connection links with a probability. The meaning being that messages broadcasted along a connection decorated with a probability $\rho$ will be received by that probability. Intuitively this reflects that connection links in wireless networks may not always be reliable. We also enforced restricted mobility by means of a probabilistic mobility function saying that a given node with a certain probability may move and thereby change the probability of the connection to another node. The models we obtain are discrete and each network in our calculus in Chapter 2 gives rise to a probabilistic automata (1). A major contribution in this chapter is a generalization of the notion of a mobility function. In Chapter 2
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a mobility function returns the change (the new probability) of just a single connection between two nodes, in this chapter we let a mobility function be able to change a number of connections at the same time, i.e. we recognize that mobility of a single node may not just influence the connection to a single neighbor, instead a mobility step may change a larger part of the network topology. Moreover, the new kind of mobility functions introduced in this chapter makes use of network topology constraints. For instance we may specify that the probability for the node $l$ being connected to $m$ must be the same as $k$ being connected to $m$, i.e. $\operatorname{Pro}(l \longmapsto m)=\operatorname{Pro}(k \longmapsto m)$. Intuitively this may represent that $k$ and $l$ are always within the same distance from $m$. Another example could be to require that the likelihood one of $k$ and $l$ receiving a broadcasted message from $m$ is sufficiently high, we may for instance specify $\operatorname{Pro}(l \longmapsto m)+\operatorname{Pro}(k \longmapsto m) \geq 0.9$, intuitively meaning that $m$ is always sufficiently close to at least one of $k$ and $l$. We demonstrate the usefulness of topology constraints in Section 3.7.

Another novel contribution of this chapter is the introduction of stochastically timed behavior for MANETs, our contribution follows the tradition of having rates for exponential probability distributions, known from say continuous time Markov processes, as part of our calculus. A major motivation for this contribution is that we would like to more realistically being able to model mobility of nodes as time dependent stochastic phenomenon, this is obtained by letting a stochastic mobility function return no longer a discrete probability as in Chapter 2 but a rate for an exponential probability distribution. Formally we will write $\mathcal{N}\left(C, C^{\prime}, \mathbb{C}\right)=\lambda$ where $C$ is the current (partial) network configuration, $C^{\prime}$ is the new configuration reached by a mobility step, $\mathbb{C}$ is the network topology constraint the transition from $C$ to $C^{\prime}$ depends on, and the transition occurs with a delay exponentially distributed by $\lambda$. Intuitively the rate signifies how fast the network topology will change, i.e. the higher rate the more likely it is that the topology will change fast. Another reason for introducing continuous time stochastic behavior is that many protocols for MANETs make use of time dependent randomized back-off techniques. In order to be able to model such protocols we introduce, in the style of Interactive Markov Chains (32), a prefix construct $\lambda$ for processes such that we may write e.g. $p=q+\lambda$. $p$ meaning that $p$ may behave as $q$ or it may after some delay exponentially distributed by $\lambda$ back off and iterate its behavior. This back-off
style encoding is utilized in our model of a leader election protocol for MANETs defined in Section 3.7. By the introduction of the continuous time stochastic behavior it turns out that the semantics of our calculus is a combination of discrete and continuous time probability, non-determinism, and concurrency and thus gives rise to a Markov Automaton (MA) (5).

A third contribution is that we allow for two novel operators as part of our calculus. To the best of our knowledge these two operators have not before been considered in calculi for mobile and wireless systems. In many broadcast protocols it is quite common for a node to broadcast messages just to a limited number of nodes and hence not to all nodes in the network; to accommodate this feature we introduce a group broadcast prefix in our calculus denoted by $\langle x \triangleright L\rangle$ where $x$ is the message to be broadcasted and $L$ is the set of intended receivers of $x$. The other new operator is a kind of a low level protocol that is often used in many wireless broadcast protocols, it is meant to deal with the problem of flooding. Flooding occurs when the same message is broadcasted over and over again in the execution of a protocol, but where it is sufficient to have received and dealt with the message just once. Flooding may e.g. occur in a protocol if a node is naively supposed to forward all requests for being part of a protocol, a node receiving similar requests for participating in the same execution of the protocol from multiple neighbors will then forward each of these requests to its neighbors although forwarding just one of these identical requests would ideally be sufficient. The operator is defined by introducing a memory $M$ for each node, formally we write $\lfloor p\rfloor_{l}^{M}$ for a node with the processes $p$ running a location $l$ and with memory $M$. Intuitively the semantics is that whenever the node receives a broadcasted message $x$ it is first checked whether $x$ belongs to $M$, if it does $x$ is discarded and $p$ will remain unchanged, otherwise $x$ is added to $M$ and $p$ is updated accordingly. We also show how to remove the flooding avoidance operator in Section 3.6.

In a nutshell we present a continuous time stochastic broadcast calculus for wireless networks with a stochastic mobility function depending on topology constraints where group broadcast and flooding avoidance are integrated operators.
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### 3.2 The Calculus

We take all notations from Chapter 2 , moreover we may write $l$ directly for singleton set $\{l\}$. Define the syntax of topology constraints $\mathbb{C}$, ranged over by $\mathfrak{C}$, as follows:

$$
\mathbb{C}::=\operatorname{Pro}(k \longmapsto l)=\rho|\mathbb{C} \wedge \mathbb{C}| \mathbb{C} \vee \mathbb{C}
$$

where $\mathbb{C}$ evaluates to true and false in an obvious way. The above syntax is simple but expressive. For example we can define constraints such as $\operatorname{Pro}(k \longmapsto l) \geq 0.8$ and $\operatorname{Pro}(l \longmapsto m)+\operatorname{Pro}(l \longmapsto n)=1$ as follows where $\bowtie \in\{<,>, \leq, \geq\}$ :

- $\operatorname{Pro}(k \longmapsto l) \bowtie \rho \equiv\left(\underset{\rho^{\prime} \in \wp \wedge \wedge \rho^{\prime} \bowtie \rho}{\vee} \operatorname{Pro}(k \longmapsto l)=\rho^{\prime}\right)$;
- $\operatorname{Pro}(l \longmapsto m)+\operatorname{Pro}(l \longmapsto n) \bowtie \rho \equiv$

$$
\left(\underset{\rho_{1}, \rho_{2} \in \wp \wedge \rho_{1}+\rho_{2} \bowtie \rho}{\vee}\left(\operatorname{Pro}(l \longmapsto m)=\rho_{1} \wedge \operatorname{Pro}(l \longmapsto n)=\rho_{2}\right)\right) .
$$

Other operators can be defined in a similar way. In the sequel instead of writing the whole expressions, we will use these shorthand.

Let $\mathcal{P}$ denote the set of the processes which is ranged over by $p, q, r \ldots$, and defined by the following grammar:

$$
\begin{gathered}
p, q::=0 \mid \text { Act } \cdot p|p+q|[x=y] p, q|\nu x p| A \\
\text { Act }::=\lambda\left|\left\langle x \triangleright L^{*}\right\rangle\right|(x),
\end{gathered}
$$

where $p+q$ denotes nondeterministic choices between $p$ and $q$, and Act $\cdot p$ means that $p$ is prefixed by $A c t$ and will behave as $p$ after $A c t$ being preformed. Specially, $\lambda \cdot p$ means that $p$ is guarded by a delay which is exponentially distributed with rate $\lambda \in R^{+} .{ }^{1}$ Let $\left\langle x \triangleright L^{*}\right\rangle$ and $(x)$ denote (group) broadcast and reception respectively where $L^{*}$ is either $L$ or $\mathcal{L}$. We usually write $\langle x \triangleright \mathcal{L}\rangle$ as $\langle x\rangle$ for simplicity in the following. If $L^{*}=L$, then $\langle x \triangleright L\rangle$ denotes a group broadcast with $L$ as its destination locations which can deliver the message $x$ only to nodes at locations in $L$. All the other operators are the same as in Chapter 2.

The set of networks $\mathscr{N}$ is defined by:

$$
E, F::=0\left|\lfloor p\rfloor_{l}^{M}\right|\{\mathbb{L} \longmapsto l\}|\nu x E| E \| F
$$

[^2]Table 3.1: Structural congruence of processes and networks (continuous).

$$
\begin{gathered}
\nu x E \| F \equiv \nu x(E \| F), x \notin f n(F) \\
(p+q)+r \equiv p+(q+r) \quad(E \| F)\|G \equiv E\|(F \| G) \\
\left\{\mathbb{L}_{1} \longmapsto k\right\} \|\left\{\mathbb{L}_{2} \longmapsto k\right\} \equiv\left\{\mathbb{L}_{1} \cup \mathbb{L}_{2} \longmapsto k\right\}, l\left(\mathbb{L}_{1}\right) \cap l\left(\mathbb{L}_{2}\right)=\emptyset \\
p+0 \equiv p \\
p+q \equiv q+p
\end{gathered} \quad \nu x \nu y p \equiv \nu y \nu x p \mathrm{p} \begin{gathered}
\\
E \| 0 \equiv E \\
\nu x \nu y E \equiv \nu y \nu x E
\end{gathered}
$$

which is almost the same as in Chapter 2 except for the extra parameter $M$. The parameter $M$ is a finite memory which is used to keep track of all the messages having been received, and is often omitted if it is not important for the discussion.

The set of free and bound names in $E$, denoted by $f n(E)$ and $b n(E)$ respectively, are defined as before except that $f n\left(\lfloor p\rfloor_{l}^{M}\right)=f n(p) \cup M$. Structural congruence of processes and networks, $\equiv$, is the least equivalence relation and congruence closed by $\alpha$-conversion and the rules in Table 3.1, which can be extended to distributions as usual.

We adopt the same notation here, and let a stochastic mobility function (SMF)

$$
\mathcal{M}: \mathscr{C} \times \mathscr{C} \times \mathbb{C} \rightarrow R^{+}
$$

be a partial function where $\mathcal{N}\left(C, C^{\prime}, \mathbb{C}\right)$ returns the mobility rate from $C$ to $C^{\prime}$ given $\mathbb{C}$ evaluates to true. Different from Chapter 2 and (73) where the SMF is defined on a single connection, here we define a SMF on connectivity networks which can be seen as a collection of different connections. The reason to do so is that we can model dependent mobility as described in the introduction. We assume $\mathcal{N}(C, C$, true $)=0$ if the connectivity network $C$ is stable. For simplicity we let $\mathcal{M}\left(C, C^{\prime}, \mathbb{C}\right)=\perp$ denote that the mobility rule from $C$ to $C^{\prime}$ under condition $\mathbb{C}$ is undefined.
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A SMF is valid if for each $C, C^{\prime}$ such that $\mathcal{M}\left(C, C^{\prime}, \mathbb{C}\right) \neq \perp$ for some $\mathbb{C}$, then

$$
C(k, l)=\theta_{k \longmapsto l} \text { iff } C^{\prime}(k, l)=\theta_{k \longmapsto l}
$$

for all $k$ and $l$. Intuitively, the condition guarantees that when a mobility step from $C$ to $C^{\prime}$ happens, it only changes the probability of connectivities in $C$, and we can neither obtain information about connectivities not in $C$, nor lose connectivities in $C$. For instance let $C=\{\{(0.5, m),(0.9, n)\} \longmapsto l\}$ and $C^{\prime}=\{\{(0.8, m)\} \longmapsto l\}$, a mobility rule from $C$ to $C^{\prime}$ is not valid since the connectivity information of $\rho_{n \longmapsto l}$ is lost in $C^{\prime}$, similarly a mobility rule from $C^{\prime}$ to $C$ is not valid either. In the following we will only consider valid SMFs, and we assume that there is a given $\mathcal{M}$ throughout this chapter.

Since we have infinitely many connectivity networks, it is not reasonable to always define mobility rules for all of them. Instead we allow $\mathcal{M}$ to be defined for just finitely many pairs $C$ and $C^{\prime}$ and topology constraints $\mathbb{C}$. We call those rules explicit mobility rules. A connection $k \longmapsto l$ has an explicit mobility rule if there exists $\mathcal{M}\left(C, C^{\prime}, \mathbb{C}\right) \neq \perp$ with $C(k, l) \neq \theta_{k \longmapsto l}$. For any connection $k \longmapsto l$ with no explicit mobility rule we assume it has the implicit mobility rule

$$
\mathcal{N}(\{\{(0, k)\} \longmapsto l\},\{\{(0, k)\} \longmapsto l\}, \text { true })=0,
$$

that is $k$ is not and will never be connected to $l$. The default implicit mobility can be changed without affecting our theory.

The structural congruence closed set of well-formed networks $\mathcal{N}$ under a given SMF $\mathcal{M}$ is inductively defined as follows:

1. $0 \in \mathcal{N}$, and $\lfloor p\rfloor_{l}^{M} \in \mathcal{N}$,
2. $\nu x E \in \mathcal{N}$ if $E \in \mathcal{N}$,
3. $E \| F \in \mathcal{N}$ if $E, F \in \mathcal{N}$ with $\operatorname{loc}(E) \cap \operatorname{loc}(F)=\emptyset$ and there does not exist $l, k \in L$ such that $E(k, l) \neq \theta_{k \longmapsto l}$ and $F(k, l) \neq \theta_{k \longmapsto l}$,
4. $C \in \mathcal{N}$ if there exists $C^{\prime}$ and $\mathbb{C}$ such that $\mathcal{M}\left(C, C^{\prime}, \mathbb{C}\right) \neq \perp$.

Clause 1 and 2 is trivial. Clause 3 means that locations are unique and that connectivity information for a single connection can only appear once, while Clause 4 requires that the mobility of each connectivity network must be defined by the given $\mathcal{M}$. A
distribution $\mu$ is well-formed iff $\operatorname{Supp}(\mu) \subseteq \mathcal{N}$, and for any $E, F \in \operatorname{Supp}(\mu)$, we have $l o c(E)=l o c(F)$.

Given a topology constraint $\mathbb{C}$, define operator $E[\mathbb{C}]$ to evaluate $\mathbb{C}$ under a network $E$ by:

- $E\left[\mathbb{C}_{1} \bowtie \mathbb{C}_{2}\right]=E\left[\mathbb{C}_{1}\right] \bowtie E\left[\mathbb{c}_{2}\right]$ with $\bowtie \in\{\wedge, \vee\}$,
- $E[\operatorname{Pro}(k \longmapsto l)=\rho]=\left\{\begin{array}{ll}\text { true } & E(k, l)=\rho \\ \text { false } & \text { otherwise }\end{array}\right.$, and boolean operators are evaluated as usual.


### 3.3 Labeled Transition System

We use $\mathcal{A}_{p}$ to denote the actions of processes which are ranged over by $\alpha_{p}, \beta_{p}, \ldots$, and defined as follows:

$$
\alpha_{p}::=\nu \tilde{x}\left\langle x \triangleright L^{*}\right\rangle|(x)| \lambda,
$$

where $\nu \tilde{x}\left\langle x \triangleright L^{*}\right\rangle$ denotes broadcasting the message $x$ to nodes at locations in $L^{*}$, and $(x)$ means that the process can receive a (group) broadcasted message. $\lambda$ denotes a Markovian action with specified rate. The semantics of processes is given in Table 3.2 where all the rules are standard, and $\rightsquigarrow=(\rightarrow \cup \rightarrow)$ with $\rightarrow$ denoting Markovian transitions.

We use $\mathcal{A}$ to denote the actions of networks ranged over by $\alpha, \beta, \ldots$ and defined as follows:

$$
\alpha::=\nu \tilde{x}\left\langle x \triangleright L^{*}, \mathbb{L}\right\rangle @ l\left|\left(x @ L^{*}, \mathbb{L}\right) \triangleleft l\right| \lambda|\mathbb{c}: \lambda| \tau .
$$

Different from processes, for the actions of networks connectivity information is attached to each broadcast and reception. $\nu \tilde{x}\left\langle x \triangleright L^{*}, \mathbb{L}\right\rangle @ l$ denotes that the node at location $l$ can broadcast the message $x$ to the node at location $k \in L^{*}$ with probability $\rho$ if $(\rho, k) \in \mathbb{L}$. Accordingly $\left(x @ L^{*}, \mathbb{L}\right) \triangleleft l$ means that the node at location $k \in L^{*}$ can receive the messages from location $l$ with probability $\rho$ if $(\rho, k) \in \mathbb{L} . \mathbb{C}: \lambda$ is a novel action named condition guarded Markovian action. This action is used to model topology constrained mobility where mobility is triggered only when certain conditions are satisfied. $\tau$ and $\lambda$ are standard.

The semantics of network is given in Table 3.3 with $\rightsquigarrow$ being the union of $\rightarrow$ and $\rightarrow$ (deliberately overloading symbols for process transitions). When putting a process in a
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Table 3.2: Labeled transition system of processes (continuous).

| $\cdots$ (MAR) | $\overline{\left\langle x \triangleright L^{*}\right\rangle}(\mathrm{PRE})$ |
| :---: | :---: |
| $\lambda \cdot p \xrightarrow{\lambda} p$ | $\left\langle x \triangleright L^{*}\right\rangle \cdot p \xrightarrow{\left\langle x \triangleright L^{*}\right\rangle} p$ |
| $\frac{p \stackrel{\alpha_{p}}{\rightsquigarrow} p^{\prime}}{\alpha_{n}}(\mathrm{SUM})$ | - (INP) |
| $p+q \stackrel{\alpha_{p}}{\rightsquigarrow} p^{\prime}$ | $(x) \cdot p \xrightarrow{(y)} p\{y / x\}$ |
| $\frac{p \stackrel{\alpha_{p}}{\rightsquigarrow} p^{\prime} \quad x=y}{\alpha_{p}} \text { (IF) }$ | $\frac{q \stackrel{\alpha_{p}}{\leadsto} q^{\prime} \quad x \neq y}{\alpha_{p}}(\text { ELSE })$ |
| $[x=y] p, q \stackrel{p_{p}}{\rightsquigarrow} p^{\prime}$ | $[x=y] p, q \stackrel{c^{p}}{\sim} q^{\prime}$ |
| $\frac{q \equiv p \stackrel{\alpha_{p}}{\nrightarrow} p^{\prime} \equiv q^{\prime}}{\alpha_{p}}(\mathrm{STR})$ | $\frac{p \stackrel{\alpha_{p}}{\rightsquigarrow} p^{\prime} \quad A \stackrel{\text { def }}{=} p}{\alpha_{n}}(\mathrm{CON})$ |
| $q \xrightarrow{\alpha_{p}} q^{\prime}$ | $A \stackrel{\alpha_{p}}{\leadsto} p^{\prime}$ |
| $p \stackrel{\alpha_{p}}{\rightsquigarrow} p^{\prime} \quad x \notin f n\left(\alpha_{p}\right)$ | $\xrightarrow{p \xrightarrow{\left\langle x \triangleright L^{*}\right\rangle} p^{\prime} \quad y \notin f n(\nu x p)}(\mathrm{bOPEN})$ |
| $\nu x p \stackrel{\alpha_{p}}{\longrightarrow} \nu x p^{\prime}$ (RES) | $\nu x p \xrightarrow{\nu y\left\langle y \triangleright L^{*}\right\rangle} p^{\prime}\{y / x\}$ |

location, it will become a node. The behavior of a node is determined by the process in it, but the actions of each node will be enriched with connectivity information as well as the source and destination if they are broadcast and reception, otherwise they will stay unchanged. Note in (nBRD) and (nREC1) there is no connectivity information, so the correspondent connectivity sets in the labels are empty, and furthermore in (nREC1) the node at location $l$ is able to receive a message from location $k$ with unknown probability denoted by $\theta_{l \longmapsto k}$, this is the only rule where unknown probability is added.

Two parallel networks $E$ and $F$ can communicate by broadcast which is shown by ( nSYN ), the resulting transition will obtain connectivity information from both participants, so the resulting information is the union of the connectivity information from each side, $\mathbb{L} \cup \mathbb{K}$. Also $E$ and $F$ may obtain new connectivity information from each other and update the unknown probabilities that might appear in distributions $\mu$ and $\mu^{\prime}$ via the operator $\bullet$. Similarly for (nREC2) two networks in parallel can receive messages concurrently, and obtain connectivity information from each other. In (nSYN) $K$ is the union of the set of locations in $F, \operatorname{loc}(F)$, and the set of locations in $\mathbb{K}$ which are not connected to $l$,

$$
z(\mathbb{K})=\{l \mid(0, l) \in \mathbb{K}\} .
$$

We remove $K$ from the resulting action where

$$
\mathbb{L} \backslash K=\{(\rho, k) \in \mathbb{L} \mid k \notin K\} .
$$

It makes sense to remove $\mathcal{Z}(\mathbb{K})$ since nodes at locations $\mathcal{Z}(\mathbb{K})$ will for sure not receive messages from $l$, thus it is safe to remove them from the destination set of the broadcast. Also we remove locations $\operatorname{loc}(F)$ since all the nodes at locations $\operatorname{loc}(F)$ in $F$ have already received the broadcasted message. Rules (nBRD), (nREC1), (nREC2), and (nSYN) deal with group broadcast when $L^{*}=L$. Different from broadcast where the broadcasted messages can be received by any node in any location, group broadcast has specified destinations, nodes at locations which are not in the set of the destinations will simply ignore the messages and stay unchanged, this is taken care of by rule (nIGN). As explained in the introduction we introduce a low level protocol taking care of flooding assuming that a message can only be received by a node at most once. The parameter $M$ at a node is used to keep track of the messages already been received, so only if the coming message is not already in $M$, it will be dealt with, otherwise it will be simply ignored as explained in rules (nREC1) and (nIGN). On the other hand, if process $p$ at location $l$ cannot perform a reception, it will simply ignore all the coming messages, and stay unchanged as illustrated by (nIGN).

If an action is not broadcast or reception networks can execute in parallel, but still one participant may obtain new connectivity information from the other, this gives the rule (nPAR). Network $\{\mathbb{K} \longmapsto l\}$ only contains connectivity information about $l$, it can reveal its connectivity information by performing a (group) reception which is shown by (nCONN); it can also, in order to synchronize on broadcast from locations not being $l$, perform a (group) reception whose source location is different from $l$ with empty connectivity information as illustrated by the rule (nLOS). A broadcast with empty destination has no impact to the outside of the emitting network, therefore it should be seen as an internal action $\tau$ which is shown by (nLOC). Rule (nMOB) allows a connectivity network to evolve into another according to the mobility rule defined by the given $\mathcal{M}$ carrying out a condition guarded Markovian action $\mathbb{C}: \lambda$. By (nTRU) if $\mathbb{C}$ is evaluated to true, then $\mathbb{C}: \lambda$ will become a Markovian transition $\lambda$. Note in (nREC1) and (nIGN), we require that $l \neq k$ which means that a process at location $l$ cannot receive messages broadcasted from the same location. The rules (nOPEN), (nRES), (nMAR), and (nSTR) are standard.

## 3. CONTINUOUS MODEL

In our calculus we allow continuous delay, probabilistic choice, and non-deterministic choice, as result each network corresponds to a Markov Automata (5) which is the integration of probabilistic automata (1) with interactive Markov chains (32).

### 3.4 Weak Bisimulations

### 3.4.1 Weak Bisimulation on States

In this section we provide a weak bisimulation congruence for our calculus. As usual we do not consider systems (networks) where infinitely many internal actions happen with positive probability since this corresponds to an unrealistic situation where infinitely many actions can happen in finite time i.e. we assume networks to be free of divergence with probability 1 , see e.g. (1). For instance network $E \stackrel{\text { def }}{=}\lfloor A\rfloor_{l} \|\lfloor\lambda \cdot 0\rfloor_{k}$ with $A \xlongequal{\text { def }}\langle x\rangle \cdot A$ is not free of divergence, since $E$ can perform broadcast from $l$ for infinitely many times, thus blocks the Markovian transition at $l$ for ever. Also we say that a network $E$ is stable, written $E \downarrow$, if

$$
E \xrightarrow{\tau} \text { and } E \stackrel{\left\langle x \triangleright L^{*}, \mathbb{L}\right\rangle}{\rightarrow} \mid
$$

Note that broadcasts are considered to be immediate and take no time, since they are non-blocking and will be triggered immediately. Accordingly, a network distribution $\mu$ is stable, written $\mu \downarrow$, iff $E \downarrow$ for each $E \in \operatorname{Supp}(\mu)$.

In order to evaluate the exit rate of a network we, similar with (32), define the function

$$
\gamma: \mathscr{N} \times 2^{\mathscr{N}} \mapsto R^{+}
$$

which returns the exit rate from a given network to a set of networks via weak transitions. The formal definition is as follows where $\{\mid\}$ denotes multiset:

$$
\left.\gamma(E, S)=\sum\{|\lambda \cdot \mu(S)| E \xrightarrow{\lambda} \mu\}\right\} .
$$

Due to race condition $(29,32)$ among Markov transitions they will compete in order to be executed first, this gives us the following natural transitions. Let $E \xrightarrow{\lambda} \mu$ if $E \downarrow$ where

$$
\lambda=\gamma(E, \mathscr{N}) \text { and } \mu(F)=\frac{\gamma(E, F)}{\lambda}
$$

for all $F$ in the support of $\mu$. Refer to the following example for an illustration of race condition.

Table 3.3: Labeled transition system of networks (continuous).

$$
\begin{aligned}
& \frac{l \neq k}{\{\mathbb{K} \longmapsto k\} \xrightarrow{\left(x @ L^{*}, 0\right) \triangleleft l}\{\mathbb{K} \longmapsto k\}}(\mathrm{nLOS}) \\
& \{\mathbb{K} \longmapsto l\} \xrightarrow{\left(x @ L^{*}, \mathbb{K}\right) \triangleleft l}\{\mathbb{K} \longmapsto l\}(\mathrm{nCONN}) \\
& \left.\xrightarrow\left[{E \| F \xrightarrow{E \xrightarrow{\left(x @ L^{*}, \mathbb{L}\right) \triangleleft l} \mu \quad F \xrightarrow{\left(x @ L^{*}, \mathbb{L} \cup \mathbb{K}\right) \triangleleft l}(\mu \bullet \mathcal{D}(F)) \|\left(\mu^{\prime} \bullet \mathcal{D}\right) \triangleleft l} \mu^{\prime}(E)}\right)\right]{(\mathrm{nREC} 2)} \\
& \left.\xrightarrow\left[{\lfloor p\rfloor_{l}^{M} \xrightarrow{\left(x @ L^{*},() \triangleleft k\right.} \stackrel{(x)}{\longrightarrow} p^{\prime} \quad\left(l \in L^{*} \wedge x \notin M:\left\lfloor p_{l}\right\rfloor_{l}^{M \cup\{x\}}\right),\left(1-\theta_{l \longmapsto k}:\lfloor p\rfloor_{l}^{M}\right)}\right\}\right]{\text { (nREC1) }} \\
& \xrightarrow{E \xrightarrow{\nu \tilde{y}\left(y \triangleright L^{*}, \mathbb{L}\right) @ l} \mu \quad F \xrightarrow{\left(y @ L^{*}, \mathbb{K}\right) \triangleleft l} \mu^{\prime} \quad \tilde{y} \cap f n(F)=\emptyset \quad K=\operatorname{loc}(F) \cup Z(\mathbb{K})}(\mathrm{nSYN})
\end{aligned}
$$

$$
\begin{aligned}
& \frac{p \xrightarrow{\lambda} p^{\prime}}{\lfloor p\rfloor_{l} \xrightarrow{\lambda}\left\lfloor p^{\prime}\right\rfloor_{l}}(\mathrm{nMAR}) \\
& \frac{F \equiv E \stackrel{\alpha}{\rightsquigarrow} \mu \equiv \mu^{\prime}}{F \stackrel{\alpha}{\rightsquigarrow} \mu^{\prime}}(\mathrm{nSTR}) \\
& \frac{p \xrightarrow{\nu \tilde{x}\left\langle x \triangleright L^{*}\right\rangle} p^{\prime}}{\left\rfloor_{l}^{M} \xrightarrow{\nu \tilde{x}\left\langle x \triangleright\left(L^{*} \backslash l\right), \emptyset\right\rangle @ l}\left\lfloor p^{\prime}\right\rfloor_{l}^{M}\right.}(\mathrm{nBRD}) \\
& \frac{E \stackrel{\alpha}{\rightsquigarrow} \mu \quad x \notin f n(\alpha)}{\nu x E \stackrel{\alpha}{\rightsquigarrow} \nu x \mu}(\mathrm{nRES}) \\
& \frac{E \xrightarrow{\alpha} \mu \quad \alpha \in\{\tau, \mathbb{C}: \lambda\}}{E\|F \xrightarrow{\alpha}(\mu \bullet D(F))\| F}(\mathrm{nPAR})
\end{aligned}
$$

Example 24. Let

$$
E=\left\lfloor\lambda_{1} \cdot p+\lambda_{2} \cdot q\right\rfloor_{l},
$$

## 3. CONTINUOUS MODEL

It is easy to see that $E$ has two Markovian transitions according to Table 3.2 and 3.3:

$$
E \xrightarrow{\lambda_{1}}\lfloor p\rfloor_{l} \text { and } E \xrightarrow{\lambda_{2}}\lfloor q\rfloor_{l} .
$$

The exit rate of $E$ is equal to $\lambda=\lambda_{1}+\lambda_{2}$, and moreover the two Markovian transitions will compete with each other to be executed first. According to the race condition, the first transition will be executed with probability $\frac{\lambda_{1}}{\lambda}$, while the second one will be executed with probability $\frac{\lambda_{2}}{\lambda}$, i.e.

$$
E \xrightarrow{\lambda}\left\{\frac{\lambda_{1}}{\lambda}:\lfloor p\rfloor_{l}, \frac{\lambda_{2}}{\lambda}:\lfloor q\rfloor_{l}\right\} .
$$

As always in a weakly bisimilar setting we abstract from internal actions. We use $E \stackrel{\alpha}{\Longrightarrow} \mu$ to denote that a distribution $\mu$ is reached through a sequence of steps which are internal except one being equal to $\alpha$. Formally $\stackrel{\alpha}{\Longrightarrow}$ is the least relation such that, $E \stackrel{\alpha}{\Longrightarrow} \mu$ iff either

1. $\alpha=\tau$ and $\mu=\delta_{E}$, or
2. $E \xrightarrow{\alpha} \mu$, or
3. there exists a transition $E \xrightarrow{\beta} \mu^{\prime}$ such that

$$
\mu=\sum_{E^{\prime} \in \operatorname{Supp}\left(\mu^{\prime}\right)} \mu^{\prime}\left(E^{\prime}\right) \cdot \mu_{E^{\prime}}
$$

where $E^{\prime} \stackrel{\tau}{\Longrightarrow} \mu_{E^{\prime}}$ if $\beta=\alpha$, otherwise $E^{\prime} \stackrel{\alpha}{\Longrightarrow} \mu_{E^{\prime}}$ and $\beta=\tau$.
As in (1) we also define the combined transition ${ }^{\alpha}{ }_{c}$ such that: $E \xlongequal{\alpha} \mu$ iff there exists

$$
\left\{E \stackrel{\alpha}{\Longrightarrow} \mu_{i}\right\}_{1 \leq i \leq n} \text { and }\left\{w_{i}\right\}_{1 \leq i \leq n}
$$

such that

$$
\sum_{1 \leq i \leq n} w_{i}=1 \text { and } \sum_{1 \leq i \leq n} w_{i} \cdot \mu_{i}=\mu
$$

Another abstraction is that we disregard the emitter of a broadcast message and allow to equate $\nu \tilde{x}\left\langle x \triangleright L^{*}, \mathbb{L}\right\rangle @ l$ and $\nu \tilde{x}\left\langle x \triangleright L^{*}, \mathbb{L}\right\rangle @ k$ indicating that in a wireless broadcast setting the sender of a message is not important, that is only the message (and the probability by which it is received), since the receiver of a message may not precisely know whom is the actual physical emitter of the message. We will also allow
that a broadcast can be simulated by several broadcasts. In order to do so we define the combination of two broadcast actions such that

$$
\nu \tilde{x}\left\langle x \triangleright L_{1}, \mathbb{L}_{1}\right\rangle @ l_{1} \otimes \nu \tilde{x}\left\langle x \triangleright L_{2}, \mathbb{L}_{2}\right\rangle @ l_{2}=\nu \tilde{x}\langle x \triangleright L, \mathbb{L}\rangle @ l
$$

where $L=L_{1} \cup L_{2}, l$ is any location name, and $\mathbb{L}=\mathbb{M}_{1} \cup \mathbb{M}_{2}$ with

$$
\begin{gathered}
\mathbb{M}_{1}=\left\{(\rho, k) \in \mathbb{L}_{1} \mid k \in L_{1} \backslash L_{2}\right\} \cup\left\{(\rho, k) \in \mathbb{L}_{2} \mid k \in L_{2} \backslash L_{1}\right\} \\
\mathbb{M}_{2}=\left\{\left(1-\left(1-\rho_{1}\right) \cdot\left(1-\rho_{2}\right), k\right) \mid k \in L_{1} \cap L_{2} \wedge\left(\rho_{1}, k\right) \in \mathbb{L}_{1} \wedge\left(\rho_{2}, k\right) \in \mathbb{L}_{2}\right\}
\end{gathered}
$$

Intuitively, the resulting combination of two actions has the same effects as the original two. There are three cases to consider. If a location $k$ is only in $L_{1}$, then the probability for location $k$ receiving the broadcasted message $x$ will not be changed by $\nu \tilde{x}\langle x \triangleright$ $\left.L_{2}, \mathbb{L}_{2}\right\rangle @ l_{2}$, similarly for locations only in $L_{2}$. For a location $k$ appearing in both $L_{1}$ and $L_{2}$, the probability for $k$ not receiving $x$ is equal to $\left(1-\rho_{1}\right) \cdot\left(1-\rho_{2}\right)$ if $\left(\rho_{1}, k\right) \in \mathbb{L}_{1}$ and $\left(\rho_{2}, k\right) \in \mathbb{L}_{2}$, as a result the probability for a node at location $k$ receiving $x$ is equal to $1-\left(1-\rho_{1}\right) \cdot\left(1-\rho_{2}\right)$. Obviously, $\otimes$ is associative and commutative. The following example shows how the operator $\otimes$ works.

Example 25. Suppose that

$$
\begin{aligned}
\alpha_{1} & =\langle x \triangleright\{m, n\},\{(0.7, m),(0.4, n)\}\rangle @ k \\
\alpha_{2} & =\langle x \triangleright\{n, l\},\{(0.6, n),(0.8, l)\}\rangle @ k
\end{aligned}
$$

then $\alpha_{1} \otimes \alpha_{2}=\alpha$ where

$$
\alpha=\langle x \triangleright\{m, n, l\},\{(0.7, m),(0.76, n),(0.8, l)\}\rangle @ k .
$$

Since the node at $m$ can only receive $x$ from $k$ with probability 0.7 in $\alpha_{1}$, thus it can also receive $x$ from $k$ with the same probability in $\alpha$, similarly for $l$. On the other hand since the node at $n$ can receive $x$ from $k$ in both $\alpha_{1}$ and $\alpha_{2}$ with probabilities 0.4 and 0.6 respectively, therefore the probability from it receiving $x$ from $k$ in $\alpha$ is equal to $1-(1-0.4) \cdot(1-0.6)=0.76$.

We extend the broadcast transitions in the following way:

$$
E \xlongequal{\left\langle x \triangleright L^{*}, \mathbb{L}\right\rangle @ l} \mu \text { iff } E \stackrel{\alpha_{1}}{\Longrightarrow} \xlongequal{\alpha_{2}} \ldots \xlongequal{\alpha_{n}} \mu
$$

with $\left\langle x \triangleright L^{*}, \mathbb{L}\right\rangle @ l=\left(\underset{1 \leq i \leq n}{\otimes} \alpha_{i}\right)$.

## 3. CONTINUOUS MODEL

As in Chapter 2 we make use of the following finite sets of connectivity networks in the definition of our bisimulation:

$$
\mathscr{C}_{L}=\left\{C \in \mathscr{C} \mid \forall l, k \in L . C(k, l) \neq \theta_{k \longmapsto l}\right\} .
$$

Intuitively, $\mathscr{C}_{L}$ contains all the connectivity networks such that the probability of $\operatorname{Pro}(k \longmapsto l)$ is known for all $l, k \in L$. Below follows the definition of weak bisimulation of networks where we use $C_{E, F, k}$ to range over $\mathscr{C}_{(l(E) \cup l(F) \cup\{k\})}$, and we let $\alpha_{k}$ range over all actions including $\lambda$ except broadcast receptions from locations $l$ where $l \neq k$.

Definition 16 (Weak Bisimulation). An equivalence relation $\mathcal{R} \subseteq \mathcal{N} \times \mathcal{N}$ is a weak bisimulation iff $E \mathcal{R} F$ implies that for each $k$ and $C_{E, F, k}$, whenever

$$
E \propto C_{E, F, k} \xrightarrow{\alpha_{k}} \mu
$$

there exists

$$
F \propto C_{E, F, k}{\stackrel{\alpha_{k}}{\Longrightarrow}}_{c} \mu^{\prime}
$$

such that $\mu \mathcal{R} \mu^{\prime}$.
Let $E$ and $F$ be weakly bisimilar, written as $E \approx F$, if there exists a weak bisimulation $\mathcal{R}$ such that $E \mathcal{R} F$.

The cases when $\alpha_{k}$ is $\tau$ or $\lambda$ are standard. When $\alpha_{k}=(x @ L, \mathbb{L}) \triangleleft k$, any received message must be matched by receiving the same message with the same probabilities from the same sender. Observe that the source of the message cannot appear in $\operatorname{loc}(E)$ due to the semantics in Table 3.3 , as a consequence one may prove that $E \approx F$ implies $\operatorname{loc}(E)=\operatorname{loc}(F)$.

Example 26. Given a $\mathcal{M}$ such that $l$ and $k$ can always connect to all locations except $m$ with the same probability, and all locations can always connect to $l$ and $k$ with the same probability. Then

$$
\left\lfloor( x ) \cdot \langle x \rangle _ { l } \| \lfloor 0 \rfloor _ { k } \| \lfloor 0 \rfloor _ { m } \approx \left\lfloor(x) \cdot\langle x\rangle_{k}\left\|\lfloor 0\rfloor_{l}\right\|\lfloor 0\rfloor_{m}\right.\right.
$$

but since $l$ and $k$ can receive messages from the node at location $m$ with different probabilities

$$
\lfloor(x) \cdot\langle x\rangle\rfloor_{l}\left\|\lfloor 0\rfloor_{k} \not \approx\lfloor(x) \cdot\langle x\rangle\rfloor_{k}\right\|\lfloor 0\rfloor_{l}
$$

When a network is not stable, then all the Markovian transitions are blocking, and cannot affect the behaviors of the network. This is the so called maximal progress assumption which is a quite common in time (discrete and continuous) process calculi (32, 74, 75).

Example 27. Consider two networks:

$$
\begin{gathered}
E=\lfloor\langle x \triangleright L\rangle \cdot p+\lambda \cdot q\rfloor_{l}, \\
F=\lfloor\langle x \triangleright L\rangle \cdot p\rfloor_{l},
\end{gathered}
$$

since $E$ is not stable due to $E \xrightarrow{\langle x \triangleright L, q\rangle @ l}$, therefore the Markovian transition $E \xrightarrow{\lambda}$ can be omitted, obviously $E \approx F$.

When $\alpha_{k}=\nu \tilde{x}\left\langle x \triangleright L^{*}, \mathbb{L}\right\rangle @ l$ any broadcasted message $x$ must be matched by a broadcast action containing the same $x$, and $x$ must be received at the same locations with the same probability, but the emitter need not be the same.

Example 28. Given a $\mathcal{M}$ where $l$ is disconnected from $k$ forever, that is, location $l$ can only receive messages from location $k$ with probability 0 . Then

$$
\lfloor\langle x \triangleright l\rangle\rfloor_{k} \approx\lfloor 0\rfloor_{k}
$$

If Pro $(l \longmapsto k)$ is not always 0 then $\lfloor\langle x \triangleright l\rangle\rfloor_{k} \not \approx\lfloor 0\rfloor_{k}$, but if the node at l cannot receive then e.g.

$$
\lfloor\langle x \triangleright l\rangle\rfloor_{k}\left\|\lfloor 0\rfloor_{l} \approx\lfloor 0\rfloor_{k}\right\|\lfloor 0\rfloor_{l} .
$$

Additionally when $\alpha_{k}=\nu \tilde{x}\left\langle x \triangleright L^{*}, \mathbb{L}\right\rangle @ l$, we also allow that a broadcast can be simulated by a series of broadcasts whose combination is equivalent to the original broadcast. This relies on the assumption that each message can only be received by a node at most once.

Example 29. Given a $\mathcal{M}$ such that location $l$ can receive messages from location $k$ with probability either 1 or 0. Then

$$
\lfloor\langle x \triangleright l\rangle \cdot\langle x \triangleright l\rangle\rfloor_{k}\left\|\lfloor p\rfloor_{l}^{M} \approx\lfloor\langle x \triangleright l\rangle\rfloor_{k}\right\|\lfloor p\rfloor_{l}^{M}
$$

for any $p$. The reason is that after the process at location $k$ receives the message $x$, it will remember it, and if it receives the same message for the second time, it will simply ignore it and stay unchanged.

## 3. CONTINUOUS MODEL

In all cases in Definition 16 we use $C_{E, F, k}$ to eliminate all the possible unknown probabilities during the evolution of both $E$ and $F$. Observe that unknown probabilities can only appear in derivatives on networks in case of broadcast and reception actions. The reason to include $k$ is because $k$ might be any location not appearing in either $E$ or $F$, thus when $E$ or $F$ performs a reception from $k$, an unknown probability $\theta_{l \longmapsto k}$ with $l \in l(E) \cup l(F)$ may arise. Such an unknown probability may be eliminated by applying any $C_{E, F, k}$. When performing broadcasts the only possible unknown probability in a derivative from $E$ and $F$ is of the form $\theta_{m \longmapsto n}$ with $m, n \in l(E) \cup l(F)$, thus it can also be removed by applying any $C_{E, F, k}$.

Example 30. Given a $\mathcal{M}$ such that $\operatorname{Pro}(m \longmapsto n)$ is stable and always equal to 0.5 and two networks: $E=\{\{(0.5, m)\} \longmapsto n\}$ and $F=0$. Without applying a $C_{E, F, k}$, we will conclude that $E \not \approx F$ since

$$
E \xrightarrow{\left(x @ L^{*},\{(0.5, m)\}\right) \triangleleft n} \delta_{E}
$$

which cannot be simulated by $F$. This is against our intuition since we know that $\operatorname{Pro}(m \longmapsto n)$ is always equal to 0.5 , thus $F$ should be able to exploit this fact from the given $\mathcal{M}$. By applying any $C_{E, F, k}$ it is easy to check that $E \approx F$.

By applying $C_{E, F, k}$, we can make sure that

$$
\left(E \propto C_{E, F, k}\right)(m, n)=\theta_{m \longmapsto n} \text { iff }\left(F \propto C_{E, F, k}\right)(m, n)=\theta_{m \longmapsto n}
$$

for any $m, n \in \mathcal{L}$ i.e. the probability of each connection is known in $E \propto C_{E, F, k}$ iff it is also known in $F \propto C_{E, F, k}$ even that their values may not coincide. Therefore we do not need to consider action $\mathbb{C}: \lambda$ in Definition 16 , since we can make sure that all the actions like $\mathbb{C}: \lambda$ will be resolved to $\lambda$ if $\mathbb{C}$ is true, otherwise $\mathbb{C}$ is false and $\mathbb{C}: \lambda$ is blocked.

Below we introduce several lemmas which will be useful for proving the congruence of $\approx$.

Lemma 9. $E \xlongequal{\nu x\left\langle x \triangleright L^{*}, \mathbb{L}\right\rangle @ l} \mu$ iff $E \equiv \nu x E^{\prime}$ and $E^{\prime} \xlongequal{\left\langle x \triangleright L^{*}, \mathbb{L}\right\rangle @ l} \mu$.
Proof. The only if direction follows by induction in the latest inference of $E \xrightarrow{\alpha} \mu$ and the if direction is due to (nSTR), and (nOPEN) in Table 3.3.

Let us extend the operator $\otimes$ to receptions as follow:

$$
\left(x @ L_{1}, \mathbb{L}_{1}\right) \triangleleft l_{1} \otimes\left(x @ L_{2}, \mathbb{L}_{2}\right) \triangleleft l_{2}=(x @ L, \mathbb{L}) \triangleleft l
$$

where $L=L_{1} \cup L_{2}, l$ is any location name, and $\mathbb{L}=\mathbb{M}_{1} \cup \mathbb{M}_{2}$ with

$$
\begin{aligned}
& \mathbb{M}_{1}=\left\{(\rho, k) \in \mathbb{L}_{1} \mid k \in L_{1} \backslash L_{2}\right\} \cup\left\{(\rho, k) \in \mathbb{L}_{2} \mid k \in L_{2} \backslash L_{1}\right\} \\
& \mathbb{M}_{2}=\left\{\left(1-\left(1-\rho_{1}\right) \cdot\left(1-\rho_{2}\right), k\right) \mid k \in L_{1} \cap L_{2} \wedge\left(\rho_{1}, k\right) \in \mathbb{L}_{1} \wedge\left(\rho_{2}, k\right) \in \mathbb{L}_{2}\right\}
\end{aligned}
$$

The following lemma says that we can separate a single reception into several receptions as long as their combination is the same as the original reception.
Lemma 10. If $E \xrightarrow{(x @ L, \mathbb{L}) \triangleleft l} \mu$, then

$$
E \xrightarrow{\left(x @ L_{1}, \mathbb{L}_{1}\right) \triangleleft l_{1}} \xrightarrow{\left(x @ L_{2}, \mathbb{L}_{2}\right) \triangleleft l_{2}} \ldots \xrightarrow{\left(x @ L_{n}, \mathbb{L}_{n}\right) \triangleleft l_{n}} \mu
$$

whenever

$$
\otimes_{1 \leq i \leq n}\left(\left(x @ L_{i}, \mathbb{L}_{i}\right) \triangleleft l_{i}\right)=(x @ L, \mathbb{L}) \triangleleft l .
$$

Proof. Suppose that there exists $k$ and $E^{\prime}$ such that

$$
E \equiv \nu \tilde{x}\left(\lfloor p\rfloor_{k} \| E^{\prime}\right)
$$

where $k \in L$. We prove by induction on the number $n$ of such $k$. The case when $n=0$ is trivial since $\mu=\delta_{E}$. Assume that $n>0$. Then it is not hard to see that

$$
\mu \equiv \nu \tilde{x}\left(\left\{\rho:\left\lfloor p^{\prime}\right\rfloor_{k}, 1-\rho:\lfloor p\rfloor_{k}\right\} \| \mu^{\prime}\right)
$$

where $(\rho, k) \in \mathbb{L}, p \xrightarrow{(x)} p^{\prime}$ and $E^{\prime} \xrightarrow{(x @ L, \mathbb{L}) \triangleleft l} \mu^{\prime}$. By induction

$$
E^{\prime} \xrightarrow{\left(x @ L_{1}, \mathbb{L}_{1}\right) \triangleleft l_{1}} \xrightarrow{\left(x @ L_{2}, \mathbb{L}_{2}\right) \triangleleft l_{2}} \ldots \xrightarrow{\left(x @ L_{n}, \mathbb{L}_{n}\right) \triangleleft l_{n}} \mu^{\prime}
$$

whenever

$$
\otimes_{1 \leq i \leq n}\left(\left(x @ L_{i}, \mathbb{L}_{i}\right) \triangleleft l_{i}\right)=(x @ L, \mathbb{L}) \triangleleft l .
$$

Also note that the probability $\rho$ is only determined by the probability of $k$ receiving the message $x$, thus

$$
\begin{aligned}
\lfloor p\rfloor_{k} \| \mathcal{D}(E) \xrightarrow{\left(x @ L_{1}, \mathbb{L}_{1}\right) \triangleleft l_{1}} \xrightarrow{\left(x @ L_{2}, \mathbb{L}_{2}\right) \triangleleft l_{2}} \ldots \xrightarrow{\left(x @ L_{n}, \mathbb{L}_{n}\right) \triangleleft l_{n}} \\
\left\{\rho:\left\lfloor p^{\prime}\right\rfloor_{k}\left\|\mathcal{D}(E), 1-\rho:\lfloor p\rfloor_{k}\right\| \mathcal{D}(E)\right\} .
\end{aligned}
$$

As a result,

$$
E \xrightarrow{\left(x @ L_{1}, \mathbb{L}_{1}\right) \triangleleft l_{1}} \xrightarrow{\left(x @ L_{2}, \mathbb{L}_{2}\right) \triangleleft l_{2}} \ldots \xrightarrow{\left(x @ L_{n}, \mathbb{L}_{n}\right) \triangleleft l_{n}} \mu
$$

which completes the proof.

## 3. CONTINUOUS MODEL

Let $\mu \propto C=\{(\mu(E): E \propto C)\}$, the following lemma shows that we can attach any extra connectivity information to networks while preserving the weak bisimulation relation.

Lemma 11. $E\|C \approx F\| C$ for any $C$ provided that $E \approx F$
Proof. It is enough to prove that

$$
\mathcal{R}=\{(E\|C, F\| C) \mid E \approx F\}
$$

is a weak bisimulation. Let $E^{\prime}=E \| C$ and $F^{\prime}=F \| C$. Assume that

$$
E^{\prime} \propto C_{E^{\prime}, F^{\prime}, l} \xrightarrow{(x @ L, \mathbb{L}) \triangleleft l} \mu_{1}^{\prime}
$$

for some $C_{E^{\prime}, F^{\prime}, l}$, then we need to prove that there exists

$$
F^{\prime} \propto C_{E^{\prime}, F^{\prime}, l} \stackrel{(x @ L, \mathbb{L}) \triangleleft l}{ } c \mu_{2}^{\prime}
$$

such that $\mu_{1}^{\prime} \mathcal{R} \mu_{2}^{\prime}$. It is not hard to see that for each $C_{E^{\prime}, F^{\prime}, l}$, there exists $C_{E, F, l}$ and $C^{\prime}$ such that

$$
\begin{gathered}
E^{\prime} \propto C_{E^{\prime}, F^{\prime}, l} \equiv\left(E \propto C_{E, F, l}\right) \| C^{\prime} \text { and } \\
F^{\prime} \propto C_{E^{\prime}, F^{\prime}, l} \equiv\left(F \propto C_{E, F, l}\right) \| C^{\prime}
\end{gathered}
$$

It is trivial to show that

$$
E \propto C_{E, F, l} \approx F \propto C_{E, F, l}
$$

since $E \approx F$. If

$$
E^{\prime} \propto C_{E^{\prime}, F^{\prime}, l} \xrightarrow{\langle x \triangleright L, \mathbb{L}\rangle @ l} \mu_{1}^{\prime},
$$

then by (nLOS), (nCONN), and (nREC2) there exists

$$
E \propto C_{E, F, l} \xrightarrow{\langle x \triangleright K, \mathbb{M}\rangle @ l} \mu_{1}
$$

and $C^{\prime} \xrightarrow{(x @ K, \mathbb{N}) \triangleleft l} C^{\prime}$ such that $\mu_{1} \| C^{\prime}=\mu_{1}^{\prime}\left(\mu_{1}\right.$ contains no unknown probability since $E \propto C_{E, F, l}$ has enough connectivity information to resolve all the possible unknown probability.), $L=K \backslash z(\mathbb{N})$, and $\mathbb{L}=(\mathbb{M} \cup \mathbb{N}) \backslash z(\mathbb{N})$. Since

$$
E \propto C_{E, F, l} \approx F \propto C_{E, F, l}
$$

there exists

$$
F \propto C_{E, F, l} \stackrel{\langle x \triangleright K, \mathbb{M}\rangle @ l}{ }_{c} \mu_{2}
$$

such that $\mu_{1} \approx \mu_{2}$, thus there exists

$$
F^{\prime} \propto C_{E^{\prime}, F^{\prime}, l} \stackrel{(x @ L, \mathbb{L}) \triangleleft l}{ } c \mu_{2}^{\prime} \equiv \mu_{2} \| C^{\prime}
$$

According to the definition of $\mathcal{R}$, we have $\mu_{1}^{\prime} \mathcal{R} \mu_{2}^{\prime}$, this completes the proof.

The following theorem shows that the weak bisimulation is a congruence.
Theorem 13. $\approx$ is a congruence.
Proof. Due to Lemma 11 it is enough to prove that

$$
\mathcal{R}=\{(\nu \tilde{x}(E \| G), \nu \tilde{x}(F \| G)) \mid E \approx F\}
$$

is a weak bisimulation where $G$ does not contain connectivity information i.e. $\mathcal{D}(G)=\emptyset$. Let

$$
E_{0}=\nu \tilde{x}(E \| G) \text { and } F_{0}=\nu \tilde{x}(F \| G),
$$

we need to prove that for each $k$ and $C_{E_{0}, F_{0}, k}$, if

$$
E_{0} \propto C_{E_{0}, F_{0}, k} \xrightarrow{\alpha_{k}} \mu_{0},
$$

there exists

$$
F_{0} \propto C_{E_{0}, F_{0}, k}{ }_{c}^{\alpha_{k}}{ }_{c} \mu_{0}^{\prime}
$$

such that $\mu_{0} \mathcal{R} \mu_{0}^{\prime}$. Since $G$ contains no connectivity information,

$$
E_{0} \propto C_{E_{0}, F_{0}, k} \equiv \nu \tilde{x}\left(\left(E \propto C_{E_{0}, F_{0}, k}\right) \| G\right) \equiv \nu \tilde{x}\left(\left(\left(E \propto C_{E, F, k}\right) \| C\right) \| G\right)
$$

for some $C_{E, F, k}$ and $C$, similarly for $F_{0}$. We consider the following cases.

1. $\alpha_{k}=\langle x \triangleright L, \mathbb{L}\rangle @ l$.

Suppose that

$$
\left(E \propto C_{E, F, k}\right) \| C \xrightarrow{\langle x \triangleright K, \mathbb{K}\rangle @ l} \mu \text { and } G \xrightarrow{(x @ K, \emptyset \emptyset) \triangleleft l} \mathbb{G}
$$

such that $L=K \backslash \operatorname{loc}(G), \mathbb{L}=\mathbb{K} \backslash \operatorname{loc}(G)$, and

$$
\mu_{0}=\nu \tilde{x}(\mu \|(\mathbb{G} \propto \mathcal{D}(\{\mathbb{L} \longmapsto l\}))) .
$$

Since

$$
\left(E \propto C_{E, F, k}\right)\left\|C \approx\left(F \propto C_{E, F, k}\right)\right\| C
$$

by Lemma 11, there exists

$$
\left(F \propto C_{E, F, k}\right) \| C \xrightarrow{\langle x \triangleright K, \mathbb{K}\rangle @ l} c \mu^{\prime}
$$

such that $\mu \approx \mu^{\prime}$. By Lemma 10 we know that one reception can be divided into several receptions and vice versa as long as their accumulated results are same, so there exists

$$
F_{0} \xlongequal{\alpha_{k}}{ }_{c} \mu_{0}^{\prime} \equiv \nu \tilde{x}\left(\mu^{\prime} \|(\mathbb{G} \propto \mathcal{D}(\{\mathbb{L} \longmapsto l\}))\right),
$$

thus $\mu_{0} \mathcal{R} \mu_{0}^{\prime}$.
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2. $\alpha_{k}=(x @ L, \mathbb{L}) \triangleleft k$.

Suppose that

$$
\left(E \propto C_{E, F, k}\right) \| C \xrightarrow{(x @ L, \mathbb{L}) \triangleleft k} \mu \text { and } G \xrightarrow{(x @ L, \emptyset) \triangleleft k} \mathbb{G}
$$

such that

$$
\mu_{0}=\nu \tilde{x}(\mu \|(\mathbb{G} \propto \mathcal{D}(\{\mathbb{L} \longmapsto l\})))
$$

Since

$$
\left(E \propto C_{E, F, k}\right)\left\|C \approx\left(F \propto C_{E, F, k}\right)\right\| C
$$

by Lemma 11, there exists

$$
\left(F \propto C_{E, F, k}\right) \| C \xlongequal{\langle x \triangleright L, \mathbb{L}\rangle @ k} \mu^{\prime}
$$

such that $\mu \approx \mu^{\prime}$. By (nREC2), there exists

$$
F_{0}{ }^{\langle x \triangleright L, \mathbb{L}\rangle @ k} c \mu_{0}^{\prime} \equiv \nu \tilde{x}\left(\mu^{\prime} \|(\mathbb{G} \propto \mathcal{D}(\{\mathbb{L} \longmapsto l\}))\right),
$$

thus $\mu_{0} \mathcal{R} \mu_{0}^{\prime}$.
3. The other cases are similar.

The definition of our bisimulation depends on a given SMF $\mathcal{M}$, the more restricted the $\mathcal{M}$ the more bisimilar networks we can obtain. For instance, if we consider the extreme case where all the nodes are disconnected from each other all the time, that is, they cannot influence each other's behaviors, we then have $\lfloor p\rfloor_{l} \approx\lfloor q\rfloor_{l}$ for any $p, q$.

### 3.4.2 Weak Bisimulation on Distributions

Even though the weak bisimulation defined in Definition 16 may be considered natural and equate many networks that should obviously be considered similar, the bisimulation may also be considered to be too strict as illustrated by the following example:

Example 31. Given a $\mathcal{M}$ such that $k \longmapsto l$ is either equal to 0.5 or 0.75 and $k \longmapsto m$ is always equal to 0 for $m \neq l$. Then intuitively

$$
\begin{gathered}
E=\lfloor\langle y \triangleright k\rangle \cdot\langle y \triangleright k\rangle\rfloor_{l}\left\|\lfloor(x) \cdot p\rfloor_{k}^{\emptyset}\right\|\{\{(0.5, k)\} \longmapsto l\}, \\
F=\lfloor\langle y \triangleright k\rangle\rfloor_{l}\left\|\lfloor(x) \cdot p\rfloor_{k}^{\emptyset}\right\|\{\{(0.75, k)\} \longmapsto l\}
\end{gathered}
$$

are bisimilar, since in both $E$ and $F$ the message $y$ can be received by $p$ at location $k$ with probability 0.75 eventually, even though in $E$ we need two broadcasts in order to do so while in $F$ only one broadcast is enough. But by Definition $16 E \not \approx F$ since

$$
E \xrightarrow{\tau}\left\{\begin{array}{l}
0.5:\lfloor\langle y \triangleright k\rangle\rfloor_{l}\left\|\lfloor(x) \cdot p\rfloor_{k}^{\natural}\right\|\{\{(0.5, k)\} \longmapsto l\}=E_{1}, \\
0.5:\lfloor\langle y \triangleright k\rangle\rfloor_{l}\left\|\lfloor p\{y / x\}\rfloor_{k}^{\{y\}}\right\|\{\{(0.5, k)\} \longmapsto l\}=E_{2}
\end{array}\right.
$$

where $E_{1}$ cannot be simulated by $F$ or its derivatives. Essentially, $E_{1}$ corresponds to a distribution where $x$ will be received or lost by the process at location $k$ with probability 0.5 .

In order to accommodate the problem illustrated by Example 31 and inspired by (5) we define a bisimulation over distributions instead of over single networks.

Let $\mu \xrightarrow{\alpha} \mu^{\prime}$ iff for each $E_{i} \in \operatorname{Supp}(\mu)$,

$$
E_{i} \xrightarrow{\alpha} \mu_{i} \text { and } \mu^{\prime}=\sum_{E_{i} \in \operatorname{Supp}(\mu) \cdot E_{i} \xrightarrow{\alpha} \mu_{i}} \mu\left(E_{i}\right) \cdot \mu_{i} .
$$

The weak (combined) transitions of distributions can be defined similarly. Moreover, define $\mu \xrightarrow{\alpha} \rho \mu^{\prime}$ with $\rho \in(0,1]$ iff there exists $\mu=\mu_{1}+\mu_{2}$ such that $\left|\mu_{1}\right|=\rho$ and either $\alpha=\tau$ and $\mu^{\prime}=\frac{1}{\rho} \cdot \mu_{1}$, or $\frac{1}{\rho} \cdot \mu_{1} \xrightarrow{\alpha} \mu^{\prime}$, similarly $\mu \xrightarrow{\alpha} \rho \mu^{\prime}$ iff there exists $\mu=\mu_{1}+\mu_{2}$ such that $\left|\mu_{1}\right|=\rho$ and $\frac{1}{\rho} \cdot \mu_{1} \xlongequal{\alpha}{ }_{c} \mu^{\prime}$. Let $\mu \propto C$ be a distribution such that

$$
(\mu \propto C)(E)=\mu(E \propto C)
$$

for each $E \in \operatorname{Supp}(\mu)$. Below follows the definition of the weak bisimulation over network distributions where $C_{\mu_{1}, \mu_{2}, k}$ ranges over $\mathscr{C}_{\left(l\left(\mu_{1}\right) \cup l\left(\mu_{2}\right) \cup\{k\}\right)}$.

Definition 17 (Weak Bisimulation on Distributions). An equivalence relation $\mathcal{R} \subseteq$ $\mathcal{N D} \times \mathcal{N D}$ is a weak bisimulation iff $\mu_{1} \mathcal{R} \mu_{2}$ implies that for each $k$ and $C_{\mu_{1}, \mu_{2}, k}$, whenever

$$
\left(\mu_{1} \propto C_{\mu_{1}, \mu_{2}, k}\right) \xrightarrow{\alpha_{k}} \rho \mu_{1}^{\prime},
$$

there exists

$$
\left(\mu_{2} \propto C_{\mu_{1}, \mu_{2}, k}\right){ }_{\alpha_{k}}^{\Longrightarrow} \rho \mu_{2}^{\prime}
$$

such that $\mu_{1}^{\prime} \mathcal{R} \mu_{2}^{\prime}$.
Let $\mu_{1}$ and $\mu_{2}$ be weakly bisimilar, written as $\mu_{1} \approx_{d} \mu_{2}$ if there exists a weak bisimulation $\mathcal{R}$ such that $\mu_{1} \mathcal{R} \mu_{2}$. Let $E$ and $F$ be weakly bisimilar, written as $E \approx_{d} F$, iff $\delta_{E} \approx_{d} \delta_{F}$.
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Definition 17 can be seen as a conservative extension of Definition 16 dealing with relations over distributions. The only difference is that we replace the normal transition $\xrightarrow{\alpha_{k}}$ with ${ }^{\alpha_{k}} \rho$, since for a distribution we are only interested in the support which can perform an $\alpha_{k}$ at the same time. By using $\xrightarrow{\alpha_{k}} \rho$ we only require that a fragment of the distribution is able to perform $\alpha_{k}$ simultaneously. If $\mu_{1}$ can perform an action $\alpha_{k}$ with probability $\rho$, then $\mu_{2}$ must be able to perform a weak transition with the same label and probability in order to simulate it, and their resulting distributions should still be related.

The following lemma shows a similar result for $\approx_{d}$ as Lemma 11.
Lemma 12. $\mu\left\|\delta_{C} \approx_{d} \mu^{\prime}\right\| \delta_{C}$ for any $C$ provided that $\mu \approx_{d} \mu^{\prime}$.
Proof. It is enough to prove that

$$
\mathcal{R}=\left\{\left(\mu\left\|\delta_{C}, \mu^{\prime}\right\| \delta_{C}\right) \mid \mu \approx_{d} \mu^{\prime}\right\}
$$

is a weak bisimulation according to Definition 17. Let

$$
\mu_{0}=\mu \| \delta_{C} \text { and } \mu_{0}^{\prime}=\mu^{\prime} \| \delta_{C}
$$

and suppose that

$$
\mu_{0} \propto C_{\mu_{0}, \mu_{0}^{\prime}, k} \xrightarrow{\alpha_{k}} \rho \mu_{1}
$$

for some $k$ and $C_{\mu_{0}, \mu_{0}^{\prime}, k}$, we need to prove that there exists

$$
\mu_{0}^{\prime} \propto C_{\mu_{0}, \mu_{0}^{\prime}, k}{\stackrel{\alpha_{k}}{\Longrightarrow}}_{\rho} \mu_{1}^{\prime}
$$

such that $\mu_{1} \mathcal{R} \mu_{1}^{\prime}$. It is not hard to see that there exists $C^{\prime}$ and $C_{\mu, \mu^{\prime}, k}$ such that

$$
\mu_{0} \propto C_{\mu_{0}, \mu_{0}^{\prime}, k} \equiv\left(\mu \propto C_{\mu, \mu^{\prime}, k}\right) \| C^{\prime}
$$

Obviously

$$
\left(\mu \propto C_{\mu, \mu^{\prime}, k}\right) \approx_{d} \quad\left(\mu^{\prime} \propto C_{\mu, \mu^{\prime}, k}\right)
$$

since $\mu \approx_{d} \mu^{\prime}$. If $\alpha_{k}=\langle x \triangleright L, \mathbb{L}\rangle @ l$, then there exists

$$
\left(\mu \propto C_{\mu, \mu^{\prime}, k}\right) \xrightarrow{\langle x \triangleright K, \mathbb{M}\rangle @ l} \rho \mu_{2} \text { and } C^{\prime} \xrightarrow{(x @ K, \mathbb{N}) \triangleleft l} C^{\prime}
$$

such that $L=K \backslash z(\mathbb{N}), \mathbb{L}=(\mathbb{M} \cup \mathbb{N}) \backslash z(\mathbb{N})$, and $\mu_{2} \equiv \mu_{1} \| \delta_{C^{\prime}}$ by $(\mathrm{nSYN})$. Since

$$
\left(\mu \propto C_{\mu, \mu^{\prime}, k}\right) \approx_{d}\left(\mu^{\prime} \propto C_{\mu, \mu^{\prime}, k}\right)
$$

there exists

$$
\left(\mu^{\prime} \propto C_{\mu, \mu^{\prime}, k}\right) \xrightarrow{\langle x \triangleright K, \mathbb{M}\rangle @ l} \rho \mu_{2}^{\prime}
$$

such that $\mu_{2} \approx_{d} \mu_{2}^{\prime}$, so

$$
\mu_{0}^{\prime} \propto C_{\mu_{0}, \mu_{0}^{\prime}, k} \stackrel{\alpha_{k}}{\Longrightarrow} \rho \mu_{1}^{\prime} \equiv \mu_{2}^{\prime} \| \delta_{C^{\prime}},
$$

thus $\mu_{1} \mathcal{R} \mu_{1}^{\prime}$. The other cases are similar.
Let $\mu-E$ be the distribution such that $(\mu-E)(E)=0$, and $(\mu-E)(F)=\mu(F)$ with $E \neq F$. The following lemma shows that whenever $\mu \approx_{d} \mu^{\prime}$, there is a way to split $\mu^{\prime}$ such that each part corresponds to each support of $\mu$ and vice versa.

Lemma 13. If $\mu \approx_{d} \mu^{\prime}$ where $\operatorname{Supp}(\mu)=\left\{E_{i}\right\}_{1 \leq i \leq n}$, then there exists $\mu^{\prime} \xlongequal{\tau}$ $\sum_{1 \leq i \leq n} \mu_{i}^{\prime}$ such that $\delta_{E_{i}} \approx_{d}\left(\frac{1}{\left|\mu_{i}^{\prime}\right|} \cdot \mu_{i}^{\prime}\right)$ and vice versa.
Proof. We prove by induction on $n$ i.e. the size of $\operatorname{Supp}(\mu)$. The case when $n=1$ is trivial. Suppose that $n>1$, if $\mu\left(E_{n}\right)=\rho>0$, then $\mu \xrightarrow{\tau} \rho \delta_{E_{n}}$. By Definition 17 there exists $\mu^{\prime}{ }^{\tau} \rho \mu_{1}^{\prime}$ such that $\delta_{E_{n}} \approx_{d} \mu_{1}^{\prime}$ i.e. there exists $\mu^{\prime} \xlongequal{\tau} \mu_{1}^{\prime}+\mu_{2}^{\prime}$ such that $\left|\mu_{1}^{\prime}\right|=\rho$. We need to prove that

$$
\frac{1}{1-\rho} \cdot\left(\mu-E_{n}\right) \approx_{d} \frac{1}{1-\rho} \cdot \mu_{2}^{\prime} .
$$

By contradiction suppose that

$$
\frac{1}{1-\rho} \cdot\left(\mu-E_{n}\right) \not \varnothing_{d} \frac{1}{1-\rho} \cdot \mu_{2}^{\prime},
$$

then there must exist

$$
\frac{1}{1-\rho} \cdot\left(\mu-E_{n}\right){\xrightarrow[\rightarrow]{\rho^{\prime}}}_{\delta_{E_{i}}}
$$

which cannot be simulated by $\frac{1}{1-\rho} \cdot \mu_{2}^{\prime}$, thus

$$
\mu \xrightarrow{\tau}\left(\rho+\rho^{\prime}\right) \frac{\rho}{\rho+\rho^{\prime}} \cdot \delta_{E_{n}}+\frac{\rho^{\prime}}{\rho+\rho^{\prime}} \cdot \delta_{E_{i}}
$$

which cannot be simulated by $\mu^{\prime}$, this contradicts with the assumption that $\mu \approx_{d} \mu^{\prime}$, therefore

$$
\frac{1}{1-\rho} \cdot\left(\mu-E_{n}\right) \approx_{d} \frac{1}{1-\rho} \cdot \mu_{2}^{\prime}
$$

By induction there exists

$$
\frac{1}{1-\rho} \cdot \mu_{2}^{\prime} \xlongequal{\tau} \sum_{1 \leq i \leq n-1} \mu_{i}^{\prime}
$$

such that $\delta_{E_{i}} \approx_{d} \mu_{i}^{\prime}$, which completes the proof.
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As for $\approx$ also $\approx_{d}$ turns out to be a congruence.
Theorem 14. $\approx_{d}$ is a congruence.
Proof. It is enough to prove that

$$
\mathcal{R}=\left\{\left(\mu_{1}\left\|\mu_{3}, \mu_{2}\right\| \mu_{3}\right) \mid \mu_{1} \approx_{d} \mu_{2}\right\}
$$

is a weak bisimulation. Let $\mu_{13}=\mu_{1} \| \mu_{3}$ and $\mu_{23}=\mu_{2} \| \mu_{3}$. Suppose that

$$
\mu_{13} \propto C_{\mu_{13}, \mu_{23}, k}{\xrightarrow{\alpha_{k}}}_{\rho} \mu_{13}^{\prime}
$$

for some $k$ and $C_{\mu_{13}, \mu_{23}, k}$, we need to prove that there exists

$$
\mu_{23} \propto C_{\mu_{13}, \mu_{23}, k} \stackrel{\alpha_{k}}{\Longrightarrow} \rho \mu_{23}^{\prime}
$$

such that $\mu_{13}^{\prime} \mathcal{R} \mu_{23}^{\prime}$. Since $\mu_{3}$ contains no connectivity information,

$$
\mu_{13} \propto C_{\mu_{13}, \mu_{23}, k}=\left(\mu_{1} \propto C_{\mu_{13}, \mu_{23}, k}\right)\left\|\mu_{3} \equiv\left(\left(\mu_{1} \propto C_{\mu_{1}, \mu_{2}, k}\right) \| C\right)\right\| \mu_{3}
$$

for some $C_{\mu_{1}, \mu_{2}, k}$ and $C$, similarly for $\mu_{23}$. First we assume that $\mu_{1}=\delta_{E}$ i.e. $|\operatorname{Supp}(\mu)|=$ 1 , and there are several cases.

1. $\alpha_{k}=\langle x \triangleright L, \mathbb{L}\rangle @ l$.

Suppose that

$$
\left(\mu_{1} \propto C_{\mu_{1}, \mu_{2}, k}\right) \| C \xrightarrow{\langle x \triangleright K, \mathbb{K}\rangle @ l} \mu_{1}^{\prime} \text { and } \mu_{3} \xrightarrow{(x @ K, \emptyset) \triangleleft l} \rho \mu_{3}^{\prime}
$$

such that $L=K \backslash \operatorname{loc}\left(\mu_{3}\right), \mathbb{L}=\mathbb{K} \backslash \operatorname{loc}\left(\mu_{3}\right)$, and

$$
\mu_{13}^{\prime}=\mu_{1}^{\prime} \|\left(\mu_{3}^{\prime} \propto \mathcal{D}(\{\mathbb{L} \longmapsto l\})\right) .
$$

Since

$$
\left(\mu_{2} \propto C_{\mu_{1}, \mu_{2}, k}\right)\left\|C \approx_{d}\left(\mu_{2} \propto C_{\mu_{1}, \mu_{2}, k}\right)\right\| C
$$

by Lemma 12 , there exists

$$
\left(\mu_{2} \propto C_{\mu_{1}, \mu_{2}, k}\right) \| C \xlongequal{\langle x \triangleright K, \mathbb{K}\rangle @ l} \rho \mu_{2}^{\prime}
$$

such that $\mu_{1}^{\prime} \approx \mu_{2}^{\prime}$. By Lemma 10 we know that one reception can be divided into several receptions and vice versa as long as their accumulated results are same, so there exists

$$
\mu_{23}{\stackrel{\alpha_{k}}{\Longrightarrow}}_{\rho} \mu_{23}^{\prime} \equiv \mu_{2}^{\prime} \|\left(\mu_{3}^{\prime} \propto \mathcal{D}(\{\mathbb{L} \longmapsto l\})\right)
$$

thus $\mu_{13}^{\prime} \mathcal{R} \mu_{23}^{\prime}$.
2. $\alpha_{k}=(x @ L, \mathbb{L}) \triangleleft k$.

Suppose that

$$
\left(\mu_{1} \propto C_{\mu_{1}, \mu_{2}, k}\right) \| C \xrightarrow{(x @ L, \mathbb{L}) \triangleleft k} \mu_{1}^{\prime} \text { and } \mu_{3} \xrightarrow{(x @ L, \emptyset) \triangleleft k} \rho \mu_{3}^{\prime}
$$

such that

$$
\mu_{13}^{\prime}=\mu_{1}^{\prime} \|\left(\mu_{3}^{\prime} \propto \mathcal{D}(\{\mathbb{L} \longmapsto l\})\right) .
$$

Since

$$
\left(\mu_{1} \propto C_{\mu_{1}, \mu_{3}, k}\right)\left\|C \approx_{d}\left(\mu_{2} \propto C_{\mu_{1}, \mu_{2}, k}\right)\right\| C
$$

by Lemma 12 , there exists

$$
\left(\mu_{2} \propto C_{\mu_{1}, \mu_{2}, k}\right) \| C \xlongequal{\langle x \triangleright L, \mathbb{L}\rangle @ k} \rho \mu_{2}^{\prime}
$$

such that $\mu_{1}^{\prime} \approx_{d} \mu_{2}^{\prime}$. By (nREC2), there exists

$$
\mu_{23} \xlongequal{\langle x \triangleright L, \mathbb{L}\rangle @ k} \rho \mu_{23}^{\prime} \equiv \mu_{2}^{\prime} \|\left(\mu_{3}^{\prime} \propto \mathcal{D}(\{\mathbb{L} \longmapsto l\})\right),
$$

thus $\mu_{13}^{\prime} \mathcal{R} \mu_{23}^{\prime}$ by induction.
3. The other cases are similar.

For now we have proved that if $\left|\operatorname{Supp}\left(\mu_{1}\right)\right|=1$, and $\mu_{1} \approx_{d} \mu_{2}$, then

$$
\mu_{1}\left\|\mu_{3} \approx_{d} \mu_{2}\right\| \mu_{3}
$$

for any $\mu_{3}$. If $\left|\operatorname{Supp}\left(\mu_{1}\right)\right|>1$, then by Lemma 13 whenever $\operatorname{Supp}\left(\mu_{1}\right)=\left\{E_{i}\right\}_{1 \leq i \leq n}$, there exists $\mu_{2} \xrightarrow{\tau} \sum_{1 \leq i \leq n} \mu_{2 i}$ such that

$$
\delta_{E_{i}} \approx_{d} \frac{1}{\left|\mu_{2 i}\right|} \cdot \mu_{2 i}
$$

for each $1 \leq i \leq n$. As proved before

$$
\delta_{E_{i}}\left\|\mu_{3} \approx_{d} \mu_{2 i}\right\| \mu_{3}
$$

for each $i$, thus $\mu_{13} \approx_{d} \mu_{23}$.
Example 32. Considering $E$ and $F$ in Example 31 where we showed $E \not \approx F$, according to the new bisimulation over distributions we now can show that $E \approx_{d} F$. The behavior of $E$ and $F$ are illustrated by Fig. 3.1 where $E_{1}$ and $E_{2}$ are as in Example 31,

$$
\begin{aligned}
& E_{3}=\lfloor 0\rfloor_{l}\left\|\lfloor(x) \cdot p\rfloor_{k}^{\emptyset}\right\|\{\{(0.5, k)\} \longmapsto l\}, \\
& E_{4}=\lfloor 0\rfloor_{l}\left\|\lfloor p\{y / x\}\rfloor_{k}^{\{y\}}\right\|\{\{(0.5, k)\} \longmapsto l\}, \\
& F_{3}=\lfloor 0\rfloor_{l}\left\|\lfloor(x) \cdot p\rfloor_{k}^{\emptyset}\right\|\{\{(0.75, k)\} \longmapsto l\}, \\
& F_{4}=\lfloor 0\rfloor_{l}\left\|\lfloor p\{y / x\}\rfloor_{k}^{\{y\}}\right\|\{\{(0.75, k)\} \longmapsto l\} .
\end{aligned}
$$
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Figure 3.1: Illustration of weak bisimulation on distributions.

For instance it is not hard to see that

$$
\delta_{E} \stackrel{\tau}{\rightarrow}_{1} \mu=\left\{0.5: E_{1}, 0.5: E_{2}\right\}
$$

hence we show that

$$
\delta_{F}{ }^{\tau} \mu_{1} \mu^{\prime}=\left\{0.25: F_{3}, 0.75: F_{4}\right\}
$$

such that $\mu \approx_{d} \mu^{\prime}$. By the definition of $\rightarrow_{\rho}, \mu \xrightarrow{\tau}_{0.5} \delta_{E_{1}}$, we will show how $\mu^{\prime}$ can simulate this transition. Since

$$
\mu^{\prime}=\left\{0.25: F_{3}, 0.75: F_{4}\right\}
$$

we can split $\mu^{\prime}$ into $\mu_{1}^{\prime}$ and $\mu_{2}^{\prime}$ such that $\mu^{\prime}=\mu_{1}^{\prime}+\mu_{2}^{\prime}$ where

$$
\begin{gathered}
\mu_{1}^{\prime}=\left\{0.25: F_{3}, 0.25: F_{4}\right\}, \\
\mu_{2}^{\prime}=\left\{0.5: F_{4}\right\}
\end{gathered}
$$

therefore there exists $\mu^{\prime}{ }^{\tau}{ }_{0.5}\left(\frac{1}{0.5} \cdot \mu_{1}^{\prime}\right)$, and obviously

$$
\delta_{E_{1}} \approx_{d}\left(\frac{1}{0.5} \cdot \mu_{1}^{\prime}\right)
$$

Thus even though $E_{1}$ cannot be simulated by any of $F, F_{3}$, and $F_{4}$, it can be simulated by the distribution $\left(\frac{1}{0.5} \cdot \mu_{1}^{\prime}\right)$ and vice versa. The other cases are similar, therefore we can conclude that $E \approx_{d} F$.

Obviously $\approx_{d}$ is strictly coarser than $\approx$, thus we have the following theorem:
Theorem 15. $\approx \subset \approx_{d}$.
Proof. It is straightforward from Definition 16 and 17.

### 3.5 Weak Simulations

### 3.5.1 Weak Simulation on States

We first introduce the weak simulation on networks which can be seen as an one direction weak bisimulation defined in Definition 16.

Below follows the definition of weak simulation.
Definition 18 (Weak Simulation). A relation $\mathcal{R} \subseteq \mathcal{N} \times \mathcal{N}$ is a weak bisimulation iff $E \mathcal{R} F$ implies that for each $k$ and $C_{E, F, k}$, whenever

$$
E \propto C_{E, F, k} \xrightarrow{\alpha_{k}} \mu
$$

there exists

$$
F \propto C_{E, F, k}{\stackrel{\alpha_{k}}{\Longrightarrow}}_{c} \mu^{\prime}
$$

such that $\mu \sqsubseteq_{\mathcal{R}} \mu^{\prime}$.
Let $E$ and $F$ be weakly bisimilar, written as $E \quad \precsim^{\mathcal{M}} \quad F$, if there exists a weak simulation $\mathcal{R}$ such that $E \mathcal{R} F$.

Lemma 14. $E\left\|C \underset{\approx}{ }{ }^{\mathcal{M}} F\right\| C$ for any $C$ provided that $E \underset{\sim}{ }{ }^{\mathcal{M}} F$.
Proof. Similar with the proof of Lemma 11 and is omitted here.
Theorem 16. ${\underset{\sim}{M}}^{\mathcal{M}}$ is a congruence and preorder.
Proof. We first prove that $\precsim^{\mathcal{M}}$ is a preorder. The reflexivity is trivial, we only prove the transitivity here i.e. $E \precsim \precsim^{\mathcal{M}} F$ and $F \precsim{ }_{\mathcal{M}} G$ implies that $E \precsim^{\mathcal{M}} G$. In order to do so, we need another definition of weak simulation, called $\underset{\sim}{\mathcal{M}} 1$. The definition of $\precsim^{\mathcal{M}} 1$ is almost the same as $\precsim^{\mathcal{M}}$ except that $E \propto C_{E, F, k} \xrightarrow{\alpha_{k}} \mu$ is replaced by the weak transition $E \propto C_{E, F, k} \stackrel{\alpha_{k}}{c} \mu$.

It can be proved that $\precsim^{\mathcal{M}}=\precsim_{1}^{\mathcal{M}}$. It is easy to see that $E \underset{\sim}{\aleph}{ }_{1} \quad F$ implies that $E \underset{\sim}{\precsim} \mathcal{M}$ since $E \propto C_{E, F, k} \xrightarrow{\alpha_{k}} \mu$ is a special case of $E \propto C_{E, F, k} \stackrel{\alpha_{k}}{c} \mu$. We prove that $E \underset{\sim}{\precsim \mathcal{M}} F$ implies $E \underset{\sim}{\precsim \mathcal{M}} F$, it is enough to show that

$$
\mathcal{R}=\left\{(E, F) \in \mathscr{N} \times \mathscr{N} \mid E \precsim^{\mathcal{M}} F\right\}
$$
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is a weak simulation under the new definition. For simplicity we will omit the parameter $C_{E, F, k}$ in the sequel. Suppose that $E \mathcal{R} F$ and $E \xlongequal{\alpha_{k}} \mu$. If $\alpha_{k}=(x, \mathbb{L}) \triangleleft k$, we need to prove that there exists $F{\xlongequal{\alpha_{k}}}_{c} \mu^{\prime}$ such that $\mu \sqsubseteq_{\mathcal{R}} \mu^{\prime}$. We are going to prove by induction on $E \stackrel{\alpha_{k}}{\Longrightarrow} \mu$. First assume that $E \xlongequal{\alpha_{k}} \mu$, there are two cases to be considered:

1. $E \xrightarrow{\tau} \mu_{1} \xrightarrow{\alpha_{k}} \mu$. Since $E \mathcal{R} F$ i.e. $E \xrightarrow[\sim]{\approx} \mathcal{M} F$, there exists $F \xlongequal{\tau} \mu_{1}^{\prime}$ such that $\mu_{1} \sqsubseteq_{\mathcal{R}} \mu_{1}^{\prime}$. By induction there exists

$$
F \stackrel{\tau}{\Longrightarrow}{ }_{c} \stackrel{\alpha_{k}}{\Longrightarrow} \mu^{\prime}
$$

such that $\mu \sqsubseteq_{\mathcal{R}} \mu^{\prime}$.
2. $E \xrightarrow{\alpha_{k}} \mu_{1} \xlongequal{\tau} \mu$. Since $E \underset{\approx}{\underset{\sim}{\mathcal{M}}} F$, there exists $F \xlongequal{\tau} \mu_{1}^{\prime}$ such that $\mu_{1} \sqsubseteq_{\mathcal{R}} \mu_{1}^{\prime}$. The following proof is similar with Clause 1, and is omitted here.

If $\alpha_{k}=\nu \tilde{x}\langle x, \mathbb{L}\rangle @ l$, there are also two cases:

1. $E \xrightarrow{\tau} \mu_{1} \xrightarrow{\alpha_{k}} \mu$. This case is similar with the first clause when $\alpha_{k}=(x, \mathbb{L}) \triangleleft k$.
2. $E \xrightarrow{\nu \tilde{x}\left\langle x, \mathbb{L}_{1}\right\rangle @ l_{1}} \mu_{1} \xrightarrow{\nu \tilde{x}\left\langle x, \mathbb{L}_{2}\right\rangle @ l_{2}} \mu$ such that

$$
\left(\nu \tilde{x}\left\langle x, \mathbb{L}_{1}\right\rangle @ l_{1}\right) \otimes\left(\nu \tilde{x}\left\langle x, \mathbb{L}_{2}\right\rangle @ l_{2}\right)=\alpha_{k}
$$

Since $E \underset{\sim}{\mathcal{M}} F$, there exists

$$
F \xrightarrow{\nu \tilde{x}\left\langle x, \mathbb{L}_{1}\right\rangle @ l_{1}} c \mu_{1}^{\prime}
$$

such that $\mu_{1} \sqsubseteq_{\mathcal{R}} \mu_{1}^{\prime}$. As a result there exists

$$
F \stackrel{\nu \tilde{x}\left\langle x, \mathbb{L}_{1}\right\rangle @ l_{1}}{c}{ }^{\nu \tilde{x}\left\langle x, \mathbb{L}_{2}\right\rangle @ l_{2}} c \mu^{\prime}
$$

such that $\mu \sqsubseteq_{\mathcal{R}} \mu^{\prime}$.
When $E \xlongequal{\alpha_{k}} c c$, we know there exists $\left\{E \xlongequal{\alpha_{k}} \mu_{i}\right\}_{1 \leq i \leq n}$ and $\left\{w_{i}\right\}_{1 \leq i \leq n}$ such that $\sum_{1 \leq i \leq n} w_{i}=1$ and $\sum_{1 \leq i \leq n} w_{i} \cdot \mu_{i}=\mu$. Since we have proved that for each $E \xlongequal{\alpha_{k}} \mu_{i}$, there exists $F \stackrel{\alpha_{k}}{\Longrightarrow} \mu_{i}^{\prime}$ such that $\mu_{i} \sqsubseteq_{\mathcal{R}} \quad \mu_{i}^{\prime}$, thus there exists $F \stackrel{\alpha_{k}}{\Longrightarrow} \mu^{\prime}$ such that $\mu \sqsubseteq_{\mathcal{R}} \mu^{\prime}$.

Since we have proved that ${\underset{\sim}{\mathcal{M}}}^{\mathcal{M}}={\underset{\approx 1}{\mathcal{M}}}_{\mathcal{M}}$, in order to show that ${\underset{\sim}{\mathcal{M}}}^{\mathcal{M}}$ is a preorder, it is equivalent to prove that $\underset{\sim}{\mathcal{M}}$ is a preorder. Suppose that $E \underset{\approx}{\approx} \mathcal{M} F$ and $F \underset{\sim}{\approx} \mathcal{M} G$, we
 $\mathcal{R}_{1}$ and $\mathcal{R}_{2}$ such that $E \mathcal{R}_{1} F$ and $F \mathcal{R}_{2} G$. Therefore whenever $E \xlongequal{(x, \mathbb{L}) \triangleleft k}{ }_{c} \mu_{1}$, there
exists $F \xlongequal{(x, \mathbb{L}) \triangleleft k} c \mu_{2}$ and $G \xlongequal{(x, \mathbb{L}) \triangleleft k} c \mu_{3}$ such that $\mu_{1} \sqsubseteq_{\mathcal{R}_{1}} \quad \mu_{2}$ and $\mu_{2} \sqsubseteq_{\mathcal{R}_{2}} \mu_{3}$. In other words, there exists $\Delta_{1}$ and $\Delta_{2}$ satisfying the conditions in Definition 7. Let

$$
\mathcal{R}=\mathcal{R}_{1} \circ \mathcal{R}_{2}=\left\{\left(E^{\prime}, G^{\prime}\right) \mid \exists F^{\prime} .\left(E^{\prime} \mathcal{R}_{1} F^{\prime} \wedge F^{\prime} \mathcal{R}_{2} G^{\prime}\right)\right\}
$$

then we need to find a $\Delta$ between $\mu_{1}$ and $\mu_{3}$ over $\mathcal{R}$. Let

$$
\Delta(E, G)=\sum_{F \in \mathscr{N}} \Delta_{1}(E, F) \cdot \frac{\Delta_{2}(F, G)}{\mu_{2}(F)}
$$

we show that $\Delta$ defined in this way does satisfy the conditions in Definition 7. Condition one is easy since $\Delta(E, G)>0$ implies that there exists $F$ such that $\Delta_{1}(E, F)>0$ and $\Delta_{2}(F, G)>0$, that is, $E \mathcal{R}_{1} F$ and $F \mathcal{R}_{2} G$, thus $E \mathcal{R} G$, and vice versa. Also

$$
\begin{aligned}
\sum_{G \in \mathscr{N}} \Delta(E, G) & =\sum_{G \in \mathscr{N}} \sum_{F \in \mathscr{N}} \Delta_{1}(E, F) \cdot \frac{\Delta_{2}(F, G)}{\mu_{2}(F)} \\
& =\sum_{F \in \mathscr{N}} \Delta_{1}(E, F) \cdot \frac{1}{\mu_{2}(F)} \cdot\left(\sum_{G \in \mathscr{N}} \Delta_{2}(F, G)\right) \\
& =\sum_{F \in \mathscr{N}} \Delta_{1}(E, F) \\
& =\mu_{1}(E)
\end{aligned}
$$

we prove that the second condition is satisfied too. The third condition is similar as the second one, and is omitted here. Therefore $\mu_{1} \sqsubseteq_{\mathcal{R}} \mu_{3}$, this completes the proof.

Finally we prove that $\widetilde{\widetilde{N}}^{\mathcal{M}}$ is a congruence, it is enough to show that

$$
\mathcal{R}=\left\{(\nu \tilde{x}(E \| G), \nu \tilde{x}(F \| G)) \mid E{\underset{\approx}{ }}^{\mathcal{M}} F\right\}
$$

is a weak simulation. The following proof is similar with Theorem 13, and is omitted here.

Since weak simulation is one direction weak bisimulation, and is strictly coarser than weak bisimulation, therefore there exists networks which are not weakly bisimilar with each other, but one network is able to simulation the other one, refer to the following example.

Example 33. Consider the networks $E$ and $F$ in Example 31 where we have shown that $E \not \approx F$, but it holds that $F \underset{\approx}{\gtrsim^{M}} E$. The only non-trivial case is when

$$
F \xrightarrow{\tau}\left\{\begin{array}{l}
0.75:\lfloor 0\rfloor_{l}\left\|\lfloor p\{y / x\}\rfloor_{k}^{\{y\}}\right\|\{\{(0.75, k)\} \longmapsto l\}, \\
0.25:\lfloor 0\rfloor_{l}\left\|\lfloor(x) \cdot p\rfloor_{k}^{\emptyset}\right\|\{\{(0.75, k)\} \longmapsto l\}
\end{array}\right\} \equiv \mu,
$$
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this can be simulated by the following weak transition of $E$ :

$$
E \xrightarrow{\tau}\left\{\begin{array}{l}
0.5:\lfloor\langle y \triangleright k\rangle\rfloor_{l}\left\|\lfloor(x) \cdot p\rfloor_{k}^{\emptyset}\right\|\{\{(0.5, k)\} \longmapsto l\}, \\
0.5:\lfloor\langle y \triangleright k\rangle\rfloor_{l}\left\|\lfloor p\{y / x\}\rfloor_{k}^{\{y\}}\right\|\{\{(0.5, k)\} \longmapsto l\}
\end{array}\right\} \xrightarrow{\tau} \mu^{\prime}
$$

where

$$
\mu^{\prime}=\left\{\begin{array}{l}
0.75:\lfloor 0\rfloor_{l}\left\|\lfloor p\{y / x\}\rfloor_{k}^{\{y\}}\right\|\{\{(0.5, k)\} \longmapsto l\} \\
0.25:\lfloor 0\rfloor_{l}\left\|\lfloor(x) \cdot p\rfloor_{k}^{\emptyset}\right\|\{\{(0.5, k)\} \longmapsto l\}
\end{array}\right.
$$

it is easy to see that $\mu \sqsubseteq_{\mathcal{R}} \mu^{\prime}$, therefore $F \precsim^{\mathcal{M}} E$. Note that this result still holds even that the node at $k$ can receive messages from other locations with positive probability i.e. $k \longmapsto m$ is not always equal to 0 for $m \neq l$.

### 3.5.2 Weak Simulation on Distributions

In this section we give the definition of weak simulation on distributions. Based on Definition 17 , the weak simulation can be given in a straightforward way as follows:

Definition 19 (Weak Simulation on Distributions). A relation $\mathcal{R} \subseteq \mathcal{N D} \times \mathcal{N D}$ is a weak simulation iff $\mu_{1} \mathcal{R} \mu_{2}$ implies that for each $k$ and $C_{\mu_{1}, \mu_{2}, k}$, whenever

$$
\left(\mu_{1} \propto C_{\mu_{1}, \mu_{2}, k}\right) \xrightarrow{\alpha_{k}} \rho \rho \mu_{1}^{\prime},
$$

there exists

$$
\left(\mu_{2} \propto C_{\mu_{1}, \mu_{2}, k}\right) \stackrel{\alpha_{k}}{\Longrightarrow} \rho \mu_{2}^{\prime}
$$

such that $\mu_{1}^{\prime} \mathcal{R} \mu_{2}^{\prime}$.
Let $\mu_{1}$ be weakly simulated by $\mu_{2}$, written as $\mu_{1} \precsim d \mu_{2}$, if there exists a weak simulation $\mathcal{R}$ such that $\mu_{1} \mathcal{R} \mu_{2}$. Let $E$ be weakly simulated by $F$, written as $E \precsim d F$, iff $\delta_{E} \precsim d \quad \delta_{F}$.

Lemma 15. $\mu\left\|\delta_{C} \approx_{d} \mu^{\prime}\right\| \delta_{C}$ for any $C$ provided that $\mu \approx_{d} \mu^{\prime}$.
Proof. Similar to the proof of Lemma 12, and is omitted here.
Lemma 16. If $\mu \precsim{ }^{\prime} \mu^{\prime}$ where $\operatorname{Supp}(\mu)=\left\{E_{i}\right\}_{1 \leq i \leq n}$, then there exists

$$
\mu^{\prime} \stackrel{\tau}{\Longrightarrow} \sum_{1 \leq i \leq n} \mu_{i}^{\prime}
$$

such that

$$
\delta_{E_{i}} \precsim d \quad\left(\frac{1}{\left|\mu_{i}^{\prime}\right|} \cdot \mu_{i}^{\prime}\right)
$$

and vice versa.

Proof. Similar to the proof of Lemma 13, and is omitted here.
Similar with $\precsim^{\mathcal{M}}$, we can also show that $\precsim d$ is a congruent preorder.
Theorem 17. $\precsim_{d}$ is a congruence and preorder.
Proof. We first prove that $\precsim d$ is a preorder. The reflexivity is trivial, and we only prove the transitivity here i.e. $E \precsim \precsim_{d} F$ and $F \precsim{ }_{d} G$ implies that $E \precsim d \quad G$. Similar as Theorem 16, we define another weak simulation, denoted as $\precsim_{d}^{\prime}$, which is almost the same as $\precsim_{d}$ except that $\left(\mu_{1} \propto C_{\mu_{1}, \mu_{2}, k}\right) \xrightarrow{\alpha_{k}}{ }_{\rho} \mu_{1}^{\prime}$ is replaced by $\left(\mu_{1} \propto C_{\mu_{1}, \mu_{2}, k}\right) \xrightarrow{\alpha_{k}} \rho \mu_{1}^{\prime}$ in Definition 19.

It can be proved that $\precsim d=\precsim^{\prime}{ }_{d}$. The proof of $\precsim^{\prime}{ }_{d} \subseteq \precsim_{d}$ is easy since $\left(\mu_{1} \propto\right.$ $\left.C_{\mu_{1}, \mu_{2}, k}\right) \xrightarrow{\alpha_{k}} \rho \mu_{1}^{\prime}$ is a special case of $\left(\mu_{1} \propto C_{\mu_{1}, \mu_{2}, k}\right) \stackrel{\alpha_{k}}{\rho} \mu_{1}^{\prime}$. In order to prove that $\precsim{ }_{d} \subseteq \precsim^{\prime}$, it is enough to show that

$$
\mathcal{R}=\left\{\left(\mu_{1}, \mu_{2}\right) \in \mathcal{N D} \times \mathcal{N D} \mid \mu_{1} \precsim_{d} \mu_{2}\right\}
$$

is a weak simulation under the new definition. Again we will omit the parameter $C_{\mu_{1}, \mu_{2}, k}$ for simplicity. Suppose that $\mu_{1} \mathcal{R} \mu_{2}$ and $\mu_{1} \stackrel{\alpha_{k}}{\Longrightarrow} \mu_{1}^{\prime}$, we need prove that there exists $\mu_{2} \stackrel{\alpha_{k}}{\Longrightarrow} \rho \mu_{2}^{\prime}$ such that $\mu_{1}^{\prime} \sqsubseteq_{\mathcal{R}} \mu_{2}^{\prime}$. The proof is by induction on $\mu_{1} \stackrel{\alpha_{k}}{\Longrightarrow} \rho \mu_{1}^{\prime}$.

1. $\alpha_{k}=(x, \mathbb{L}) \triangleleft k$. Then $\mu_{1} \xrightarrow{\alpha_{k}} \rho \mu_{1}^{\prime}$ iff there exists

$$
\mu_{1} \stackrel{\tau}{\rightarrow}_{\rho_{1}} \mu_{11} \xrightarrow{\alpha_{k}} 1 \mu_{11}^{\prime}
$$

and

$$
\mu_{1} \xrightarrow{\alpha_{k}} \rho_{2} \mu_{12} \xrightarrow{\tau} 1 \mu_{12}^{\prime}
$$

where $\rho_{1}+\rho_{2}=\rho$ and

$$
\mu_{1}^{\prime}=\left(\frac{\rho_{1}}{\rho} \cdot \mu_{11}^{\prime}+\frac{\rho_{2}}{\rho} \cdot \mu_{12}^{\prime}\right)
$$

Since $\mu_{1} \precsim{ }_{d} \mu_{1}^{\prime}$, by Lemma 16 there exists $\mu_{2}{ }^{\tau} \rho_{1} \mu_{21}$ and $\mu_{2}{ }^{\alpha_{k}} \rho_{2} \mu_{22}$ such that $\mu_{11} \precsim d \quad \mu_{21}$ and $\mu_{12} \precsim d \quad \mu_{22}$. The following proof is straightforward by induction.
2. $\alpha_{k}=\nu \tilde{x}\langle x, \mathbb{L}\rangle @ l$. Then $\mu_{1} \stackrel{\alpha_{k}}{\Longrightarrow} \mu_{1}^{\prime}$ iff there exists

$$
\left\{\mu_{1} \xrightarrow{\nu \tilde{x}\left\langle x, \mathbb{M}_{i}\right\rangle @ l} \rho_{i} \mu_{1 i} \xrightarrow{\nu \tilde{x}\left\langle x, \mathbb{N}_{i}\right\rangle @ l}{ }_{1} \mu_{1 i}^{\prime}\right\}_{1 \leq i<n}
$$

and

$$
\mu_{1} \xrightarrow{\tau}_{\rho_{n}} \mu_{1 n}{\stackrel{\alpha_{k}}{\Longrightarrow}}_{1} \mu_{1 n}^{\prime}
$$
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such that

$$
\left(\nu \tilde{x}\left\langle x, \mathbb{M}_{i}\right\rangle @ l\right) \otimes\left(\nu \tilde{x}\left\langle x, \mathbb{N}_{i}\right\rangle @ l\right)=\alpha_{k}
$$

for each $1 \leq i<n$,

$$
\sum_{1 \leq i \leq n} \rho_{i}=\rho \text { and } \sum_{1 \leq i \leq n}\left(\frac{\rho_{i}}{\rho} \cdot \mu_{1 i}^{\prime}\right)=\mu_{1}^{\prime}
$$

The following proof is similar with Clause 1,and is omitted here.
3. $\alpha_{k}=\tau$. This case is similar with Clause 1 , and is omitted here.

Since we have proved that $\precsim d=\precsim_{d}^{\prime}$, it is enough to show that $\precsim_{d}^{\prime}$ is a preorder. The proof is similar with Theorem 16. The congruence of $\precsim d$ can also be proved in a similar way as Theorem 14 based on Lemma 15 and 16 . These proofs are omitted here.

We give an example of weak simulation over distributions as follows:
Example 34. Suppose that we have two networks:

$$
\begin{gathered}
E=\lfloor 2 \cdot p+2 \cdot(x) \cdot q+3 \cdot q\{y / x\}\rfloor_{l} \|\lfloor 0\rfloor_{k}, \\
F=\lfloor 2 \cdot p+5 \cdot(x) \cdot q\rfloor_{l} \|\lfloor\langle y \triangleright l\rangle\rfloor_{k} .
\end{gathered}
$$

Assume that in the given SMF $\mathcal{M}$, the node at $l$ can receive messages from $k$ with probability 0.6. Let $C=\{\{(0.6, k)\} \longmapsto l\}$, then we have

$$
E\|C \precsim d \quad F\| C .
$$

Intuitively, in $E$ the node at $k$ has received the message $y$, while in $F$ the message $y$ has not been received by $l$. Since $(F \| C)(k, l)=0.6$, the node at $k$ can also receive $y$ and evolve into $\lfloor q\{y / x\}\rfloor_{k}$ with probability $\frac{5}{7} \cdot 0.6=\frac{3}{7}$, which is the same as in $E$, similarly for other cases.

As in the bisimulation setting, $\precsim d$ is strictly coarser than $\precsim \mathcal{M}$.
Theorem 18. $\precsim^{\mathcal{M}} \subset \precsim d$.
Proof. It is easy to see that $E \precsim \mathcal{M} \quad F$ implies $E \quad \precsim d \quad F$ given Definition 18 and 19. To show that $E \precsim d F$ does not always imply $E \precsim \precsim^{M} F$, it is enough to give a counterexample. Note that Example 31 also works here, for the same reason $E \not \mathbb{Z}^{\mathcal{M}} F$, but we can show $E \precsim d F$.

### 3.6 Removal of Memory

As we said in Section 3.1 even though we require that each message can only be received by each node for at most once in our semantics, this can be removed easily by omitting the parameter $M$ associated with each node, and changing the semantics accordingly. As a result we also need to modify the definition of weak bisimulation. In this section we will show how to do so.

In order to remove the restriction, the only thing we need to do on the syntax level is to remove the parameter $M$, and leave others unchanged. On the semantics level we need to change several rules in Table 3.2 and 3.3. Most of the rules in Table 3.2 have nothing to do with the memory, thus can be kept without any change except (gIGN) and (gBRD) where we need to check if the coming message should be ignored or not. If $l \notin L \vee y \in M$ i.e. the broadcasted message is not intend to be received by the node at location $l$ or the node at location $l$ has received the same message before, so in both case the broadcasted message should be ignored, similarly for Rule (gBRD). Since we do not have memory $M$, we can simply remove the condition $y \in M$ in (gIGN) and $y \notin M$ in (gBRD), that is, the new rules will be as follows:

$$
\begin{gathered}
\frac{p \xrightarrow{\nu \tilde{y}(y \triangleright L\rangle} p^{\prime} \quad l \notin L}{p\left\|q \xrightarrow{\nu \tilde{y}(y \triangleright L)} p^{\prime}\right\| q}(\mathrm{gIGN}) \\
\xrightarrow{p \| q \xrightarrow{\nu \tilde{y}(y \triangleright L\rangle} p^{\prime} \quad q \xrightarrow{(y)} q^{\prime} \quad \tilde{y} \cap f n(q)=\emptyset \quad l \in L} p^{\prime} \| q^{\prime}
\end{gathered}
$$

Four rules in Table 3.3 depend on the parameter $M$ i.e. (nBRD1), (nBRD2), (nREC1), and (nIGN), thus they should be changed correspondingly. For (nREC1) and (nIGN) we can simply remove the conditions related to $M$ in their premises as we did for (gBRD) and (gIGN). We should be more careful when dealing with rules (nBRD1) and (nBRD2). For sure we do not need to consider the update of the parameter $M$, and in addition the premises $l \in L^{*}$ in (nBRD1) and $l \notin L^{*}$ in (nBRD2) are needed in order to determine whether the broadcasted message have been received or not, thus we can update the parameter $M$ correctly. But since we do not need to update $M$ anymore, therefore the premises $l \in L^{*}$ and $l \notin L^{*}$ are also redundant now, so they can be removed. After doing this (nBRD1) and (nBRD2) will be identical.
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$$
\begin{gathered}
\frac{l \notin L}{\lfloor p\rfloor_{l} \xrightarrow{(x @ L, \emptyset) \triangleleft k}\lfloor p\rfloor_{l}}(\mathrm{nIGN}) \\
\frac{p \xrightarrow{\nu \tilde{x}\left\langle x \triangleright L^{*}\right\rangle} p^{\prime}}{\left\lfloor_{p}\right\rfloor_{l} \xrightarrow{\nu \tilde{x}\left\langle x \triangleright L^{*}, \emptyset\right\rangle @ l}\left\lfloor p^{\prime}\right\rfloor_{l}}(\mathrm{nBRD}) \\
\xrightarrow{\lfloor p\rfloor_{l} \xrightarrow{\left(x @ L^{*}, \emptyset\right) \triangleleft k} p^{\prime} \quad l \in L^{*}}\left\{\left(\theta_{l \longmapsto k}:\left\lfloor p^{\prime}\right\rfloor_{l}\right),\left(1-\theta_{l \longmapsto k}:\lfloor p\rfloor_{l}\right)\right\}
\end{gathered}
$$

In Definition 16 we allow that a single broadcast can be simulated by a series of broadcasts which can be combined together by operator $\otimes$. The definition of $\otimes$ depends on the assumption that each message can only be received by each node for at most once. Without this assumption we cannot define $\otimes$ as before, refer to the following example.

Example 35. Given a network

$$
E=\lfloor(x) \cdot(y) \cdot p\rfloor_{l} \| C .
$$

Suppose that $E(l, k)=\frac{3}{4}$, then if there is a message $z$ broadcasted from the node at location $k, E$ can receive $z$ and evolve into $\lfloor(y) \cdot p\{z / x\}\rfloor_{l} \| C$ with probability $\frac{3}{4}$. With the assumption "reception for at most once", this broadcast can be simulated by several broadcasts. For instance two broadcasts of $z$ in a row from the node at location $m$ can deliver $z$ to $E$ with probability $\frac{3}{4}$ if $E(l, k)=\frac{1}{2}$. But without this assumption we cannot do so, since $\left\lfloor(y) \cdot p\{z / x\}_{l} \| C\right.$ will not ignore the coming $z$ as before, but will receive it and evolve into $\lfloor p\{z / x\}\{z / y\}\rfloor_{l} \| C$ with positive possibility, this cannot happen if $z$ is only be broadcasted once.

Based on these observation we should also change our definition of weak bisimulation. We first define a new operator $\oplus$ which plays a similar role as $\otimes$ in Definition 16 such that

$$
\nu \tilde{x}\left\langle x \triangleright L_{1}, \mathbb{L}_{1}\right\rangle @ l_{1} \oplus \nu \tilde{x}\left\langle x \triangleright L_{2}, \mathbb{L}_{2}\right\rangle @ l_{2}=\nu \tilde{x}\langle x \triangleright L, \mathbb{L}\rangle @ l
$$

where $L_{1} \cap L_{2}=\emptyset, L=L_{1} \cup L_{2}$, and $\mathbb{L}=\mathbb{L}_{1} \cup \mathbb{L}_{2}$, again $l$ is not important and can be any location name. In order to apply $\oplus, L_{1}$ and $L_{2}$ should not contain common elements, the intuition to do so is clear from Example 35. Accordingly, we should extend the broadcast transitions in the following way:

$$
E \xlongequal{\left\langle x \triangleright L^{*}, \mathbb{L}\right\rangle @ l} \mu \text { iff } E \xlongequal{\alpha_{1}} \xrightarrow{\alpha_{2}} \ldots \xlongequal{\alpha_{n}} \mu
$$

where

$$
\left\langle x \triangleright L^{*}, \mathbb{L}\right\rangle @ l=\left(\underset{1 \leq i \leq n}{\oplus} \alpha_{i}\right) .
$$

The definition of weak bisimulation under the new framework, called $\approx_{\backslash M}$, is the same as Definition 16, we repeat it for completeness as follows:

Definition 20 (Weak Bisimulation). An equivalence relation $\mathcal{R} \subseteq \mathcal{N} \times \mathcal{N}$ is a weak bisimulation without $M$ iff $E \mathcal{R} F$ implies that for each $k$ and $C_{E, F, k}$, whenever

$$
E \propto C_{E, F, k} \xrightarrow{\alpha_{k}} \mu,
$$

there exists

$$
F \propto C_{E, F, k}{\stackrel{\alpha_{k}}{\Longrightarrow}}_{c} \mu^{\prime}
$$

such that $\mu \mathcal{R} \mu^{\prime}$.
Let $E$ and $F$ be weakly bisimilar without $M$, written as $E \approx_{\backslash M} F$, if there exists a weak bisimulation $\mathcal{R}$ such that $E \mathcal{R} F$.

In the same way we can also define weak bisimulation on distributions as well as the weak simulations. We omit the details here.

### 3.7 A Leader Election Protocol

We illustrate the application of our calculus by modeling an adaption of the leader election protocol in (76). Before giving the model we first explain how this protocol works. It is assumed that each node has a unique ID $i$. A node may regularly initiate an election of a new leader; it will start the process of building a spanning tree by broadcasting a message Election to its neighbors and then wait for acknowledgement messages, Ack, from its children in the tree. An Ack message will contain the information about the node with the highest ID the child has found. When a node $j$ receives an Election from another node $i$, it will set $i$ as its parent and then propagate Election to its neighbors and then wait for the acknowledgements $A c k$ from its children. In a state waiting for Ack messages a node keeps track of the highest ID received before it times out after a certain time limit. When timing out a node (not being the root of the spanning tree) reports the highest ID found to its parent via an $A c k$ message and enters a state where it waits to be informed about the new leader found. When the initiator of the run of the protocol times out waiting for $A c k$ messages it broadcasts the new leader, i.e.
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```
Process 1 The model of the leader election protocol
    \(\operatorname{Node}(i, l, m, p)=\lambda_{\text {init }} \cdot\left\langle E_{-} i \triangleright I\right\rangle \cdot \operatorname{Init}(i, l, m, p)\)
    \(+\quad \sum_{x \neq i}\left(E \_x\right) \cdot\left\langle E \_i \triangleright I\right\rangle \cdot\) waitAck \((i, l, m, x)\)
    \(\operatorname{Init}(i, l, m, p)=\sum_{x \neq i}\left(A \_x\right) \cdot([x>m] \operatorname{Init}(i, l, x, p), \operatorname{Init}(i, l, m, p))\)
    \(+\quad \lambda_{\text {exp }} \cdot\left\langle L \_m \triangleright I\right\rangle \cdot \operatorname{Node}(i, m, m, p)\)
    waitAck \((i, l, m, p)=\sum_{x \neq i}\left(A \_x\right) \cdot([x>m]\) waitAck \((i, l, x, p)\), waitAck \((i, l, m, p))\)
    \(+\quad \lambda_{\text {exp }} \cdot\left\langle A \_m \triangleright p\right\rangle \cdot\) waitLeader \((i, l, m, p)\)
    waitLeader \((i, l, m, p)=\sum_{x \neq i}\left(L \_x\right) \cdot \operatorname{Node}(i, x, m, p)\)
    \(+\quad \lambda_{p a r} \cdot\left\langle L \_m \triangleright I\right\rangle \cdot \operatorname{Node}(i, m, m, p)\)
```

the node with the highest ID found, to its neighbors via the message Leader. Notice that due to node mobility a child may disconnect from its parent before it sends the acknowledgement, the time out in this case prevents the parent getting stuck waiting for the acknowledgement forever. Similarly for a node waiting for announcements of a new leader, it will either receive the announcement in time, or it will time out and announce the node with highest ID it has found so far as the new leader.

The state of a node is represented by $\operatorname{Node}(i, l, m, p)$ where $i$ is the ID, $l$ is the ID of its leader, $m$ is the maximum ID known in a protocol run, and $p$ is the ID of its parent. To model this protocol we define three types of messages (names) where $I$ is a finite set of all the possible ID numbers: $\left\{E_{\_} i \mid i \in I\right\}$ is the set of Election messages, $\left\{A_{-} m \mid m \in I\right\}$ is the set of Ack messages, and $\left\{L_{-} l \mid l \in I\right\}$ is the set of Leader messages which announces the elected leader. In (76) the messages in a given election are all assigned a unique index used to distinguish the protocol run from other runs. For simplicity we omit these details in the model of the protocol in this thesis.

To make the model more compact we extend the match operator in the following way: $[x>m] p, q$ denotes that the process will evolve into $p$ if $x>m$, otherwise it will evolve into $q$, this operator can be defined using the standard operators in a straightforward way. The operator $\sum_{x \neq i}\left(E \_x\right)$ means that the input only accepts Election messages not from $i$, and ignores all the other messages, the operator can easily be encoded by a sequence of conditional operators prefixed by $(x)$. We introduce similar operators for accepting just one type of protocol messages. The model of the protocol is given in Model 1 where $\lambda_{\text {init }}$ and $\lambda_{\text {exp }}$ denote the rate of initializing a new run of the protocol and the rate of timeout from waiting for the acknowledgements from
children respectively. If a node is not involved in any election, it will be at state Node. The node with ID $i$ can initialize an election by broadcasting the message $E \_i$ to its neighbors, and evolve into Init. When the neighbor nodes receive the message $E_{\_} i$, they will join the election and evolve into waitAck after forwarding the Election message to their neighbors. While at Init or waitAck, a node will wait for the acknowledgements from its neighbors. In order not to get stuck and wait for the acknowledgements forever, we let each node stop waiting with rate $\lambda_{\text {exp }}$. When the node at Init stops waiting for the acknowledgements, it will announce $m$, the maximal ID found so far, as the new leader. Differently, when timing out nodes at waitAck will send an acknowledgement together with the parameter $m$ to their parents, and then evolve into waitLeader waiting for the announcement of the new leader. It may happen that a node will timeout when waiting for the announcement from its parent while at waitLeader, in this case it will simply announce $m$ as its leader and terminate the election. Each node at waitLeader will timeout with a certain delay by rate $\lambda_{\text {par }}$.

Next we will show how to define mobility rules for our example. For simplicity we assume that there are four locations in the network: $l, k, m$, and $n$ where all the nodes are stationary except the node at $l$. Suppose that nodes at location $k$ and $l$ are always disconnected, thus the move of node at $l$ will not affect the value of $\rho_{k \mapsto l}$ and $\rho_{l \mapsto k}$. There are two possible positions $P o s_{1}$ and $P o s_{2}$ for the node at location $l$ such that when in Pos $_{1}$ it will be closer to the node at location $m$ i.e. $\rho_{m \longmapsto l}>\rho_{n \longmapsto l}$ while in $P o s_{2}$ we have $\rho_{m \longmapsto l}<\rho_{n \longmapsto l}$. When the node at location $l$ is at Pos $_{1}$, it will move to $\operatorname{Pos}_{2}$ with rate 2, while in $\mathrm{Pos}_{2}$ it will move to $\mathrm{Pos}_{1}$ with rate 5. Moveover no matter how the node at location $l$ moves, we can guarantee that $\rho_{m \longmapsto l}+\rho_{n \longmapsto l}=1$ as long as $\rho_{m \longmapsto n}=1$ and $\rho_{n \longmapsto m}=1$. Since $\rho_{m \longmapsto l}$ and $\rho_{n \longmapsto l}$ are dependent, their mobility rules should be defined together in our SMF. Suppose that $\rho_{m \longmapsto l}=0.8$ and $\rho_{n \longmapsto l}=0.2$ when the node at location $l$ moves to $\operatorname{Pos}_{1}$, and $\rho_{m \longmapsto l}=0.3$ and $\rho_{n \longmapsto l}=0.7$ when it is at $\operatorname{Pos}_{2}$. By letting $\mathcal{N}\left(C_{1}, C_{2}, \mathbb{C}\right)=2$ and $\mathcal{N}\left(C_{2}, C_{1}, \mathbb{C}\right)=5$ we complete the definition of the mobility rules with $C_{1}=\{\{(0.8, m),(0.2, n)\} \longmapsto l\}, C_{2}=\{\{(0.3, m),(0.7, n)\} \longmapsto l\}$, and $\mathbb{C}=\left(\rho_{m \longmapsto n}=1 \wedge \rho_{n \longmapsto m}=1\right)$. Note that more complicated rules can be defined, for instance when the condition $\mathbb{C}$ does not hold i.e. $m$ and $n$ are not close enough, we can let the $\rho_{m \longmapsto l}$ and $\rho_{n \longmapsto l}$ evolve into other values such that $\rho_{m \longmapsto l}+\rho_{n \longmapsto l} \neq 1$. For simplicity we will omit the details.

## 3. CONTINUOUS MODEL

```
Process 2 An simplified model of the leader election protocol
    \(\operatorname{Node}^{\prime}(i) \quad=\quad \lambda_{\text {init }} \cdot\left\langle E \_i \triangleright I\right\rangle \cdot \operatorname{Init}^{\prime}(i)+\left(E \_x\right) \cdot\left\langle E \_i \triangleright I\right\rangle \cdot w a i t A c k^{\prime}(i)\)
    \(\operatorname{Init}^{\prime}(i)=\lambda_{\text {exp }} \cdot\left\langle L \_i \triangleright I\right\rangle \cdot \operatorname{Node}^{\prime}(i)\)
    waitAck \(^{\prime}(i)=\lambda_{\text {exp }} \cdot\) waitLeader \(^{\prime}(i)\)
    \(w^{\text {witLeader }}{ }^{\prime}(i)=\left(L \_x\right) \cdot \operatorname{Node}^{\prime}(i)+\lambda_{\text {par }} \cdot\left\langle L \_i \triangleright I\right\rangle \cdot \operatorname{Node}^{\prime}(i)\)
```

It is not hard to see that in this example we use group broadcast often between nodes internally in the network, as a result we can abstract from the concrete execution of the model. Suppose we only care whether each node in a network has a leader or not, then the model can be simplified as Model 2 where the node which initializes the election always chooses itself as the new leader.

In Model 2, the acknowledgement messages $\left\langle A_{-} i \triangleright I\right\rangle$ can be abstracted totally, and we can establish that:

$$
\begin{equation*}
\left\|_{1 \leq i \leq I}\left\lfloor\operatorname{Node}^{\prime}(i)\right\rfloor_{i} \approx\right\|_{1 \leq i \leq I}\lfloor\operatorname{Node}(i, l, m, p)\rfloor_{i} \tag{*}
\end{equation*}
$$

Intuitively, $\left(^{*}\right)$ holds because all the group broadcasts will become internal and those group broadcasts dealing with acknowledgements used to find the node with the highest ID will be abstracted. Since we do not care about the specific ID of the leader, the broadcast actions $\left\langle A \_m \triangleright p\right\rangle$ can be seen as internal. Essentially the node which initializes the election simply commutes between two states depending on whether it has a valid leader or not, while the nodes participating in an election simply commutes between three states depending on whether they have a valid leader, are part of an election waiting for acknowledgements from children, or are part of an election waiting for the announcement of the leader.

Since $\approx_{d}$ is strictly coarser than $\approx$ by Theorem 15 , therefore by applying $\approx_{d}$ we expect to equate even more networks. Refer to the following example.

Example 36. Let us consider a simple case where $l$ is only connected to $m, n$ such that $\mathcal{M}\left(C_{1}, C_{1}\right.$, true $)=0$ and $\mathcal{M}\left(C_{2}, C_{2}\right.$, true $)=0$ where

$$
\begin{aligned}
& C_{1}=\left\{\left\{\left(\frac{1}{2}, l\right)\right\} \longmapsto m\right\} \|\left\{\left\{\left(\frac{1}{2}, l\right)\right\} \longmapsto n\right\}, \\
& C_{2}=\left\{\left\{\left(\frac{3}{4}, l\right)\right\} \longmapsto m\right\} \|\{\{(0, l)\} \longmapsto n\} .
\end{aligned}
$$

Assume that the processes at location $m$ and $n$ have received the new leader and are about to announce it to the neighbors, while the process at location $l$ is waiting for the announcement of the new leader, then we can show that $E \approx_{d} F$ but $E \not \approx F$ where

$$
\begin{aligned}
& E=\left\lfloor\left\langle L_{-} l \triangleright I\right\rangle \cdot \operatorname{Node}(m)\right\rfloor_{m}\left\|\left\lfloor\left\langle L_{-} l \triangleright I\right\rangle \cdot \operatorname{Node}(n)\right\rfloor_{n}\right\|\lfloor\operatorname{Node}(l)\rfloor_{l} \| C_{1}, \\
& F=\left\lfloor\left\langle L_{-} l \triangleright I\right\rangle \cdot \operatorname{Node}(m)\right\rfloor_{m}\left\|\left\lfloor\left\langle L_{-} \triangleright \triangleright I\right\rangle \cdot \operatorname{Node}(n)\right\rfloor_{n}\right\|\lfloor\operatorname{Node}(l)\rfloor_{l} \| C_{2} .
\end{aligned}
$$

and for simplicity we omit the parameters of each node except the ID.

### 3.8 Related Work

The most relevant work is the stochastic version of RBPT in (77) by Ghassemi et al., where the semantics deals with the stochastic behavior arising from data-line layer, physical layer, and mobility. We list its differences from our work as follows:

1. The mobility model of (77) is global and determined by three parameters: $T_{M a c}, P_{r c v}$, and $P_{U P}$, where $T_{M a c}$ is the response time of MAC (Multi Access Control) protocol, $P_{r c v}$ is the probability of a node receiving the messages successfully, and $P_{U P}$ is the probability of one node being connected to another. These parameters are global i.e. they describe the mobility of every node. While in our work we can define mobility for arbitrary connections.
2. In (77), each action is associated with a rate which denotes the duration of the action. This approach can also be found in (29). But in our calculus the rate is not paired with actions, therefore the rate is used to denote the delay rather than duration of the actions. In other words, we follow the approach adopted in (32).
3. Each model in (66) gives rise to a Continuous Time Markov Chain (CTMC) by using Markovian network bisimilarity to collapse equivalent states, while this is not the case in our setting. Specially, each model in our calculus corresponds to a MA instead of CTMC.

Merro and Sibilio proposed a timed process calculus (TCWS) for wireless networks which may suffer from the problem of communication collisions. Differently, in TCWS the time is discrete instead of continuous, and moreover it is assumed that the network topology is static without considering mobility, thus TCWS is mainly applied to stationary networks.

## Chapter 4

## Probabilistic Automata

In this chapter we will discuss the characterizations of bisimulations and simulations w.r.t. PCTL* and its sublogics on probabilistic automata. Since PCTL* is a statelabeled logic i.e. it only refers to the labels of states not the labels of transitions, thus in this chapter and Chapter 5, we will consider state-labeled systems. As indicated in (4), the theories in Chapter 4 and 5 can be easily transformed to the action-labeled systems.

In Section 4.2 we first introduce some notations, and then we recall the definition of probabilistic automata and bisimulation relations by Segala (78). We also recall the logic PCTL* and its sublogics. Section 4.3 introduces the novel strong and strong branching bisimulations, and proves that they agree with PCTL* and PCTL equivalences, respectively. Section 4.4 extends them to weak (branching) bisimulations, and Section 4.5 extends the framework to simulations. We discuss the coarsest congruent bisimulations and simulations in Section 4.7, and the extension to countable states in Section 4.6. We conclude this chapter in Section 4.8 by discussing some related work.

### 4.1 Motivation

Probabilistic automata (PA) (1) have been successfully applied in formal verification of concurrent and stochastic systems. Efficient model checking algorithms have been studied, where properties are mostly expressed in the logic PCTL, introduced in (2) for Markov chains, and later extended in (3) for Markov decision processes, where PCTL is also extended to PCTL*.

## 4. PROBABILISTIC AUTOMATA

To combat the infamous state space problem in model checking, various behavioral equivalences, including strong and weak bisimulations, are proposed for PAs. Indeed, they turn out to be a powerful tool for abstraction for PAs, since bisimilar states implies that they satisfy exactly the same PCTL formulae. Thus, bisimilar states can be grouped together, allowing one to construct smaller quotient automata before analyzing the model. Moreover, the nice compositional theory for PAs is exploited for compositional minimization (79), namely minimizing the automata before composing the components together.

For Markov chains, i.e., PAs without nondeterministic choices, the logical equivalence implies also bisimilarity, as shown in (54). Unfortunately, it does not hold in general, namely PCTL equivalence is strictly coarser than bisimulation - and their extension probabilistic bisimulation - for PAs. Even there is such a gap between behavior and logical equivalences, bisimulation based minimization is extensively studied in the literatures to leverage the state space explosion, for instance see $(80,81,82)$.

The main reason for the gap can be illustrated by the following example. Consider the PAs in Fig. 4.1 assuming that $s_{1}, s_{2}, s_{3}$ are three absorbing states with different state properties. It is easy to see that $s$ and $r$ are PCTL equivalent: the additional middle transition out of $r$ does not change the extreme probabilities, the interval of probabilities in which the three observing states can be reached is not changed. Existing bisimulations differentiate $s$ and $r$, mainly because the middle transition out of $r$ cannot be matched by any transition (or combined transition) of $s$. Bisimulation requires that the complete distribution of a transition must be matched, which is in this case too strong, as it differentiates states satisfying the same PCTL formulae.

In this chapter we will bridge this gap. We introduce novel notions of behavioral equivalences which characterize (both soundly and completely) PCTL, PCTL* and their sublogics. Summarizing, our contributions in this chapter are:

- A new bisimulation characterizing PCTL* soundly and completely. The bisimulation arises from a converging sequence of equivalence relations, each of which characterizes bounded PCTL*.
- Branching bisimulations which correspond to PCTL and bounded PCTL equivalences.


Figure 4.1: Counterexample of strong probabilistic bisimulation.

- We then extend our definitions to weak bisimulations, which characterize sublogics of PCTL and PCTL* with only unbounded path formulae.
- Further, we extend the framework to simulations as well as their characterizations.


### 4.2 Preliminaries

For a finite set $S$, a distribution is a function $\mu: S \rightarrow[0,1]$ satisfying $|\mu|:=$ $\sum_{s \in S} \mu(s) \leq 1$. We denote by $\operatorname{Dist}(S)$ the set of distributions over $S$. We shall use $s, r, t, \ldots$ and $\mu, \nu \ldots$ to range over $S$ and $\operatorname{Dist}(S)$, respectively. The support of $\mu$ is defined by $\operatorname{Supp}(\mu)=\{s \in S \mid \mu(s)>0\}$. For an equivalence relation $\mathcal{R}$ over $S$, we write $\mu \mathcal{R} \nu$ if it holds that $\mu(C)=\nu(C)$ for all equivalence classes $C \in S / \mathcal{R}$. A distribution $\mu$ is called Dirac if $\mid \operatorname{Supp}(\mu) \models 1$, and we let $\delta_{s}$ denote the Dirac distribution

## 4. PROBABILISTIC AUTOMATA

with $\delta_{s}(s)=1$. Given two distributions $\mu_{1}$ and $\mu_{2}$ such that $\left|\mu_{1}\right|+\left|\mu_{2}\right| \leq 1$, then $\mu_{1}+\mu_{2}$ is a distribution such that $\left(\mu_{1}+\mu_{2}\right)(s)=\mu_{1}(s)+\mu_{2}(s)$ for each $s \in S$. Let $\mu-C$ be a distribution such that $(\mu-C)(s)=\mu(s)$ if $s \notin C$, otherwise $(\mu-C)(s)=0$, where $C \subseteq S$, we also write $\mu-\{s\}$ directly as $\mu-s$. Moreover $a \cdot \mu$ with $a \cdot|\mu| \leq 1$ is a distribution such that $(a \cdot \mu)(s)=a \cdot \mu(s)$ for each $s \in S$.

Let $\mathcal{R}$ be a relation over $S$, define $\mathcal{R}^{\uparrow}(C)=\{r \mid s \mathcal{R} r \wedge s \in C\}$ and $\mathcal{R}^{\downarrow}(C)=$ $\{r \mid r \mathcal{R} s \wedge s \in C\}$. We say $C$ is $\mathcal{R}$ upward closed iff $C=\mathcal{R}^{\uparrow}(C)$, and similarly $C$ is $\mathcal{R}$ downward closed iff $C=\mathcal{R}^{\downarrow}(C)$. We use $\mathcal{R}^{\downarrow}(s)$ as the shorthand of $\mathcal{R}^{\downarrow}(\{s\})$, and $\mathcal{R}^{\downarrow}=\left\{\mathcal{R}^{\downarrow}(C) \mid C \subseteq S\right\}$ denotes the set of all $\mathcal{R}$ downward closed sets.

### 4.2.1 Probabilistic Automaton

We recall the notion of a probabilistic automaton introduced by Segala (78). We omit the set of actions, since they do not appear in the logic PCTL we shall consider later. Note that the bisimulation we shall introduce later can be extended to PA with actions directly.

Definition 21 (Probabilistic Automata). A probabilistic automaton is a tuple $\mathcal{P}=$ ( $S, \rightarrow, I S, A P, L$ ) where

- $S$ is a finite set of states;
- $\rightarrow \subseteq S \times \operatorname{Dist}(S)$ is a transition relation;
- $I S \subseteq S$ is a set of initial states;
- AP is a set of atomic propositions;
- $L: S \rightarrow 2^{A P}$ is a labeling function.

As usual we only consider image-finite PAs, i.e. $\{\mu \mid(s, \mu) \in \rightarrow\}$ is finite for each $s \in S$. A transition $(s, \mu) \in \rightarrow$ is denoted by $s \rightarrow \mu$. Moreover, we write $\mu \rightarrow \mu^{\prime}$ iff for each $s \in \operatorname{supp}(\mu)$ there exists $s \rightarrow \mu_{s}$ such that

$$
\mu^{\prime}(r)=\sum_{s \in \operatorname{supp}(\mu)} \mu(s) \cdot \mu_{s}(r) .
$$

A path is a finite or infinite sequence $\omega=s_{0} s_{1} s_{2} \ldots$ of states. For each $i \geq 0$ there exists a distribution $\mu$ such that $s_{i} \rightarrow \mu$ and $\mu\left(s_{i+1}\right)>0$. We use lstate $(\omega)$ and $l(\omega)$ to denote the last state of $\omega$ and the length of $\omega$ respectively if $\omega$ is finite. The sets Paths
is the set of all paths, and Paths $\left(s_{0}\right)$ are those starting from $s_{0}$. Similarly, Paths ${ }^{*}$ is the set of finite paths, and Paths ${ }^{*}\left(s_{0}\right)$ are those starting from $s_{0}$. Also we use $\omega[i]$ to denote the $(i+1)$-th state for $i \geq 0,\left.\omega\right|^{i}$ to denote the fragment of $\omega$ ending at $\omega[i]$, and $\left.\omega\right|_{i}$ to denote the fragment of $\omega$ starting from $\omega[i]$.

When nondeterministic choices are involved, there does not exist a unique measure for the paths. As in $(1,83,84)$ we introduce the definition of a scheduler to resolve nondeterminism. Intuitively, a scheduler decides how to choose the next transition based on the history execution of a PA by associating a distribution over all the available transitions at each step. Formally, a scheduler is a function

$$
\pi: \text { Paths }^{*} \rightarrow \operatorname{Dist}(\rightarrow)
$$

such that $\pi(\omega)(s, \mu)>0$ implies $s=$ lstate $(\omega)$. A scheduler $\pi$ is deterministic if it returns only Dirac distributions, that is, the next step is chosen deterministically. We use

$$
\operatorname{Paths}\left(s_{0}, \pi\right)=\left\{\omega \in \operatorname{Paths}\left(s_{0}\right) \mid \forall i \geq 0 . \exists \mu \cdot \pi\left(\left.\omega\right|^{i}\right)(\omega[i], \mu)>0 \wedge \mu(\omega[i+1])>0\right\}
$$

to denote the set of paths starting from $s_{0}$ respecting $\pi$. Similarly, Paths $^{*}\left(s_{0}, \pi\right)$ only contains finite paths.

The cone of a finite path $\omega$, denoted by $C_{\omega}$, is the set of paths having $\omega$ as their prefix, i.e.,

$$
C_{\omega}=\left\{\omega^{\prime} \mid \omega \leq \omega^{\prime}\right\}
$$

where $\omega^{\prime} \leq \omega$ iff $\omega^{\prime}$ is a prefix of $\omega$. Fixing a starting state $s_{0}$ and a scheduler $\pi$, the measure $\operatorname{Prob}_{\pi, s_{0}}$ of a cone $C_{\omega}$, where $\omega=s_{0} s_{1} \ldots s_{k}$, is defined inductively as follows: $\operatorname{Prob}_{\pi, s_{0}}\left(C_{\omega}\right)$ equals 1 if $k=0$, and for $k>0$,

$$
\operatorname{Prob}_{\pi, s_{0}}\left(C_{\omega}\right)=\operatorname{Prob}_{\pi, s_{0}}\left(C_{\omega| |^{k-1}}\right) \cdot\left(\sum_{\left(s_{k-1}, \mu^{\prime}\right) \in \rightarrow} \pi\left(\left.\omega\right|^{k-1}\right)\left(s_{k-1}, \mu^{\prime}\right) \cdot \mu^{\prime}\left(s_{k}\right)\right)
$$

Let $\mathcal{B}$ be the smallest algebra that contains all the cones and is closed under complement and countable unions ${ }^{1}$, then $\operatorname{Prob}_{\pi, s_{0}}$ can be extended to a unique measure on $\mathcal{B}$.

[^3]Given a preorder $\mathcal{R}$ over $S,\left(\mathcal{R}^{\downarrow}\right)^{i}$ is the set of $\mathcal{R}$ downward closed paths of length $i$ composed of $\mathcal{R}$ downward closed sets, and is equal to the Cartesian product of $\mathcal{R}^{\downarrow}$ with itself $i$ times. Let

$$
\left(\mathcal{R}^{\downarrow}\right)^{*}=\underset{i \geq 1}{\cup}\left(\mathcal{R}^{\downarrow}\right)^{i}
$$

be the set of $\mathcal{R}$ downward closed paths of arbitrary length. Define $l(\Omega)=n$ for $\Omega \in$ $\left(\mathcal{R}^{\downarrow}\right)^{n}$. Let

$$
\Omega=C_{0} C_{1} \ldots C_{n} \in\left(\mathcal{R}^{\downarrow}\right)^{*}
$$

be the $\mathcal{R}$ downward closed cone $C_{\Omega}$ is defined as $C_{\Omega}=\left\{C_{\omega} \mid \omega \in \Omega\right\}$, where $\omega \in \Omega$ iff $\omega[i] \in C_{i}$ for $0 \leq i \leq n$.

For distributions $\mu_{1}$ and $\mu_{2}$, we define $\mu_{1} \times \mu_{2}$ by

$$
\left(\mu_{1} \times \mu_{2}\right)\left(\left(s_{1}, s_{2}\right)\right)=\mu_{1}\left(s_{1}\right) \times \mu_{2}\left(s_{2}\right)
$$

Following (4) we also define the interleaving of PAs:

Definition 22 (Parallel Composition). Let $\mathcal{P}_{i}=\left(S_{i}, \rightarrow_{i}, I S_{i}, A P_{i}, L_{i}\right)$ be two PAs with $i=1,2$. The parallel composition $\mathcal{P}_{1} \| \mathcal{P}_{2}$ is defined by:

$$
\mathcal{P}_{1} \| \mathcal{P}_{2}=\left(S_{1} \times S_{2}, \rightarrow I S_{1} \times I S_{2}, A P_{1} \times A P_{2}, L\right)
$$

where

$$
L\left(\left(s_{1}, s_{2}\right)\right)=L_{1}\left(s_{1}\right) \times L_{2}\left(s_{2}\right)
$$

and $\left(s_{1}, s_{2}\right) \rightarrow \mu$ iff either

- $s_{1} \rightarrow \mu_{1}$ and $\mu=\mu_{1} \times \delta_{s_{2}}$, or
- $s_{2} \rightarrow \mu_{2}$ and $\mu=\delta_{s_{1}} \times \mu_{2}$.

The following example illustrates the application of the operator \|.

Example 37. Suppose there are two states $s_{0}$ and $t_{0}$ as depicted in Fig. 4.2 (a) and (b) respectively, and their composition $s_{0} \| t_{0}$ is given in Fig. 4.2 (c) where either $s_{0}$ or $t_{0}$ will perform first.


Figure 4.2: Parallel composition of $s_{0}$ and $t_{0}$.

### 4.2.2 PCTL* and its Sublogics

We introduce the syntax of PCTL (2) and PCTL* (3) which are probabilistic extensions of CTL and CTL* respectively. PCTL* over the set $A P$ of atomic propositions are formed according to the following grammar:

$$
\begin{aligned}
& \varphi::=a\left|\varphi_{1} \wedge \varphi_{2}\right| \neg \varphi \mid \mathcal{P}_{\bowtie q}(\psi) \\
& \psi::=\varphi\left|\psi_{1} \wedge \psi_{2}\right| \neg \psi|\mathrm{X} \psi| \psi_{1} \cup \psi_{2}
\end{aligned}
$$

where $a \in A P, \bowtie \in\{<,>, \leq, \geq\}, q \in[0,1]$. We refer to $\varphi$ and $\psi$ as (PCTL*) state and path formulae, respectively.

The satisfaction relation $s \models \varphi$ for state formulae is defined as follows:

$$
\begin{array}{llrl}
s & \models a & & \text { iff } a \in L(s) \\
s & \models \varphi_{1} \wedge \varphi_{2} & & \text { iff } s \models \varphi_{1} \wedge s \models \varphi_{2} \\
s \models \neg \varphi & & \text { iff } s \not \models \varphi \\
s \models \mathcal{P}_{\bowtie q}(\psi) & & \text { iff } \forall \pi . \operatorname{Prob}_{\pi, s}(\{\omega \in \operatorname{Paths}(s) \mid \omega \models \psi\}) \bowtie q
\end{array}
$$

The satisfaction relation $\omega \models \psi$ for path formulae is defined exactly the same as for LTL formulae i.e.

$$
\begin{array}{ll}
\omega \models \varphi & \text { iff } \omega[0] \models \varphi \\
\omega \models \psi_{1} \wedge \psi_{2} & \text { iff } \omega \models \psi_{1} \wedge \omega \models \psi_{2} \\
\omega \models \neg \psi & \text { iff } \omega \not \models \psi \\
\omega \models \mathrm{X} \psi & \text { iff }\left.\omega\right|_{1} \models \psi \\
\omega \models \psi_{1} \cup \psi_{2} & \\
\text { iff } \exists j \geq 0 .\left(\left.\omega\right|_{j} \models \psi_{2} \wedge \forall 0 \leq k<j \cdot\left(\left.\omega\right|_{k} \models \psi_{1}\right)\right)
\end{array}
$$

Sublogics. The depth of path formula $\psi$ of PCTL* free of $U$ operator, denoted by $\operatorname{Depth}(\psi)$, is defined by the maximum number of embedded $X$ operators appearing in $\psi$, that is,

- $\operatorname{Depth}(\varphi)=0$,
- $\operatorname{Depth}\left(\psi_{1} \wedge \psi_{2}\right)=\max \left\{\operatorname{Depth}\left(\psi_{1}\right), \operatorname{Depth}\left(\psi_{2}\right)\right\}$,
- $\operatorname{Depth}(\neg \psi)=\operatorname{Depth}(\psi)$ and
- $\operatorname{Depth}(\mathbf{X} \psi)=1+\operatorname{Depth}(\psi)$.

Then, we let $\mathrm{PCTL}^{*-}$ be the sublogic of PCTL* without the until $\left(\psi_{1} \cup \psi_{2}\right)$ operator. Moreover, $\mathrm{PCTL}_{i}^{*-}$ is a sublogic of PCTL*- where for each $\psi$ we have $\operatorname{Depth}(\psi) \leq i$.

The sublogic PCTL is obtained by restricting the path formulae to:

$$
\psi::=\mathrm{X} \varphi\left|\varphi_{1} \mathrm{U} \varphi_{2}\right| \varphi_{1} \mathrm{U}^{\leq n} \varphi_{2}
$$

Note the bounded until formula does not appear in PCTL* as it can be encoded by nested next operator. PCTL ${ }^{-}$is defined in a similar way as for PCTL*-. Moreover we let $\mathrm{PCTL}_{i}^{-}$be the sublogic of $\mathrm{PCTL}^{-}$where only bounded until operator $\varphi_{1} \mathrm{U}^{\leq j} \varphi_{2}$ with $j \leq i$ is allowed.

Logical equivalence. For a logic $\mathcal{L}$, we say that $s$ and $r$ are $\mathcal{L}$-equivalent, denoted by $s \sim_{\mathcal{L}} r$, if they satisfy the same set of formulae of $\mathcal{L}$, that is

$$
s \models \varphi \text { iff } r \models \varphi
$$

for all formulae $\varphi$ in $\mathcal{L}$. The logic $\mathcal{L}$ can be PCTL* or one of its sublogics.

### 4.2.3 Strong Probabilistic Bisimulation

In this section we introduce the definition of strong probabilistic bisimulation (1). Let $\left\{s \rightarrow \mu_{i}\right\}_{i \in I}$ be a collection of transitions of $\mathcal{P}$, and let $\left\{p_{i}\right\}_{i \in I}$ be a collection of probabilities with $\sum_{i \in I} p_{i}=1$. Then $\left(s, \sum_{i \in I} p_{i} \mu_{i}\right)$ is called a combined transition and is denoted by $\xrightarrow{s} \mathrm{P} \mu$ where $\mu=\sum_{i \in I} p_{i} \mu_{i}$.

Definition 23 (Strong Probabilistic Bisimulation). An equivalence relation $\mathcal{R} \subseteq S \times S$ is a strong probabilistic bisimulation iff $s \mathcal{R} r$ implies that $L(s)=L(r)$ and for each $s \rightarrow \mu$, there exists a combined transition $\xrightarrow{r} \mathrm{P} \mu^{\prime}$ such that $\mu \mathcal{R} \mu^{\prime}$.

We write $s \sim_{p} r$ whenever there is a strong probabilistic bisimulation $\mathcal{R}$ such that $s \mathcal{R} r$.

It was shown in (1) that $\sim_{p}$ is preserved by $\|$, that is,

$$
s \sim_{\mathrm{P}} r \text { implies } s\left\|t \sim_{\mathrm{P}} r\right\| t
$$

for any $t$. Also strong probabilistic bisimulation is sound for PCTL which means that if $s \sim_{\mathcal{P}} r$ then for any state formula $\varphi$ of PCTL, $s \models \varphi$ iff $r \models \varphi$. But the other way around is not true, i.e. strong probabilistic bisimulation is not complete for PCTL, as illustrated by the following example.

Example 38. Consider again the two PAs in Fig. 4.1 and assume that $L(s)=L(r)$ and $L\left(s_{1}\right) \neq L\left(s_{2}\right) \neq L\left(s_{3}\right)$. In addition, $s_{1}, s_{2}$, and $s_{3}$ only have one transition to themselves with probability 1. The only difference between the left and right automata is that the right automaton has an extra step. It is not hard to see that $s \sim_{\text {PCTL* }} r$. By Definition $23 s \nsim_{p} r$ since the middle transition of $r$ cannot be simulated by $s$ even with combined transition. So we conclude that strong probabilistic bisimulation is not complete for PCTL* as well as for PCTL.

It should be noted that PCTL* distinguishes more states in a PA than PCTL. Refer to the following example.

Example 39. Suppose $s$ and $r$ are given by Fig. 4.1 where each of $s_{1}, s_{2}$, and $s_{3}$ is extended with a transition such that $s_{1} \rightarrow \mu_{1}$ with $\mu_{1}\left(s_{1}\right)=0.6$ and $\mu_{1}\left(s_{4}\right)=0.4$, $s_{2} \rightarrow \mu_{2}$ with $\mu_{2}\left(s_{4}\right)=1$, and $s_{3} \rightarrow \mu_{3}$ with $\mu_{3}\left(s_{3}\right)=0.5$ and $\mu_{3}\left(s_{4}\right)=0.5$. Here we assume that every state satisfies different atomic propositions except that $L(s)=L(r)$. Then it is not hard to see $s \sim_{\text {PCTL }} r$ while $s \propto_{\text {PCTL }}{ }^{*} r$. Consider the $\mathrm{PCTL}^{*}$ formula

$$
\varphi=\mathcal{P}_{\leq 0.38}\left(\mathrm{X}\left(L\left(s_{1}\right) \vee L\left(s_{3}\right)\right) \wedge \mathbf{X} \mathbf{X}\left(L\left(s_{1}\right) \vee L\left(s_{3}\right)\right)\right)
$$

it holds

$$
s \models \varphi \text { but } r \not \models \varphi \text {. }
$$

Note that $\varphi$ is not a well-formed PCTL formula. Indeed, states $s$ and $r$ are PCTLequivalent.

We have the following theorem:

Theorem 19. 1. $\sim_{\mathrm{PCTL}}, \sim_{\mathrm{PCTL}}{ }^{*}, \sim_{\mathrm{PCTL}^{-}}, \sim_{\mathrm{PCTL}_{i}^{-}}, \sim_{\mathrm{PCTL}^{*-}}, \sim_{\mathrm{PCTL}_{i}^{*-}}$, and $\sim_{\mathrm{P}}$ are equivalence relations for any $i \geq 1$.
2. $\sim_{P} \subseteq \sim_{P_{C T L}} \subseteq \sim_{P C T L}$.
3. $\sim_{\mathrm{PCTL}^{*}} \subseteq \sim_{\mathrm{PCTL}}{ }^{-}$.
4. $\sim_{\mathrm{PCTL}_{1}^{*-}}=\sim_{\mathrm{PCTL}_{1}^{-}}$.
5. $\sim_{\mathrm{PCTL}_{i}^{*-}} \subseteq \sim_{\mathrm{PCTL}_{i}^{-}}$for any $i>1$.
6. $\sim_{\mathrm{PCTL}} \subseteq \sim_{\mathrm{PCTL}^{-}} \subseteq \sim_{\mathrm{PCTL}_{i+1}^{-}} \subseteq \sim_{\mathrm{PCTL}_{i}^{-}}$for all $i \geq 0$.
7. $\sim_{\mathrm{PCTL}^{*}} \subseteq \sim_{\mathrm{PCTL}^{*-}} \subseteq \sim_{\mathrm{PCTL}_{i+1}^{*-}} \subseteq \sim_{\mathrm{PCTL}_{i}^{*-}}$ for all $i \geq 0$.

Proof. We take $\sim_{P C T L}$ as an example and the others can be proved in a similar way. The reflexivity is trivial. If $s \sim_{\text {PCTL }} r$, then we also have $r \sim_{\text {PCTL }} s$ since $s$ and $r$ satisfy the same set of formulae, we prove the symmetry of $\sim_{\text {PCTL }}$. Now we prove the transitivity, that is, for any $s, r, t$ if we have $s \sim_{\mathrm{PCTL}} r$ and $r \sim_{\mathrm{PCTL}} t$, then $s \sim_{\text {PCTL }} t$. It is also easy, since $s$ and $r$ satisfy the same set of formulae, and $r$ and $t$ satisfy the same set of formulae by $s \sim_{\text {PCTL }} r$ and $r \sim_{\text {PCTL }} t$, as result $s \models \varphi$ implies $t \models \varphi$ and vice versa for any $\varphi$, so $s \sim_{\text {PCTL }} t$. We conclude that $\sim_{\text {PCTL }}$ is an equivalence relation.

The proof of $\sim_{P} \subseteq \sim_{P C T L}$ can be found in (1) while the proof of $\sim_{P} \subseteq \sim_{P C T L}$ can be proved in a similar way. $\sim_{P C T L}{ }^{*} \subseteq \sim_{P C T L}$ is trivial since PCTL is a subset of PCTL*.

The proofs of Clause 3 and 5 are obvious since $\sim_{\text {PCTL }}$ is a subset of $\sim_{\text {PCTL }}{ }^{*-}$ while $\sim_{\mathrm{PCTL}_{i}^{-}}$is a subset of $\sim_{\mathrm{PCTL}_{i}^{*-}}$.

We now prove that $\sim_{\mathrm{PCTL}}^{1}{ }_{1-}^{*-}=\sim_{\mathrm{PCTL}}^{1}-{ }_{1}$. It is sufficient to prove that $\mathrm{PCTL}_{1}^{-}$and PCTL ${ }_{1}^{*-}$ have the same expressiveness. $\sim_{\mathrm{PCTL}_{1}^{*-}} \subseteq \sim_{\mathrm{PCTL}_{1}^{-}}$is easy since $\mathrm{PCTL}_{1}^{-}$is a subset of $\mathrm{PCTL}_{1}^{*-}$. We now show how formulae of $\mathrm{PCTL}_{1}^{*-}$ can be encoded by formulae of $\mathrm{PCTL}_{1}^{-}$. It is not hard to see that the syntax of path formulae of $\mathrm{PCTL}_{1}^{*-}$ can be rewritten as:

$$
\psi::=\varphi|X \varphi| \neg \psi \mid \psi_{1} \wedge \psi_{2}
$$

where we replace $\mathrm{X} \psi$ with $\mathrm{X} \varphi$ since $\mathrm{PCTL}_{1}^{*-}$ only allows path formulae whose depth is less or equal than 1 . Since $\neg \mathrm{X} \varphi=\mathrm{X} \neg \varphi$, the syntax can refined further by deleting $\neg \psi$, that is,

$$
\psi::=\varphi|\mathrm{X} \varphi| \psi_{1} \wedge \psi_{2}
$$

Then the only left cases we need to consider are $\mathcal{P}_{\bowtie q}(\varphi), \mathcal{P}_{\bowtie q}\left(\mathrm{X} \varphi_{1} \wedge \mathrm{X} \varphi_{2}\right)$, and $\mathcal{P}_{\bowtie q}\left(\mathrm{X} \varphi_{1} \wedge \varphi_{2}\right)$,

1. $s \models \mathcal{P}_{\geq q}(\varphi)$ iff $s \models \varphi$,
2. $s \models \mathcal{P}_{\geq q}\left(\mathrm{X} \varphi_{1} \wedge \mathrm{X} \varphi_{2}\right)$ iff $s \models \mathcal{P}_{\geq q}\left(\mathrm{X}\left(\varphi_{1} \wedge \varphi_{2}\right)\right)$,
3. $s \models \mathcal{P}_{\geq q}\left(\mathrm{X} \varphi_{1} \wedge \varphi_{2}\right)$ iff $s \models \varphi_{2} \wedge \mathcal{P}_{\geq q}\left(\mathrm{X} \varphi_{1}\right)$.

Here we assume that $0<q \leq 1$, other cases are similar and are omitted.
The proofs of Clauses 6 and 7 are straightforward.

### 4.3 A Novel Strong Bisimulation

In this section we introduce a novel notion of strong bisimulation and strong branching bisimulation. We shall show that they agree with PCTL and PCTL* equivalences, respectively. As a preparation step we introduce the strong 1-depth bisimulation.

### 4.3.1 Strong 1-depth Bisimulation

Definition 24 (Strong 1-depth Bisimulation). A relation $\mathcal{R} \subseteq S \times S$ is a strong 1-depth bisimulation if $s \mathcal{R} r$ implies that $L(s)=L(r)$ and for any $\mathcal{R}$ downward closed set $C$

1. for each $s \rightarrow \mu$, there exists $r \rightarrow \mu^{\prime}$ such that $\mu^{\prime}(C) \geq \mu(C)$,
2. for each $r \rightarrow \mu$, there exists $s \rightarrow \mu^{\prime}$ such that $\mu^{\prime}(C) \geq \mu(C)$.

## 4. PROBABILISTIC AUTOMATA

We write $s \sim_{1} r$ whenever there is a strong 1-depth bisimulation $\mathcal{R}$ such that $s \mathcal{R} r$.
The - though very simple - definition requires only one step matching of the distributions out of $s$ and $r$. The essential difference to the standard definition is: the quantification of the downward closed set comes before the quantification over transition. This is indeed the key of the new definition of bisimulations. The following theorem shows that $\sim_{1}$ agrees with $\sim_{\mathrm{PCTL}_{1}^{-}}$and $\sim_{\mathrm{PCTL}}^{1}{ }_{1}^{*-}$ which is also an equivalence relation:

Lemma 17. $\sim_{\mathrm{PCTL}_{1}^{-}}=\sim_{1}=\sim_{\mathrm{PCTL}_{1}^{*-}}$.
Proof. According to Clause (4) of Theorem 19, it is enough to prove that

$$
\sim_{\mathrm{PCTL}_{1}^{-}}=\sim_{1}
$$

We defer the proof to Theorem 21.
Note that in Definition 24 we consider all the $\mathcal{R}$ downward closed sets since it is not enough to only consider the $\mathcal{R}$ downward closed sets in $\left\{\mathcal{R}^{\downarrow}(s) \mid s \in S\right\}$, refer to the following counterexample.

Counterexample 1. Suppose that there are four absorbing states $s_{1}, s_{2}, s_{3}$, and $s_{4}$ which are assigned with different atomic propositions. Suppose we have two processes $s$ and $r$ such that $L(s)=L(r)$ and

$$
\begin{array}{ll}
s \rightarrow \mu_{1} & s \rightarrow \mu_{2} \\
r \rightarrow \nu_{1} & r \rightarrow \nu_{2}
\end{array}
$$

where

$$
\begin{array}{ll}
\mu_{1}\left(s_{1}\right)=0.5 & \mu_{1}\left(s_{2}\right)=0.5 \\
\mu_{2}\left(s_{3}\right)=0.5 & \mu_{2}\left(s_{4}\right)=0.5 \\
\nu_{1}\left(s_{1}\right)=0.5 & \nu_{1}\left(s_{3}\right)=0.5 \\
\nu_{2}\left(s_{2}\right)=0.5 & \nu_{2}\left(s_{4}\right)=0.5
\end{array}
$$

If we only consider the $\mathcal{R}$ downward closed sets in $\left\{\mathcal{R}^{\downarrow}(s) \mid s \in S\right\}$ where

$$
S=\left\{s, r, s_{1}, s_{2}, s_{3}, s_{4}\right\}
$$

then we will conclude that $s \sim_{1} r$, but $r \models \varphi$ while $s \not \models \varphi$ where

$$
\varphi=\mathcal{P}_{\geq 0.5}\left(X\left(L\left(s_{1}\right) \vee L\left(s_{2}\right)\right)\right)
$$



Figure 4.3: $\sim_{i}^{b}$ is not compositional when $i>1$

It turns out that $\sim_{1}$ is preserved by $\|$, implying that $\sim_{\mathrm{PCTL}_{1}^{-}}$and $\sim_{\mathrm{PCTL}_{1}^{*-}}$ are preserved by $\|$ as well.

Theorem 20. $s \sim_{1} r$ implies that $s\left\|t \sim_{1} r\right\| t$ for any $t$.
Proof. We need to prove that for each $\sim_{1}$ closed set $C$, if $s \| t \rightarrow \mu$ such that $\mu(C)>0$, there exists $r \| t \rightarrow \mu^{\prime}$ such that $\mu^{\prime}(C) \geq \mu(C)$ and vice versa. This can be prove by structural induction on $s \| t$ and $r \| t$. By the definition of $\|$ operator, if $s \| t \rightarrow \mu$, then either $s \rightarrow \mu_{s}$ with $\mu=\mu_{s} \| \delta_{t}$, or $t \rightarrow \mu_{t}$ with $\mu=\delta_{s} \| \mu_{t}$. We only consider the case when $\mu=\mu_{s} \| \delta_{t}$ since the other one is similar. We have known that $s \sim_{1} r$, so for each $C^{\prime}$ if $s \rightarrow \mu_{s}$ with $\mu_{s}\left(C^{\prime}\right)>0$, then there exists $r \rightarrow \mu_{r}$ such that $\mu_{r}\left(C^{\prime}\right) \geq \mu_{s}\left(C^{\prime}\right)$. By induction, if $s^{\prime} \sim_{1} r^{\prime}$ for $s^{\prime}, r^{\prime} \in C^{\prime}$, then $s^{\prime}\left\|t \sim_{1} r^{\prime}\right\| t$. So for each $C$ and $s \| t \rightarrow \mu$ with $\mu(C)>0$, there exists $r \| t \rightarrow \mu^{\prime}$ such that $\mu^{\prime}(C) \geq \mu(C)$.

Remark 1. We note that for Kripke structure (PA with only Dirac distributions) $\sim_{1}$ agrees with the usual strong bisimulation by Milner (8).

### 4.3.2 Strong Branching Bisimulation

Now we extend the relation $\sim_{1}$ to strong $i$-step bisimulations. Then, the intersection of all of these relations gives us the new notion of strong branching bisimulation, which we show to be the same as $\sim_{\text {PCTL }}$. Recall Theorem 19 states that $\sim_{\text {PCTL }}$ is strictly coarser than $\sim_{\text {PCTL }}{ }^{*}$, which we shall consider in the next section.

## 4. PROBABILISTIC AUTOMATA

Following the approach in (85) we define $\operatorname{Prob}_{\pi, s}\left(C, C^{\prime}, n, \omega\right)$ which denotes the probability from $s$ to states in $C^{\prime}$ via states in $C$ possibly in at most $n$ steps under scheduler $\pi$, where $\omega$ is used to keep track of the path and only deterministic schedulers are considered in the following. Formally, $\operatorname{Prob}_{\pi, s}\left(C, C^{\prime}, n, \omega\right)$ equals 1 if $s \in C^{\prime}$, and else if $n>0 \wedge\left(s \in C \backslash C^{\prime}\right)$, then

$$
\begin{equation*}
\operatorname{Prob}_{\pi, s}\left(C, C^{\prime}, n, \omega\right)=\sum_{r \in \operatorname{supp}\left(\mu^{\prime}\right)} \mu^{\prime}(r) \cdot \operatorname{Prob}_{\pi, r}\left(C, C^{\prime}, n-1, \omega r\right) \tag{4.1}
\end{equation*}
$$

where $\pi(\omega)\left(s, \mu^{\prime}\right)=1$, otherwise $\operatorname{Prob}_{\pi, s}\left(C, C^{\prime}, n, \omega\right)$ equals to 0 .
Strong $i$-depth branching bisimulation is a straightforward extension of strong 1depth bisimulation, where instead of considering only one immediate step, we consider up to $i$ steps. We let $\sim_{1}^{b}=\sim_{1}$ in the following.

Definition 25 (Strong $i$-depth Branching Bisimulation). A relation $\mathcal{R} \subseteq S \times S$ is a strong i-depth branching bisimulation with $i>1$ if $s \mathcal{R} r$ implies $s \sim_{i-1}^{b} r$ and for any $\mathcal{R}$ downward closed sets $C, C^{\prime}$,

1. for each scheduler $\pi$, there exists a scheduler $\pi^{\prime}$ such that

$$
\operatorname{Prob}_{\pi^{\prime}, r}\left(C, C^{\prime}, i, r\right) \geq \operatorname{Prob}_{\pi, s}\left(C, C^{\prime}, i, s\right)
$$

2. for each scheduler $\pi$, there exists a scheduler $\pi^{\prime}$ such that

$$
\operatorname{Prob}_{\pi^{\prime}, s}\left(C, C^{\prime}, i, s\right) \geq \operatorname{Prob}_{\pi, r}\left(C, C^{\prime}, i, r\right)
$$

We write $s \sim_{i}^{b} r$ whenever there is a strong $i$-depth branching bisimulation $\mathcal{R}$ such that $s \mathcal{R} r$. The strong branching bisimulation $\sim^{b}$ is defined as

$$
\sim^{b}=\bigcap_{i \geq 1} \sim_{i}^{b}
$$

The following lemma shows that $\sim_{i}^{b}$ is an equivalence relation, and moreover, $\sim_{i}^{b}$ decreases until a fixed point is reached.

Lemma 18. 1. $\sim^{b}$ and $\sim_{i}^{b}$ are equivalence relations for any $i>1$.
2. $\sim_{j}^{b} \subseteq \sim_{i}^{b}$ provided that $1 \leq i \leq j$.
3. There exists $i \geq 1$ such that $\sim_{j}^{b}=\sim_{k}^{b}$ for any $j, k \geq i$.

Proof. We only show the proof of transitivity of $\sim_{i}^{b}$. Suppose that $s \sim_{i}^{b} t$ and $t \sim_{i}^{b} r$, we need to prove that $s \sim_{i}^{b} r$. By Definition 25, we know there exists strong $i$-depth branching bisimulations $\mathcal{R}_{1}$ and $\mathcal{R}_{2}$ such that $s \mathcal{R}_{1} t$ and $t \mathcal{R}_{2} r$. Let

$$
\mathcal{R}=\mathcal{R}_{1} \circ \mathcal{R}_{2}=\left\{\left(s_{1}, s_{3}\right) \mid \exists s_{2} \cdot\left(s_{1} \mathcal{R}_{1} s_{2} \wedge s_{2} \mathcal{R}_{2} r\right)\right\},
$$

it is enough to show that $\mathcal{R}$ is a strong $i$-depth bisimulation. Note $\mathcal{R}_{1} \cup \mathcal{R}_{2} \subseteq \mathcal{R}$, since for each $s_{1} \mathcal{R}_{1} s_{2}$ we also have $s_{2} \mathcal{R}_{2} s_{2}$ due to reflexivity, thus $s_{1} \mathcal{R} s_{2}$, similarly we can show that $\mathcal{R}_{2} \subseteq \mathcal{R}$. Therefore for any $\mathcal{R}$ downward closed sets $C$ and $C^{\prime}$, they are also $\mathcal{R}_{1}$ and $\mathcal{R}_{2}$ downward closed. Therefore for each $\pi$, there exists $\pi^{\prime}$ such that

$$
\operatorname{Prob}_{\pi^{\prime}, t}\left(C, C^{\prime}, i\right) \geq \operatorname{Prob}_{\pi, s}\left(C, C^{\prime}, i\right)
$$

Since we also have $t \sim_{i}^{b} r$, thus there exists $\pi^{\prime \prime}$ such that

$$
\operatorname{Prob}_{\pi^{\prime \prime}, r}\left(C, C^{\prime}, i\right) \geq \operatorname{Prob}_{\pi^{\prime}, t}\left(C, C^{\prime}, i\right) \geq \operatorname{Prob}_{\pi, s}\left(C, C^{\prime}, i\right)
$$

This completes the proof of transitivity.
The proof of Clause (2) is straightforward from Definition 27, since $s \sim_{j}^{b} r$ implies $s \sim_{j-1}^{b} r$ when $j>1$.

It is straightforward from the Definition 25 that $\sim_{i}^{b}$ is getting more discriminating as $i$ increases. In a PA only with finite states the maximum number of equivalence classes is equal to the number of states, as a result we can guarantee that $\sim_{n}^{b}=\sim^{b}$ where $n$ is the total number of states.

Let $\mathcal{R}$ be an equivalence over $S$. The set $C \subseteq S$ is said to be $\mathcal{R}$ closed iff $s \in C$ and $s \mathcal{R} r$ implies $r \in C . C_{\mathcal{R}}$ is used to denote the least $\mathcal{R}$ closed set which contains $C$.

Definition 26. Two paths $\omega_{1}=s_{0} s_{1} \ldots$ and $\omega_{2}=r_{0} r_{1} \ldots$ are strong $i$-depth branching bisimilar, written as $\omega_{1} \sim_{i}^{b} \omega_{2}$, iff $\omega_{1}[j] \sim_{i}^{b} \omega_{2}[j]$ for all $0 \leq j \leq i$.

We first define the $\sim_{i}^{b}$ closed paths i.e. the set $\Omega$ of paths is $\sim_{i}^{b}$ closed if for any $\omega_{1} \in \Omega$ and $\omega_{2}$ such that $\omega_{1} \sim_{i}^{b} \omega_{2}$, it holds that $\omega_{2} \in \Omega$. Let

$$
\mathcal{B}_{\sim_{i}^{b}}=\left\{\Omega \subseteq \mathcal{B} \mid \Omega \text { is } \sim_{i}^{b} \text { closed }\right\} .
$$

By standard measure theory $\mathcal{B}_{\sim_{i}^{b}}$ is measurable. The $\sim_{i}$ for paths can be defined similarly and is omitted here.

Lemma 19. $s \sim_{\text {PCTL }} r$ iff $s \sim_{n}^{b} r$ for any $n \geq 1$, that is,

$$
\sim_{\mathrm{PCTL}}=\bigcap_{n \geq 1} \sim_{n}^{b} .
$$

Proof. The proof is based on the fact that

$$
\varphi_{1} \mathrm{U} \varphi_{2}=\varphi_{1} \mathrm{U}^{\leq \infty} \varphi_{2}
$$

It is not hard to show that $\sim_{i}^{b}$ characterizes $\mathrm{PCTL}_{i}^{-}$. Moreover, we show that $\sim^{b}$ agrees with PCTL equivalence.

Theorem 21. $\sim_{\mathrm{PCTL}_{i}^{-}}=\sim_{i}^{b}$ for any $i \geq 1$, and moreover $\sim_{\mathrm{PCTL}}=\sim^{b}$.
Proof. In the following, we will use

$$
\operatorname{Sat}(\varphi)=\{s \in S \mid s \models \varphi\}
$$

to denote the set of states which satisfy $\varphi$. Similarly,

$$
\operatorname{Sat}(\psi)=\left\{\omega \in \operatorname{Path} s\left(s_{0}\right) \mid \omega \models \psi\right\}
$$

is the set of paths which satisfy $\psi$.
Let

$$
\mathcal{R}=\left\{(s, r) \mid s \sim_{\mathrm{PCTL}_{i}^{-}} r\right\}
$$

in order to prove that $s \sim_{\mathrm{PCTL}_{i}^{-}} r$ implies $s \sim_{i}^{b} r$ for any $s$ and $r$, we need to show that for any $\mathcal{R}$ closed sets $C, C^{\prime}$ and scheduler $\pi$, there exists a scheduler $\pi^{\prime}$ such that

$$
\operatorname{Prob}_{\pi^{\prime}, r}\left(C, C^{\prime}, i, r\right) \geq \operatorname{Prob}_{\pi, s}\left(C, C^{\prime}, i, s\right)
$$

and vice versa provided that $s \mathcal{R} r$. Suppose there are $n$ different equivalence classes in a finite PA. Let $\varphi_{C_{i}, C_{j}}$ be a state formula such that

$$
\operatorname{Sat}\left(\varphi_{C_{i}, C_{j}}\right) \supseteq C_{i} \text { and } \operatorname{Sat}\left(\varphi_{C_{i}, C_{j}}\right) \cap C_{j}=\emptyset
$$

here $1 \leq i \neq j \leq n$ and $C_{i}, C_{j} \in S / \mathcal{R}$ are two different equivalence classes. Formula like $\varphi_{C_{i}, C_{j}}$ always exists, otherwise there will not exist a formula which is fulfilled by states in $C_{i}$, but not fulfilled by states in $C_{j}$, that is, states in $C_{i}$ and $C_{j}$ satisfy the same set of formulae, this is against the assumption that $C_{i}$ and $C_{j}$ are two different equivalence classes. Let

$$
\varphi_{C_{i}}=\bigcap_{1 \leq j \neq i \leq n} \varphi_{C_{i}, C_{j}},
$$

it is not hard to see that $\operatorname{Sat}\left(\varphi_{C_{i}}\right)=C_{i}$. For a $\mathcal{R}$ closed set $C$, it holds

$$
\varphi_{C}=\bigvee_{C^{\prime} \in S / \mathcal{R} \wedge C^{\prime} \subseteq C} \varphi_{C^{\prime}}
$$

then $\operatorname{Sat}\left(\varphi_{C}\right)=C$. Now suppose $\operatorname{Prob}_{\pi, s}\left(C, C^{\prime}, i, s\right)=q$, then we know

$$
s \models \neg \mathcal{P}_{<q} \psi \text { where } \psi=\varphi_{C} \mathrm{U}^{\leq j} \varphi_{C^{\prime}} .
$$

By assumption $r \models \neg \mathcal{P}_{<q} \psi$, so there exists a scheduler $\pi^{\prime}$ such that

$$
\operatorname{Prob}_{\pi^{\prime}, r}\left(C, C^{\prime}, i, r\right) \geq q,
$$

that is,

$$
\operatorname{Prob}_{\pi^{\prime}, r}\left(C, C^{\prime}, i, r\right) \geq \operatorname{Prob}_{\pi, s}\left(C, C^{\prime}, i, s\right) .
$$

The other case is similar and is omitted here.
The proof of $\sim_{i}^{b} \subseteq \sim_{\mathrm{PCTL}_{i}^{-}}$is by structural induction on the syntax of state formula $\varphi$ and path formula $\psi$ of $\mathrm{PCTL}_{i}^{-}$, that is, we need to prove the following two results simultaneously.

1. $s \sim_{i}^{b} r$ implies that $s \models \varphi$ iff $r \models \varphi$ for any state formula $\varphi$.
2. $\omega_{1} \sim_{i}^{b} \omega_{2}$ implies that $\omega_{1} \models \psi$ iff $\omega_{2} \models \psi$ for any path formula $\psi$.

We only consider $\varphi=\mathcal{P}_{\leq q}(\psi)$ where $\psi=\varphi_{1} \mathrm{U}^{\leq i} \varphi_{2}$, since other cases are similar. According to the semantics

$$
s \models \varphi \text { iff } \forall \pi . \operatorname{Prob}_{\pi, s}(\{\omega \mid \omega \models \psi\}) \leq q .
$$

By induction $\Omega=\{\omega \mid \omega \models \psi\}$ is $\sim_{i}^{b}$ closed. We need to show that $l(\Omega)=i$ and there exists two $\sim_{i}^{b}$ closed sets $C, C^{\prime}$ such that $\Omega=\underset{0<k<i}{\bigcup} C^{k} C^{\prime}$, this is straightforward by the semantics of $\mathrm{U}^{\leq i}$. We prove by contraction, and assume $s \models \varphi$ and $r \not \vDash \varphi$. Then for any $\pi$, we have $\operatorname{Prob}_{\pi, s}(\Omega) \geq q$. Since $r \not \vDash \varphi$, there exists $\pi^{\prime}$ such that $\operatorname{Prob}_{\pi^{\prime}, r}(\Omega)>q$, thus there does not exist $\pi$ such that

$$
\operatorname{Prob}_{\pi, s}\left(C, C^{\prime}, i, s\right) \geq \operatorname{Prob}_{\pi^{\prime}, r}\left(C, C^{\prime}, i, r\right),
$$

which contradicts with assumption $s \sim_{i}^{b} r$. Therefore $r \models \varphi$, and $s \sim_{\mathrm{PCTL}_{i}^{-}} r$.
The proof of $\sim_{\text {PCTL }}=\sim^{b}$ is straightforward by using Lemma 18 and Lemma 19.
Intuitively, since $\sim_{i}^{b}$ decreases as $i$ increases, for any PA $\sim_{i}^{b}$ will eventually converge to PCTL equivalence.

Recall $\sim_{1}^{b}$ is compositional by Theorem 20, which unfortunately is not the case for $\sim_{i}^{b}$ with $i>1$. This is illustrated by the following example:

## 4. PROBABILISTIC AUTOMATA

Counterexample 2. $s \sim_{i}^{b} r$ does not imply $s\left\|t \sim_{i}^{b} r\right\| t$ for any $t$ generally if $i>1$.

We have shown in Example 38 that $s \sim_{\text {PCTL }} r$. If we compose $s$ and $r$ with $t$ where $t$ only has a transition to $\mu$ such that $\mu\left(t_{1}\right)=0.4$ and $\mu\left(t_{2}\right)=0.6$, then it turns out that

$$
s\left\|t \nsim_{\mathrm{PCTL}} r\right\| t
$$

Since there exists $\varphi=\mathcal{P}_{\leq 0.34} \psi$ with

$$
\psi=\left(\left(L(s \| t) \vee L\left(s_{1} \| t\right) \vee\left(L\left(s_{3} \| t\right)\right)\right) \mathrm{U}^{\leq 2}\left(L\left(s_{1} \| t_{2}\right) \vee L\left(s_{3} \| t_{1}\right)\right)\right)
$$

such that

$$
s \| t \models \varphi \text { but } r \| t \not \vDash \varphi
$$

as there exists a scheduler $\pi$ such that the probability of paths satisfying $\psi$ in $\operatorname{Prob}_{\pi, r}$ equals 0.36. Fig. 4.3 shows the execution of $r$ guided by the scheduler $\pi$, and we assume all the states in Fig. 4.3 have different atomic propositions except that $L(s \| t)=L(r \|$ $t$ ). It is similar for $\sim_{\mathrm{PCTL}^{*}}$.

Note that $\varphi$ is also a well-formed state formula of $\mathrm{PCTL}_{2}^{-}$, so $\sim_{\mathrm{PCTL}_{i}^{-}}$as well as $\sim_{i}^{b}$ are not compositional if $i \geq 2$.

### 4.3.3 Strong Bisimulation

In this section we introduce a new notion of strong bisimulation and show that it characterizes $\sim_{\text {PCTL }}$. Given a preorder $\mathcal{R}$, a $\mathcal{R}$ downward closed cone $C_{\Omega}$ and a measure $\operatorname{Prob}$, the value of $\operatorname{Prob}\left(C_{\Omega}\right)$ can be computed by summing up the values of all $\operatorname{Prob}\left(C_{\omega}\right)$ with $\omega \in \Omega$. We let $\tilde{\Omega} \subseteq\left(\mathcal{R}^{\downarrow}\right)^{*}$ be a set of $\mathcal{R}$ downward closed paths, then $C_{\tilde{\Omega}}$ is the corresponding set of $\mathcal{R}$ downward closed cones, that is, $C_{\tilde{\Omega}}=\cup_{\Omega \in \tilde{\Omega}} C_{\Omega}$. Define

$$
l(\tilde{\Omega})=\operatorname{Max}\{l(\Omega) \mid \Omega \in \tilde{\Omega}\}
$$

as the maximum length of $\Omega$ in $\tilde{\Omega}$. To compute $\operatorname{Prob}\left(C_{\tilde{\Omega}}\right)$, we cannot sum up the value of each $\operatorname{Prob}\left(C_{\Omega}\right)$ such that $\Omega \in \widetilde{\Omega}$ as before since we may have a path $\omega$ such that $\omega \in \Omega_{1}$ and $\omega \in \Omega_{2}$ where $\Omega_{1}, \Omega_{2} \in \widetilde{\Omega}$, so we have to remove these duplicate paths and make sure each path is considered once and only once as follows where we abuse the notation and write $\omega \in \widetilde{\Omega}$ iff $\exists \Omega .(\Omega \in \widetilde{\Omega} \wedge \omega \in \Omega)$ :

$$
\begin{equation*}
\operatorname{Prob}\left(C_{\tilde{\Omega}}\right)=\sum_{\omega \in \tilde{\Omega} \wedge \nexists \omega^{\prime} \in \tilde{\Omega} . \omega^{\prime} \leq \omega} \operatorname{Prob}\left(C_{\omega}\right) \tag{4.2}
\end{equation*}
$$

Note Equation 4.2 can be extended to compute the probability of any set of cones in a given measure.

The definition of strong $i$-depth bisimulation is as follows:
Definition 27 (Strong $i$-depth Bisimulation). A relation $\mathcal{R} \subseteq S \times S$ is a strong $i$-depth bisimulation if $i>1$ and $s \mathcal{R} r$ implies that $s \sim_{i-1} r$ and for any $\widetilde{\Omega} \subseteq\left(\mathcal{R}^{\downarrow}\right)^{*}$ with $l(\widetilde{\Omega})=i$

1. for each scheduler $\pi$, there exists $\pi^{\prime}$ such that

$$
\operatorname{Prob}_{\pi^{\prime}, r}\left(C_{\widetilde{\Omega}}\right) \geq \operatorname{Prob}_{\pi, s}\left(C_{\widetilde{\Omega}}\right),
$$

2. for each scheduler $\pi$, there exists $\pi^{\prime}$ such that

$$
\operatorname{Prob}_{\pi^{\prime}, s}\left(C_{\widetilde{\Omega}}\right) \geq \operatorname{Prob}_{\pi, r}\left(C_{\widetilde{\Omega}}\right) .
$$

We write $s \sim_{i} r$ whenever there is a i-depth strong bisimulation $\mathcal{R}$ such that $\mathcal{R} r$. The strong bisimulation $\sim$ is defined as

$$
\sim=\bigcap_{i \geq 1} \sim_{i}
$$

Similar to $\sim_{i}^{b}$, the relation $\sim_{i}$ forms a chain of equivalence relations where the strictness of $\sim_{i}$ increases as $i$ increases, and $\sim_{i}$ will converge finally in a PA.

Lemma 20. 1. $\sim_{i}$ is an equivalence relation for any $i>1$.
2. $\sim_{j} \subseteq \sim_{i}$ provided that $1 \leq i \leq j$.
3. There exists $i \geq 1$ such that $\sim_{j}=\sim_{k}$ for any $j, k \geq i$.

Proof. 1. The proof is similar as the proof of Clause 1 of Lemma 18.
2. The proof is straightforward from Definition 27.
3. Since there are only finitely many states, thus there are only finitely many equivalence classes, such $i$ always exists.

Let $\sim=\bigcap_{n \geq 1} \sim_{n}$, we have a lemma as follows:

## 4. PROBABILISTIC AUTOMATA

Lemma 21. $s \sim_{\text {PCTL* }^{*}} r$ iff $s \sim_{n} r$ for any $n \geq 1$, that is,

$$
\sim_{\mathrm{PCTL}^{*}}=\bigcap_{n \geq 1} \sim_{n}
$$

Proof. The proof is based on the fact that $\psi_{1} \cup \psi_{2}=\psi_{1} \mathrm{U} \leq \infty \psi_{2}$.
Below we show that $\sim_{i}$ characterizes $\sim_{\mathrm{PCTL}_{i}^{*-}}$ for all $i \geq 1$, and $\sim$ agrees with PCTL* equivalence:

Theorem 22. $\sim_{\mathrm{PCTL}_{i}^{*-}}=\sim_{i}$ for any $i \geq 1$, and moreover $\sim_{\mathrm{PCTL}^{*}}=\sim$.
Proof. Let

$$
\mathcal{R}=\left\{(s, r) \mid s \sim_{\mathrm{PCTL}_{i}^{*-}} r\right\}
$$

we need to show that $\mathcal{R}$ is strong $i$-depth bisimulation in order to prove that $s \sim_{\mathrm{PCTL}_{i}^{*-}} r$ implies $s \sim_{i} r$ for any $s$ and $r$. According to Definition 27, we need to show that for any $\widetilde{\Omega} \subseteq\left(\mathcal{R}^{\downarrow}\right)^{*}$ with $l(\widetilde{\Omega})=i$ and scheduler $\pi$, there exists a scheduler $\pi^{\prime}$ such that

$$
\operatorname{Prob}_{\pi^{\prime}, r}\left(C_{\widetilde{\Omega}}\right) \geq \operatorname{Prob}_{\pi, s}\left(C_{\widetilde{\Omega}}\right)
$$

and vice versa provided that $s \mathcal{R} r$. Following the way in the proof of Theorem 21, we can construct a formula $\varphi_{C}$ such that $\operatorname{Sat}\left(\varphi_{C}\right)=C$ where $C$ is a $\mathcal{R}$ closed set. Suppose $\Omega=C_{0} C_{1} \ldots C_{j}$ with $j \leq i$, then

$$
\psi_{\Omega}=\varphi_{C_{0}} \wedge \mathrm{X}\left(\varphi_{C_{1}} \wedge \ldots \wedge \mathrm{X}\left(\varphi_{C_{j-1}} \wedge \mathrm{X} \varphi_{C_{j}}\right)\right)
$$

can be used to characterize $\Omega$, that is, $\operatorname{Sat}\left(\psi_{\Omega}\right)=C_{\Omega}$. Let $\psi=\underset{\Omega \in \widetilde{\Omega}}{\vee} \psi_{\Omega}$, then $\operatorname{Sat}(\psi)=$ $C_{\widetilde{\Omega}}$. As a result $s \models \neg \mathcal{P}_{<q} \psi$ where $q=\operatorname{Prob}_{\pi, s}\left(C_{\widetilde{\Omega}}\right)$. By assumption $r \models \neg \mathcal{P}_{<q} \psi$, so there exists a scheduler $\pi^{\prime}$ such that $\operatorname{Prob}_{\pi^{\prime}, r}\left(C_{\widetilde{\Omega}}\right) \geq q$, that is,

$$
\operatorname{Prob}_{\pi^{\prime}, r}\left(C_{\widetilde{\Omega}}\right) \geq \operatorname{Prob}_{\pi, s}\left(C_{\widetilde{\Omega}}\right)
$$

The other case is similar and is omitted here.
The proof of $\sim_{i} \subseteq \sim_{\mathrm{PCTL}_{i}^{*-}}$ is by structural induction on the syntax of state formula $\varphi$ and path formula $\psi$ of $\mathrm{PCTL}_{i}^{*-}$, that is, we need to prove the following two results simultaneously.

1. $s \sim_{i} r$ implies that $s \models \varphi$ iff $r \models \varphi$ for any state formula $\varphi$ of $\mathrm{PCTL}_{i}^{*-}$.
2. $\omega_{1} \sim_{i} \omega_{2}$ implies that $\omega_{1} \models \psi$ iff $\omega_{2} \models \psi$ for any path formula $\psi$ of $\mathrm{PCTL}_{i}^{*-}$.

We only consider $\varphi=\mathcal{P}_{\leq q}(\psi)$ where $\psi=\psi_{1} \mathrm{U}^{\leq i} \psi_{2}$, since other cases are similar. By induction $\widetilde{\Omega}=\{\omega \mid \omega \models \psi\}$ is $\sim_{i}$ closed, and also $l(\widetilde{\Omega})=i$. We prove by contradiction, and assume that $s \models \varphi$ and $r \not \models \varphi$. According to the semantics $s \models \varphi$ iff $\forall \pi . \operatorname{Prob}_{\pi, s}(\widetilde{\Omega}) \leq q$. If $r \not \vDash \varphi$, then there exists $\pi^{\prime}$ such that $\operatorname{Prob}_{\pi^{\prime}, r}(\widetilde{\Omega})>q$, consequently for such $\pi^{\prime}$ of $r$ there does not exist $\pi$ of $s$ such that

$$
\operatorname{Prob}_{\pi, s}(\widetilde{\Omega}) \geq \operatorname{Prob}_{\pi^{\prime}, r}(\widetilde{\Omega})
$$

which contradicts with assumption that $s \sim_{i} r$, therefore $r \models \varphi$ and $s \sim_{\mathcal{P C T L}_{i}^{*-}} r$.
The proof of $\sim_{\text {PCTL }}{ }^{*}=\sim$ is straightforward by using Lemma 20 and Lemma 21 .
Recall by Lemma 20, there exists $i>0$ such that $\sim_{\text {PCTL* }}=\sim_{i}$.
For the same reason as strong $i$-depth branching bisimulation, $\sim_{i}$ is not preserved by $\|$ when $i>1$.

Counterexample 3. $s \sim_{i} r$ does not imply $s\left\|t \sim_{i} r\right\| t$ for any $t$ generally if $i>1$. This can be shown by using the same arguments as in Counterexample 2.

### 4.3.4 Taxonomy for Strong Bisimulations

Fig. 4.4 summaries the relationship among all these bisimulations and logical equivalences. The arrow $\rightarrow$ denotes $\subseteq$ and $\nrightarrow$ denotes $\nsubseteq$. We also abbreviate $\sim_{\text {PCTL }}$ as PCTL, and it is similar for other logical equivalences. Congruent relations w.r.t. the \|| operator are shown in circles, and non-congruent relations are shown in boxes. Segala has considered another strong bisimulation in (1), which can be defined by replacing the $\xrightarrow{r} \mathrm{P} \mu^{\prime}$ with $r \rightarrow \mu^{\prime}$ and thus is strictly stronger than $\sim_{\mathrm{p}}$. It is also worth mentioning that all the bisimulations shown in Fig. 4.4 coincide with the strong bisimulation defined in (54) in the DTMC setting which can be seen as a special case of PA (i.e., deterministic probabilistic automata).

### 4.4 Weak Bisimulations

As in (54) we use $\mathrm{PCTL}_{\backslash x}$ to denote the subset of PCTL without next operator $\mathrm{X} \varphi$ and bounded until $\varphi_{1} \mathrm{U}^{\leq n} \varphi_{2}$. Similarly, $\mathrm{PCTL}_{{ }^{*} \mathrm{X}}^{*}$ is used to denote the subset of PCTL* without next operator $\mathbf{X} \psi$. In this section we shall introduce weak bisimulations and study their relation to $\sim \sim_{P C T L_{\mid X}}$ and $\sim_{P C T L_{\mid}^{*}}^{*}$, respectively. Before this we should point


Figure 4.4: Relationship of different equivalences in strong scenario.
out that $\sim_{\text {PCTL }_{1 \times}}$ implies $\sim_{P C T L_{\backslash x}}$ but the other direction does not hold. Refer to the following example.

Example 40. Suppose s and $r$ are given by Fig. 38 where each of $s_{1}$ and $s_{3}$ is attached with one transition respectively, that is, $s_{1} \rightarrow \mu_{1}$ such that

$$
\mu_{1}\left(s_{4}\right)=0.4 \text { and } \mu_{1}\left(s_{5}\right)=0.6,
$$

$s_{3} \rightarrow \mu_{3}$ such that

$$
\mu_{3}\left(s_{4}\right)=0.4 \text { and } \mu_{3}\left(s_{5}\right)=0.6 \text {. }
$$

In addition, $s_{2}, s_{4}$ and $s_{5}$ only have a transition with probability 1 to themselves, and all these states are assumed to have different atomic propositions. Then $s \sim_{P C T L}{ }_{\mathrm{X}} r$
but $s \nsim_{\text {PCTL }}{ }^{*} \times r$, since we have a path formula

$$
\psi=\left(\left(L(s) \vee L\left(s_{1}\right)\right) \cup L\left(s_{5}\right)\right) \vee\left(\left(L(s) \vee L\left(s_{3}\right)\right) \cup L\left(s_{4}\right)\right)
$$

such that

$$
s \models \mathcal{P}_{\leq 0.34} \psi \text { but } r \not \models \mathcal{P}_{\leq 0.34} \psi,
$$

since there exists a scheduler $\pi$ where the probability of path formulae satisfying $\psi$ in Prob $_{\pi, r}$ is equal to

$$
\operatorname{Prob}_{\pi, r}\left(s s_{1} s_{5}\right)+\operatorname{Prob}_{\pi, r}\left(s s_{3} s_{4}\right)=0.36 .
$$

Note $\psi$ is not a well-formed path formula of $\mathrm{PCTL}_{\backslash \mathrm{x}}$.

### 4.4.1 Branching Probabilistic Bisimulation by Segala

Before introducing our weak bisimulations, we give the classical definition of branching probabilistic bisimulation proposed in (1). Given an equivalence relation $\mathcal{R}, s$ can evolve into $\mu$ by a branching transition, written as $s \Rightarrow^{\mathcal{R}} \mu$, iff

- $\mu=\delta_{s}$, or
- $s \rightarrow \mu^{\prime}$ and

$$
\mu=\sum_{r \in\left(\operatorname{supp}\left(\mu^{\prime}\right) \cap[s]\right) \wedge r \Rightarrow \Rightarrow^{\mathcal{R}} \mu_{r}} \mu^{\prime}(r) \cdot \mu_{r}+\sum_{r \in \operatorname{supp}\left(\mu^{\prime}\right) \backslash[s]} \mu^{\prime}(r) \cdot \delta_{r}
$$

where [s] denotes the equivalence class containing $s$. Stated differently, $s \Rightarrow^{\mathcal{R}} \mu$ means that $s$ can evolve into $\mu$ only via states in $[s]$. Accordingly, branching combined transition $s \Rightarrow{ }_{P}^{\mathcal{R}} \mu$ can be defined based on the branching transition, i.e. $s \Rightarrow{ }_{\mathrm{P}}^{\mathcal{R}} \mu$ iff there exists a collection of branching transitions $\left\{s \Rightarrow^{\mathcal{R}} \mu_{i}\right\}_{i \in I}$, and a collection of probabilities $\left\{p_{i}\right\}_{i \in I}$ with $\sum_{i \in I} p_{i}=1$ such that $\mu=\sum_{i \in I} p_{i} \mu_{i}$.

We give the definition branching probabilistic bisimulation as follows:
Definition 28 (Branching Probabilistic Bisimulation). An equivalence relation $\mathcal{R} \subseteq$ $S \times S$ is a branching probabilistic bisimulation iff $s \mathcal{R} r$ implies that $L(s)=L(r)$ and for each $s \rightarrow \mu$, there exists $r \Rightarrow{ }_{P}^{\mathcal{R}} \mu^{\prime}$ such that $\mu \mathcal{R} \mu^{\prime}$.

We write $s \simeq_{P} r$ whenever there is a branching probabilistic bisimulation $\mathcal{R}$ such that $s \mathcal{R} r$.

The following properties concerning branching probabilistic bisimulation are taken from (1):

Lemma $22((1)) . \quad$ 1. $\simeq_{\mathrm{P}} \subseteq \sim_{\mathrm{PCTL}_{\backslash \mathrm{X}}}^{*} \subseteq \sim_{\mathrm{PCTL}_{\backslash \mathrm{X}}}$.
2. $\simeq_{\mathrm{P}}$ is preserved by $\|$.

### 4.4.2 A Novel Weak Branching Bisimulation

Similar to the definition of bounded reachability $\operatorname{Prob}_{\pi, s}\left(C, C^{\prime}, n, \omega\right)$, we define the function $\operatorname{Prob}_{\pi, s}\left(C, C^{\prime}, \omega\right)$ which denotes the probability from $s$ to states in $C^{\prime}$ possibly via states in $C$. Again $\omega$ is used to keep track of the path which has been visited. Formally,

- if $s \in C^{\prime}, \operatorname{Prob}_{\pi, s}\left(C, C^{\prime}, \omega\right)=1$;
- if $s \notin C, \operatorname{Prob}_{\pi, s}\left(C, C^{\prime}, \omega\right)=0$;
- otherwise

$$
\begin{equation*}
\operatorname{Prob}_{\pi, s}\left(C, C^{\prime}, \omega\right)=\sum_{r \in \operatorname{supp}\left(\mu^{\prime}\right)} \mu^{\prime}(r) \cdot \operatorname{Prob}_{\pi, r}\left(C, C^{\prime}, \omega r\right) \tag{4.3}
\end{equation*}
$$

where $\pi(\omega)\left(s, \mu^{\prime}\right)=1$.
The definition of weak branching bisimulation is as follows:
Definition 29 (Weak Branching Bisimulation). A relation $\mathcal{R} \subseteq S \times S$ is a weak branching bisimulation if $s \mathcal{R} r$ implies that $L(s)=L(r)$ and for any $\mathcal{R}$ downward closed sets $C, C^{\prime}$

1. for each scheduler $\pi$, there exists $\pi^{\prime}$ such that

$$
\operatorname{Prob}_{\pi^{\prime}, r}\left(C, C^{\prime}, r\right) \geq \operatorname{Prob}_{\pi, s}\left(C, C^{\prime}, s\right)
$$

2. for each scheduler $\pi$, there exists $\pi^{\prime}$ such that

$$
\operatorname{Prob}_{\pi^{\prime}, s}\left(C, C^{\prime}, s\right) \geq \operatorname{Prob}_{\pi, r}\left(C, C^{\prime}, r\right)
$$

We write $s \approx^{b} r$ whenever there is a weak branching bisimulation $\mathcal{R}$ such that $s \mathcal{R} r$.

The following theorem shows that $\approx^{\mathrm{b}}$ is an equivalence relation. Also different from the strong cases where we use a series of equivalence relations to either characterize or approximate $\sim_{\text {PCTL }}$ and $\sim_{\text {PCTL }}$, in the weak scenario we show that $\approx^{\text {b }}$ itself is enough
to characterize $\sim_{P C T L_{\mid x}}$. Intuitively because in $\sim_{P C T L_{\mid X}}$ only unbounded until operator is allowed in path formula which means we abstract from the number of steps to reach certain states.

Theorem 23. 1. $\approx^{b}$ is an equivalence relation.
2. $\approx^{b}=\sim_{\mathrm{PCT}} \mathrm{T}_{\mathrm{X}}$.

## Proof. 1. The proof is similar as the proof of Clause 1 of Lemma 18.

2. In order to prove that $s \sim_{P_{P C T L}^{\mid x ~}} r$ implies $s \approx^{\text {b }} r$ for any $s$ and $r$, we need to prove that

$$
\mathcal{R}=\left\{(s, r) \mid s \sim_{\mathcal{P C T L}_{\_{X}}} r\right\}
$$

is a weak branching bisimulation. Therefore we need to show that for any $\mathcal{R}$ closed sets $C, C^{\prime}$ and any scheduler $\pi$ of $s$, there exists a scheduler $\pi^{\prime}$ of $r$ such that

$$
\operatorname{Prob}_{\pi^{\prime}, r}\left(C, C^{\prime}, r\right) \geq \operatorname{Prob}_{\pi, s}\left(C, C^{\prime}, s\right)
$$

and vice versa provided that $s \mathcal{R} r$. Following the way in the proof of Theorem 21, we can construct a formula $\varphi_{C}$ such that $\operatorname{Sat}\left(\varphi_{C}\right)=C$ where $C$ is a $\mathcal{R}$ closed set. Let $\psi=\varphi_{C} \cup \varphi_{C^{\prime}}$, then it is not hard to see that $s \models \neg \mathcal{P}_{<q} \psi$ where $q=$ $\operatorname{Prob}_{\pi, s}\left(C, C^{\prime}, s\right)$. By assumption $r \models \neg \mathcal{P}_{<q} \psi$, so there exists a scheduler $\pi^{\prime}$ such that $\operatorname{Prob}_{\pi^{\prime}, r}\left(C, C^{\prime}, r\right) \geq q$, that is,

$$
\operatorname{Prob}_{\pi^{\prime}, r}\left(C, C^{\prime}, r\right) \geq \operatorname{Prob}_{\pi, s}\left(C, C^{\prime}, s\right)
$$

The other case is similar and is omitted here.
The proof of $\approx^{\mathrm{b}} \subseteq \sim_{\mathrm{PCT}}{L_{X}}$ is by structural induction on the syntax of state formula $\varphi$ and path formula $\psi$ of $\mathrm{PCTL}_{\backslash \mathrm{X}}$, that is, we need to prove the following two results simultaneously.
(a) $s \approx^{\mathrm{b}} r$ implies that $s \models \varphi$ iff $r \models \varphi$ for any state formula $\varphi$.
(b) $\omega_{1} \approx^{\mathrm{b}} \omega_{2}$ implies that $\omega_{1} \models \psi$ iff $\omega_{2} \models \psi$ for any path formula $\psi$.

We only consider $\varphi=\mathcal{P}_{\leq q}(\psi)$ with $\psi=\varphi_{1} \cup \varphi_{2}$ since the other cases are similar. By induction Sat $\left(\varphi_{1}\right)$ and $\operatorname{Sat}\left(\varphi_{2}\right)$ are $\approx$ blosed, moreover

$$
\operatorname{Prob}_{\pi, s}(\{\omega \mid \omega \models \psi\})=\operatorname{Prob}_{\pi, s}\left(\operatorname{Sat}\left(\varphi_{1}\right), \operatorname{Sat}\left(\varphi_{2}\right), s\right)
$$

by Equation (4.3) for any $\pi$. We prove by contradiction, and assume that $s \models \varphi$ and $r \not \vDash \varphi$. According to the semantics,

$$
s \models \varphi \text { iff } \forall \pi \cdot \operatorname{Prob}_{\pi, s}\left(\operatorname{Sat}\left(\varphi_{1}\right), \operatorname{Sat}\left(\varphi_{2}\right), s\right) \leq q
$$

If $r \not \vDash \varphi$, then there exists $\pi^{\prime}$ of $r$ such that

$$
\operatorname{Prob}_{\pi^{\prime}, r}\left(\operatorname{Sat}\left(\varphi_{1}\right), \operatorname{Sat}\left(\varphi_{2}\right), r\right)>q
$$

therefore for such $\pi^{\prime}$, there does not exist $\pi$ of $s$ such that

$$
\operatorname{Prob}_{\pi, s}\left(\operatorname{Sat}\left(\varphi_{1}\right), \operatorname{Sat}\left(\varphi_{2}\right), s\right) \geq \operatorname{Prob}_{\pi^{\prime}, r}\left(\operatorname{Sat}\left(\varphi_{1}\right), \operatorname{Sat}\left(\varphi_{2}\right), r\right)
$$

which contradicts with the assumption $s \approx^{\mathrm{b}} r$. As a result, it must hold that $r \vDash \varphi$, and $s \sim_{\mathrm{PCTL}_{\backslash \mathrm{x}}} r$.

As in the strong scenario, $\approx^{\mathrm{b}}$ suffers from the same problem as $\sim_{i}^{b}$ and $\sim_{i}$ with $i>1$, that is, it is not preserved by $\|$.

Counterexample 4. $s \approx^{b} r$ does not always imply $s\left\|t \approx^{b} r\right\| t$ for any $t$. This can be shown in a similar way as Counterexample 2 since the result will still hold even if we replace the bounded until formula with unbounded until formula in Counterexample 2.

### 4.4.3 Weak Bisimulation

In order to define weak bisimulation we consider stuttering paths. Let $\Omega$ be a finite $\mathcal{R}$ downward closed path, then

$$
C_{\Omega_{s t}}= \begin{cases}C_{\Omega} & l(\Omega)=1  \tag{4.4}\\ \bigcup_{\forall 0 \leq i<n . \forall k_{i} \geq 0} C_{(\Omega[0])^{k_{0}} \ldots(\Omega[n-2])^{k_{n-2} \Omega[n-1]}} & l(\Omega)=n \geq 2\end{cases}
$$

is the set of $\mathcal{R}$ downward closed paths which contains all stuttering paths, where $\Omega[i]$ denotes the $(i+1)$-th element in $\Omega$ such that $0 \leq i<l(\Omega)$. Accordingly,

$$
C_{\widetilde{\Omega}_{s t}}=\cup_{\Omega \in \widetilde{\Omega}} C_{\Omega_{s t}}
$$

contains all the stuttering paths of each $\Omega \in \widetilde{\Omega}$. Given a measure $\operatorname{Prob}, \operatorname{Prob}\left(\widetilde{\Omega}_{s t}\right)$ can be computed by Equation (4.2).

Now we are ready to give the definition of weak bisimulation as follows:

Definition 30 (Weak Bisimulation). A relation $\mathcal{R} \subseteq S \times S$ is a weak bisimulation if $s \mathcal{R} r$ implies that $L(s)=L(r)$ and for any $\widetilde{\Omega} \subseteq\left(\mathcal{R}^{\downarrow}\right)^{*}$

1. for each scheduler $\pi$, there exists $\pi^{\prime}$ such that

$$
\operatorname{Prob}_{\pi^{\prime}, r}\left(C_{\widetilde{\Omega}_{s t}}\right) \geq \operatorname{Prob}_{\pi, s}\left(C_{\widetilde{\Omega}_{s t}}\right),
$$

2. for each scheduler $\pi$, there exists $\pi^{\prime}$ such that

$$
\operatorname{Prob}_{\pi^{\prime}, s}\left(C_{\widetilde{\Omega}_{s t}}\right) \geq \operatorname{Prob}_{\pi, r}\left(C_{\widetilde{\Omega}_{s t}}\right) .
$$

We write $s \approx r$ whenever there is a weak bisimulation $\mathcal{R}$ such that $s \mathcal{R} r$.
The following theorem shows that $\approx$ is an equivalence relation. For the same reason as in Theorem 23, $\approx$ is enough to characterize $\sim_{\text {PCTL }}{ }^{*}$.x which gives us the following theorem.

Theorem 24. 1. $\approx$ is an equivalence relation.
2. $\approx=\sim_{\text {PCTL }}{ }^{*} \times$.

Proof. 1. The proof is similar with Clause 1 of Theorem 23 and is omitted here.
2. Let

$$
\mathcal{R}=\left\{(s, r) \mid s \sim_{\mathcal{P C T L}_{\mid \mathrm{X}}^{*}} r\right\},
$$

in order to prove that $s \sim_{\text {PCTL }}^{\left.\right|_{\mid} ^{*}}{ }^{*} r$ implies $s \approx r$ for any $s$ and $r$, it is enough to show that $\mathcal{R}$ is a weak bisimulation. We need to show that for any $\widetilde{\Omega} \subseteq\left(\mathcal{R}^{\downarrow}\right)^{*}$ and scheduler $\pi$, there exists a scheduler $\pi^{\prime}$ such that

$$
\operatorname{Prob}_{\pi^{\prime}, r}\left(C_{\widetilde{\Omega}_{s t}}\right) \geq \operatorname{Prob}_{\pi, s}\left(C_{\widetilde{\Omega}_{s t}}\right)
$$

and vice versa provided that $s \mathcal{R} r$. Following the way in the proof of Theorem 21, we can construct a formula $\varphi_{C}$ such that $\operatorname{Sat}\left(\varphi_{C}\right)=C$ where $C$ is a $\mathcal{R}$ closed set. Let $\psi_{\Omega}=\varphi_{C_{0}} \cup \ldots \mathrm{U} \varphi_{C_{n}}$ where $\Omega=C_{C_{0} \ldots C_{n}}$, then

$$
\psi_{\tilde{\Omega}}=V_{\Omega \in \widetilde{\Omega}} \psi_{\Omega} .
$$

It is easy to see that $s \models \neg \mathcal{P}_{<q} \psi$ where $q=\operatorname{Prob}_{\pi, s}\left(C_{\tilde{\Omega}_{s t}}\right)$ and $\psi=\psi_{\tilde{\Omega}}$. By assumption $r \models \neg \mathcal{P}_{<q} \psi$, so there exists a scheduler $\pi^{\prime}$ such that $\operatorname{Prob}_{\pi^{\prime}, r}\left(C_{\widetilde{\Omega}_{s t}}\right) \geq$ $q$, that is,

$$
\operatorname{Prob}_{\pi^{\prime}, r}\left(C_{\widetilde{\Omega}_{s t}}\right) \geq \operatorname{Prob}_{\pi, s}\left(C_{\widetilde{\Omega}_{s t}}\right) .
$$

The other case is similar and is omitted here.
The proof of $\approx \subseteq \sim_{P_{P C T L}^{*}}^{*}$ is by structural induction on the syntax of state formula $\varphi$ and path formula $\psi$ of $\mathrm{PCTL}_{\backslash \mathrm{x}}^{*}$, that is, we need to prove the following two results simultaneously.
(a) $s \approx r$ implies that $s \models \varphi$ iff $r \models \varphi$ for any state formula $\varphi$.
(b) $\omega_{1} \approx \omega_{2}$ implies that $\omega_{1} \models \psi$ iff $\omega_{2} \models \psi$ for any path formula $\psi$.

To make the proof clearer, we rewrite the syntax of $\mathrm{PCTL}_{\backslash_{X}^{*}}^{*}$ as follows which is equivalent to the original definition.

$$
\psi::=\varphi\left|\psi_{1} \vee \psi_{2}\right| \neg \psi \mid \psi_{1} \cup \psi_{2}
$$

We only consider $\varphi=\mathcal{P}_{\geq q}(\psi)$ here. We need to prove that for each $\pi$ for each $\psi$, there exists $\widetilde{\Omega} \subseteq(\approx \downarrow)^{\infty}$ such that

$$
\operatorname{Prob}_{\pi, s}(\widetilde{\Omega})=\operatorname{Prob}_{\pi, s}(\operatorname{Sat}(\psi))
$$

The proof is by structural induction on $\psi$ as follows:
(a) $\psi=\varphi^{\prime}$. By induction $\operatorname{Sat}\left(\varphi^{\prime}\right)$ is $\approx \operatorname{closed}$. Let $\widetilde{\Omega}=\left\{\operatorname{Sat}\left(\varphi^{\prime}\right)\right\}$, then

$$
\operatorname{Prob}_{\pi, s}(\widetilde{\Omega})=\operatorname{Prob}_{\pi, s}(\operatorname{Sat}(\psi)) .
$$

(b) $\psi=\psi_{1} \vee \psi_{2}$. By induction there exists $\widetilde{\Omega}^{\prime}$ and $\widetilde{\Omega}^{\prime \prime}$ such that

$$
\begin{aligned}
& \operatorname{Prob}_{\pi, s}\left(\operatorname{Sat}\left(\psi_{1}\right)\right)=\operatorname{Prob}_{\pi, s}\left(C_{\tilde{\Omega}_{s t}^{\prime}}\right), \\
& \operatorname{Prob}_{\pi, s}\left(\operatorname{Sat}\left(\psi_{2}\right)\right)=\operatorname{Prob}_{\pi, s}\left(C_{\widetilde{\Omega}_{s t}^{\prime \prime}}\right) .
\end{aligned}
$$

It is not hard to see that $\widetilde{\Omega}=\widetilde{\Omega}^{\prime} \cup \widetilde{\Omega}^{\prime \prime}$ will be enough.
(c) $\psi=\psi_{1} \cup \psi_{2}$. By induction there exists $\widetilde{\Omega}^{\prime}$ and $\widetilde{\Omega}^{\prime \prime}$ such that

$$
\begin{aligned}
& \operatorname{Prob}_{\pi, s}\left(\operatorname{Sat}\left(\psi_{1}\right)\right)=\operatorname{Prob}_{\pi, s}\left(C_{\widetilde{\Omega}_{s t}^{\prime}}\right), \\
& \operatorname{Prob}_{\pi, s}\left(\operatorname{Sat}\left(\psi_{2}\right)\right)=\operatorname{Prob}_{\pi, s}\left(C_{\widetilde{\Omega}_{s t}^{\prime \prime}}\right) .
\end{aligned}
$$

Let

$$
\widetilde{\Omega}=\left\{\Omega^{\prime} \Omega^{\prime \prime} \mid \Omega^{\prime} \in \widetilde{\Omega}^{\prime} \wedge \Omega^{\prime \prime} \in \widetilde{\Omega}^{\prime \prime}\right\}
$$

then

$$
\operatorname{Prob}_{\pi, s}(\widetilde{\Omega})=\operatorname{Prob}_{\pi, s}(\operatorname{Sat}(\psi))
$$



Figure 4.5: Relationship of different equivalences in weak scenario.
(d) $\psi=\neg \psi^{\prime} . s \models \mathcal{P}_{\geq q}(\psi)$ iff $s \models \mathcal{P}_{<1-q}\left(\psi^{\prime}\right)$, so $\psi$ can be reduced to another formula without $\neg$ operator.

The following proof is routine and is omitted here.

Not surprisingly $\approx$ is not preserved by $\|$.
Counterexample 5. $s \approx r$ does not always imply $s\|t \approx r\| t$ for any $t$. This can be shown by using the same arguments as in Counterexample 4.

### 4.4.4 Taxonomy for Weak Bisimulations

As in the strong cases we summarize the relation of the equivalences in the weak scenario in Fig. 4.5 where all the denotations have the same meaning as Fig. 4.4. Compared to Fig. 4.4, Fig. 4.5 is much simpler because the step-indexed bisimulations are absent. As in strong cases, here we do not consider the standard definition of branching bisimulation which is a strict subset of $\simeq_{P}$ and can be defined by replacing $\Rightarrow{ }_{\mathrm{P}}^{\mathcal{R}}$ with $\Rightarrow^{\mathcal{R}}$ in Definition 28. Again not surprisingly all the relations shown in Fig. 4.5 coincide with the weak bisimulation defined in (54) in the DTMC setting.

### 4.5 Simulations

In Section 4.3 and 4.4 we discuss bisimulations and their characterizations. Usually two states $s$ and $r$ are bisimilar iff $s$ can mimic stepwise all the transitions of $r$ and vice versa.

## 4. PROBABILISTIC AUTOMATA

In this section we relax the conditions of bisimulations, and only requires one direction mimicking, which introduces us the definitions of simulations. Simulations are preorders on the states, which has been used widely for verification purpose $(1,8,54,70,71)$. Intuitively, if $r$ simulates $s$, then $r$ can be seen as a correct implementation of $s$. Since $s$ is more abstract and contains less details, it is much easier to be analyzed. We also discuss the characterization of simulations w.r.t. the safe fragments of PCTL and PCTL*. First let us introduce the safe fragment of PCTL*, denoted by $\mathrm{PCTL}_{\text {safe }}^{*}$, which is a fragment of PCTL* without negative operators except for the atomic propositions, and is defined by the following syntax:

$$
\begin{aligned}
& \varphi::=a|\neg a| \varphi_{1} \wedge \varphi_{2}\left|\varphi_{1} \vee \varphi_{2}\right| \mathcal{P}_{\leq q}(\psi) \\
& \psi::=\varphi\left|\psi_{1} \wedge \psi_{2}\right| \psi_{1} \vee \psi_{2}|X \psi| \psi_{1} \cup \psi_{2}
\end{aligned}
$$

where $a \in A P$ and $q \in[0,1]$. Accordingly the safe fragment of PCTL, denoted by $\mathrm{PCTL}_{\text {safe }}$, is a sub logic of $\mathrm{PCTL} \mathrm{safe}_{*}^{*}$ where only the path formula is constrained to be the following form:

$$
\psi::=\mathrm{X} \varphi\left|\varphi_{1} \cup \varphi_{2}\right| \varphi_{1} \mathrm{U}^{\leq n} \varphi_{2}
$$

We write $s \prec \mathrm{PCTL}_{\text {safe }}^{*} r$ iff $r \models \varphi$ implies that $s \models \varphi$ for any $\varphi$ of $\mathrm{PCTL}_{\text {safe }}^{*}$, and similarly for other sublogics.

We first recall the definition of weight function defined in Definition 7.
Definition 31 (Weight Function). Let $\mathcal{R}=S \times S$ be a relation over $S$. A weight function for $\mu$ and $\nu$ w.r.t. $\mathcal{R}$ is a function $\Delta: S \times S \mapsto[0,1]$ such that:

- $\Delta(s, r)>0$ implies that $s \mathcal{R} r$,
- $\mu(s)=\sum_{r \in S} \Delta(s, r)$ for any $s \in S$,
- $\nu(r)=\sum_{s \in S} \Delta(s, r)$ for any $r \in S$.

We write $\mu \sqsubseteq_{\mathcal{R}} \nu$ iff there exists a weight function for $\mu$ and $\nu$ w.r.t. $\mathcal{R}$.
Below follows the definition of strong probabilistic simulation.
Definition 32 (Strong Probabilistic Simulation). A relation $\mathcal{R} \subseteq S \times S$ is a strong probabilistic simulation iff $s \mathcal{R} r$ implies that $L(s)=L(r)$ and for each $s \rightarrow \mu$, there exists a combined transition $\xrightarrow{r} \mathrm{P} \mu^{\prime}$ such that $\mu \quad \sqsubseteq_{\mathcal{R}} \quad \mu^{\prime}$.

We write $s \prec_{\mathrm{p}} r$ whenever there is a strong probabilistic simulation $\mathcal{R}$ such that $s \mathcal{R} r$.

It was shown in (1) that $\sqsubseteq_{\mathcal{R}}$ is congruent, i.e. $s \prec_{\mathrm{P}} r$ implies that $s\left\|t \prec_{\mathrm{P}} r\right\| t$ for any $t$. But not surprisingly, it turns out that the strong probability simulation is too fine w.r.t $\prec_{\mathrm{PCTL}_{\text {safe }}}$ and $\prec_{\mathrm{PCTL}}^{\text {safe }}$. which can be seen from Example 38. Similarly we have the correspondent theorem of Theorem 19 in the simulation scenario where we only consider the safe fragment of the logics, thus the subscription $s$ is often omitted for readability.

Theorem 25. 1. $\prec_{\mathrm{PCTL}}, \prec_{\mathrm{PCTL}}{ }^{*}, \prec_{\mathrm{PCTL}}{ }^{-}, \prec_{\mathrm{PCTL}_{i}^{-}}, \prec_{\mathrm{PCTL}^{*-}}, \prec_{\mathrm{PCTL}_{i}^{*-}}$, and $\prec_{\mathrm{P}}$ are preorders for any $i \geq 1$.
2. $\prec_{\mathrm{P}} \subseteq \prec_{\mathrm{PCTL}}{ }^{*} \subseteq \prec_{\mathrm{PCTL}}$.
3. $\prec_{\mathrm{PCTL}}{ }^{*-} \subseteq \prec_{\mathrm{PCTL}}{ }^{-}$.
4. $\prec_{\mathrm{PCTL}_{1}^{*-}}=\prec_{\mathrm{PCTL}_{1}^{-}}$.
5. $\prec_{\mathrm{PCTL}_{i}^{*-}} \subseteq \prec_{\mathrm{PCTL}_{i}^{-}}$for any $i>1$.
6. $\prec_{\mathrm{PCTL}} \subseteq \prec_{\mathrm{PCTL}^{-}} \subseteq \prec_{\mathrm{PCTL}_{i+1}^{-}} \subseteq \prec_{\mathrm{PCTL}_{i}^{-}}$for all $i \geq 0$.
7. $\prec_{\mathrm{PCTL}}{ }^{*} \subseteq \prec_{\mathrm{PCTL}}{ }^{*-} \subseteq \prec_{\mathrm{PCTL}_{i+1}^{*-}} \subseteq \prec_{\mathrm{PCTL}_{i}^{*-}}$ for all $i \geq 0$.

Proof. For Clause (1) we only prove that $\prec_{\text {PCTL }}$ is a preorder since the others are similar. The reflexivity is trivial as $s \prec_{\mathrm{PCTL}} s$ for any $s$. Suppose that $s \prec_{\mathrm{PCTL}} t$ and $t \prec$ PCTL $r$, then we need to prove that $s \prec$ PCTL $r$ in order to the transitivity. According to the definition of $\prec_{\mathrm{PCTL}}$, we need to prove that $r \models \varphi$ implies $s \models \varphi$ for any $\varphi$. Suppose that $r \models \varphi$ for some $\varphi$, then $t \models \varphi$ because of $t \prec$ PCTL $r$, moreover since $s \prec$ PCTL $t$, hence $s \models \varphi$ which completes the proof.

The proof of Clause (2) can be found in (1). Since we have shown in Theorem 19 that $\mathrm{PCTL}_{1}^{-}$and $\mathrm{PCTL}_{1}^{*-}$ have the same expressiveness, thus the proof of Clause (4) is straightforward. The proofs of all the other clauses are trivial.

### 4.5.1 Strong $i$-depth Branching Simulation

Following Section 4.3.2 we can define strong $i$-depth branching simulation which can be characterized by $\prec_{\mathrm{PCTL}_{i}^{-}}$. Let $s \prec_{0}^{\mathrm{b}} r$ iff $L(s)=L(r)$, then
Definition 33 (Strong $i$-depth Branching Simulation). A relation $\mathcal{R} \subseteq S \times S$ is a strong $i$-depth branching simulation with $i \geq 1$ iff $s \mathcal{R} r$ implies that $s \prec_{i-1}^{b} r$ and for any $\mathcal{R}$ downward closed sets $C, C^{\prime}$, and any scheduler $\pi$, there exists $\pi^{\prime}$ such that

$$
\operatorname{Prob}_{\pi^{\prime}, r}\left(C, C^{\prime}, i\right) \geq \operatorname{Prob}_{\pi, s}\left(C, C^{\prime}, i\right)
$$

We write $s \prec_{i}^{b} r$ whenever there is a strong $i$-depth branching simulation $\mathcal{R}$ such that $s \mathcal{R} r$. The strong branching simulation $\prec^{b}$ is defined as

$$
\prec^{b}=\bigcap_{i \geq 0} \prec_{i}^{b} .
$$

Below we show the similar properties of strong $i$-depth branching simulations.
Lemma 23. 1. $\prec^{b}$ and $\prec_{i}^{b}$ are preorders for any $i \geq 0$.
2. $\prec_{j}^{b} \subseteq \prec_{i}^{b}$ provided that $0 \leq i \leq j$.
3. There exists $i \geq 0$ such that $\prec_{j}^{b}=\prec_{k}^{b}$ for any $j, k \geq i$.

Proof. 1. The reflexivity is trivial, we only prove the transitivity. Suppose that $s_{1} \prec_{i}^{\mathrm{b}} s_{2}$ and $s_{2} \prec_{i}^{\mathrm{b}} s_{3}$, we need to prove that $s_{1} \prec_{i}^{\mathrm{b}} s_{3}$. By Definition 33 there exists strong simulation $\mathcal{R}_{1}$ and $\mathcal{R}_{2}$ such that $s_{1} \mathcal{R}_{1} s_{2}$ and $s_{2} \mathcal{R}_{2} s_{3}$. Let

$$
\mathcal{R}=\mathcal{R}_{1} \circ \mathcal{R}_{2}=\left\{\left(s_{1}, s_{3}\right) \mid \exists s_{2} .\left(s_{1} \mathcal{R}_{1} s_{2} \wedge s_{2} \mathcal{R}_{2} s_{3}\right)\right\}
$$

it is enough to prove that $\mathcal{R}$ is strong $i$-depth branching simulation. Due to the reflexivity, any $\mathcal{R}$ downward closed set $C$ is also $\mathcal{R}_{1}$ and $\mathcal{R}_{2}$ downward closed. Therefore for any $\mathcal{R}$ downward closed sets $C, C^{\prime}$ and any scheduler $\pi$, then there exists $\pi^{\prime}$ such that

$$
\operatorname{Prob}_{\pi^{\prime}, s_{2}}\left(C, C^{\prime}, i\right) \geq \operatorname{Prob}_{\pi, s_{1}}\left(C, C^{\prime}, i\right)
$$

according to Definition 33. Similarly, there exists $\pi^{\prime \prime}$ such that

$$
\operatorname{Prob}_{\pi^{\prime \prime}, s_{3}}\left(C, C^{\prime}, i\right) \geq \operatorname{Prob}_{\pi^{\prime}, s_{2}}\left(C, C^{\prime}, i\right) \geq \operatorname{Prob}_{\pi, s_{1}}\left(C, C^{\prime}, i\right)
$$ and $\mathcal{R}$ is indeed a strong $i$-depth branching simulation. This completes the proof.

2. It is straightforward from Definition 33.
3. Since there are only finite states, thus only finite equivalence classes, such $i$ always exists.

Our strong $i$-depth branching simulation coincides with $\prec_{\mathrm{PCTL}_{i}^{-}}$for each $i$, therefore $\prec$ PCTL is equivalent to $\prec^{\mathrm{b}}$ as shown by the following theorem.

Theorem 26. $\prec_{\mathrm{PCTL}_{i}^{-}}=\prec_{i}^{b}$ for any $i \geq 1$, and moreover $\prec_{\mathrm{PCTL}}=\prec^{b}$.

Proof. We first prove that $\prec_{\text {PCTL }_{i}^{-}}$implies $\prec_{i}^{b}$. Let

$$
\mathcal{R}=\left\{(s, r) \mid s \prec_{\mathrm{PCTL}_{i}^{-}} r\right\},
$$

it is enough to prove that $\mathcal{R}$ is a strong $i$-depth branching simulation. Suppose that $s \mathcal{R} r$, we need to prove that for any $\mathcal{R}$ downward closed sets $C, C^{\prime}$ and any scheduler $\pi$ of $s$, there exists $\pi^{\prime}$ of $r$ such that

$$
\operatorname{Prob}_{\pi^{\prime}, r}\left(C, C^{\prime}, i\right) \geq \operatorname{Prob}_{\pi, s}\left(C, C^{\prime}, i\right)
$$

Note that $\operatorname{Sat}(\varphi)$ is a $\mathcal{R}$ downward closed set for any $\varphi$. Since the states space is finite, for each $\mathcal{R}$ downward closed set $C$, there exists $\varphi_{C}$ such that $\operatorname{Sat}\left(\varphi_{C}\right)=C$. Assume that there exists $\mathcal{R}$ downward closed sets $C, C^{\prime}$ and $\pi$ such that

$$
\operatorname{Prob}_{\pi^{\prime}, r}\left(C, C^{\prime}, i\right)<\operatorname{Prob}_{\pi, s}\left(C, C^{\prime}, i\right)
$$

for all schedulers $\pi^{\prime}$ of $r$. Then there exists $q$ such that

$$
r \models \mathcal{P}_{\leq q}(\psi) \text { but } s \not \models \mathcal{P}_{\leq q}(\psi)
$$

where $\psi=\varphi_{C} \mathrm{U}^{\leq i} \varphi_{C^{\prime}}$, this contradicts with the assumption that $s \prec_{\mathrm{PCTL}_{i}^{-}} r$. Therefore $\mathcal{R}$ is a strong $i$-depth branching bisimulation.

In order to prove that $\prec_{i}^{\mathrm{b}}$ implies $\prec_{\mathrm{PCTL}_{i}^{-}}$, we need to prove that whenever $s \prec_{i}^{\mathrm{b}} r$ and $r \models \varphi$, we also have $s \models \varphi$. We prove by structural induction on $\varphi$, and only consider the case when $\varphi=\mathcal{P}_{\leq q}\left(\varphi_{1} \mathrm{U}^{\leq i} \varphi_{2}\right)$ since all the others are trivial. By induction $\operatorname{Sat}\left(\varphi_{1}\right)$ and $\operatorname{Sat}\left(\varphi_{2}\right)$ are $\prec_{i}^{\mathrm{b}}$ downward closed, therefore if

$$
r \models \mathcal{P}_{\leq q}\left(\varphi_{1} \mathrm{U}^{\leq i} \varphi_{2}\right) \text { but } s \not \models \mathcal{P}_{\leq q}\left(\varphi_{1} \mathrm{U}^{\leq i} \varphi_{2}\right),
$$

then there exists $\pi$ of $s$ such that there does not exist $\pi^{\prime}$ such that

$$
\operatorname{Prob}_{\pi^{\prime}, r}\left(\operatorname{Sat}\left(\varphi_{1}\right), \operatorname{Sat}\left(\varphi_{2}\right), i\right) \geq \operatorname{Prob}_{\pi, s}\left(\operatorname{Sat}\left(\varphi_{1}\right), \operatorname{Sat}\left(\varphi_{2}\right), i\right)
$$

which contradicts with the assumption that $s \prec_{i}^{\mathrm{b}} r$.
In Counterexample 2 we have shown the $\sim_{i}^{b}$ is not compositional for $i>1$, using the same arguments we can show that $\prec_{i}^{\mathrm{b}}$ is not compositional either for $i>1$, thus we have

Theorem 27. $s \prec_{1}^{b} r$ implies that $s\left\|t \prec_{1}^{b} r\right\| t$ for any $t$, while $\prec_{i}^{b}$ with $i>1$ is not compositional in general.

## 4. PROBABILISTIC AUTOMATA

Proof. Let

$$
\mathcal{R}=\left\{(s\|t, r\| t) \mid s \prec_{1}^{\mathrm{b}} r\right\},
$$

it is enough to show that $\mathcal{R}$ is a strong 1-depth simulation. Let $C, C^{\prime}$ be two $\mathcal{R}$ downward closed sets, there are several cases we need to consider:

1. If $s \| t \notin C$, then $\operatorname{Prob}_{\pi, s \| t}\left(C, C^{\prime}, 1\right)=0$. Since $C$ is $\mathcal{R}$ downward closed, $r \| t \notin C$ by induction, thus there exists $\pi^{\prime}$ such that

$$
\operatorname{Prob}_{\pi^{\prime}, r \| t}\left(C, C^{\prime}, 1\right) \geq \operatorname{Prob}_{\pi, s \| t}\left(C, C^{\prime}, 1\right)
$$

2. If $s \| t \in C$, and for each scheduler $\pi$, there exists $s \| t \rightarrow \mu$ such that $\mu\left(C^{\prime}\right)=$ $\operatorname{Prob}_{\pi, s \| t}\left(C, C^{\prime}, 1\right)$. According to Definition $22, s \| t \rightarrow \mu$ iff either $s \rightarrow \mu_{s}$ such that $\mu_{s} \| \delta_{t}=\mu$, or $t \rightarrow \mu_{t}$ such that $\delta_{s} \| \mu_{t}=\mu$. We only consider the first case, since the other one is similar. Since $\mu_{s} \| \delta_{t}=\mu$, there exists $\mathcal{R}$ downward closed set $C^{\prime \prime}$ such that $\mu_{s}\left(C^{\prime \prime}\right)=\mu\left(C^{\prime}\right)$. The following proof is then straightforward.

Note that Counterexample 2 also applies here, thus $\prec_{i}^{\mathrm{b}}$ is not compositional when $i>1$.

Remark 2. The safe fragment of PCTL we adopt in this chapter is slightly different from (54) where two new operators $\widetilde{X}$ and $\widetilde{U}$ are introduced, called weak next and until respectively, and the $\mathcal{P}_{\leq q}(\psi)$ is replaced by $\mathcal{P}_{\geq q}(\psi)$. The semantics of $\widetilde{X}$ and $\widetilde{U}$ are defined as follows where $|\omega|$ denotes the length of $\omega$ :

$$
\begin{gathered}
\omega \models \widetilde{\mathrm{X}} \varphi \text { iff }(|\omega|<1 \vee \omega[i] \models \varphi) \\
\omega \models \varphi_{1} \widetilde{\mathrm{U}} \varphi_{2} \text { iff }\left(\omega \models \varphi_{1} \cup \varphi_{2} \vee \forall i \leq|\omega| . \omega[i] \models \varphi_{1}\right)
\end{gathered}
$$

Similarly we can also define the weak counterpart of bounded until $\widetilde{\mathrm{U}}^{\leq n}$. Due to duality between $\mathrm{X}, \mathrm{U} \leq n, \mathrm{U}$ and their weak counterparts, these two variants of safe PCTL are essentially equivalent, refer to (54) for detail discussion.

Let $\mathrm{PCTL}_{\text {live }}$ denote the liveness fragment of PCTL in (54) which is the same as $\mathrm{PCTL}_{\text {safe }}$ except that $\mathcal{P}_{\leq q}(\psi)$ is replaced with $\mathcal{P}_{\geq q}(\psi)$. We say $s \prec \mathrm{PCTL}_{\text {live }} r$ iff $s \models \varphi$ implies $r \models \varphi$ for any state formula of $\mathrm{PCTL}_{\text {live }}$. Even though it has been shown in (54) that $\prec \mathrm{PCTL}_{\text {safe }}$ and $\prec \mathrm{PCTL}_{\text {live }}$ are equivalent for DTMC, the result is not true for PA. Refer to the following example.

Example 41. Consider the two states $s_{0}$ and $r_{0}$ shown in Fig. 4.6, where we assume that all the states have different labels except that $L\left(s_{0}\right)=L\left(r_{0}\right)$. It is easy to check that $s_{0} \prec_{\mathrm{P}} \quad r_{0}$, thus $s_{0} \prec_{\mathrm{PCTL}}^{\text {safe }}$ $r_{0}$ according to Clause 2 of Theorem 25, but we


Figure 4.6: $s_{0} \not \varliminf_{\mathrm{PCTL}_{\text {live }}} r_{0}$.
have $s_{0} \not{\nsim \mathrm{PCTL}_{\text {live }}} r_{0}$. Let $\varphi=\mathcal{P}_{\geq 1}\left(L\left(s_{0}\right) \cup L\left(s_{1}\right)\right)$ which is a valid state formula of $\mathrm{PCTL}_{\text {live }}$, it is obvious that $s_{0} \models \varphi$, but $r_{0} \not \models \varphi$ since the minimal probability of $r_{0}$ reaching state $s_{1}$ is equal to 0 i.e. by choosing the transition to $s_{2}$.

### 4.5.2 Strong $i$-depth Simulation

In this section we introduce strong $i$-depth simulation which can be characterized by $\prec_{\mathrm{PCTL}}^{i}$ *- . Below follows the definition of strong $i$-depth simulation where $\prec_{0}=\prec_{0}^{\mathrm{b}}$.

Definition 34 (Strong $i$-depth Simulation). A relation $\mathcal{R} \subseteq S \times S$ is a strong $i$-depth simulation with $i \geq 1$ iff $s \mathcal{R} r$ implies that $s \prec_{i-1} \quad r$ and for any $\widetilde{\Omega} \subseteq\left(\mathcal{R}^{\downarrow}\right)^{*}$ with $l(\widetilde{\Omega})=i$ and any scheduler $\pi$, there exists $\pi^{\prime}$ such that

$$
\operatorname{Prob}_{\pi^{\prime}, r}\left(C_{\widetilde{\Omega}}\right) \geq \operatorname{Prob}_{\pi, s}\left(C_{\widetilde{\Omega}}\right)
$$

We write $s \prec_{i} r$ whenever there is a i-depth strong simulation $\mathcal{R}$ such that $s \mathcal{R} r$. The strong simulation $\prec$ is defined as

$$
\prec=\bigcap_{i \geq 0} \prec_{i} .
$$

Below we show the similar properties of strong $i$-depth simulations.
Lemma 24. 1. $\prec$ and $\prec_{i}$ are preorders for any $i \geq 0$.
2. $\prec_{j} \subseteq \prec_{i}$ provided that $0 \leq i \leq j$.
3. There exists $i \geq 0$ such that $\prec_{j}=\prec_{k}$ for any $j, k \geq i$.

Proof. 1. This clause can be proved in a similar way as Clause (1) of Lemma 23.
2. According to Definition 34, as $i$ is growing, $\prec_{i}$ is getting finer.
3. The proof is based on the fact that the states are finitely many, with the similar argument as in Clause (3) of Lemma 23.

Our strong $i$-depth simulation coincides with $\prec_{\mathrm{PCTL}_{i}^{*-}}$ for each $i$, therefore $\prec_{\mathrm{PCTL}}{ }^{*}$ is equivalent to $\prec$ as shown by the following theorem.

Theorem 28. $\prec_{\mathrm{PCTL}_{i}^{*-}}=\prec_{i}$ for any $i \geq 1$, and moreover $\prec_{\mathrm{PCTL}^{*}}=\prec$.
Proof. We first prove that $s \prec_{\mathrm{PCTL}_{i}^{*-}} r$ implies $s \prec_{i} r$ for any $s$ and $r$. Let

$$
\mathcal{R}=\left\{(s, r) \mid s \prec_{\mathrm{PCTL}_{i}^{*-}} r\right\},
$$

we need to show that for any $\widetilde{\Omega} \subseteq\left(\mathcal{R}^{\downarrow}\right)^{*}$ with $l(\widetilde{\Omega}) \leq i$ and scheduler $\pi$, there exists a scheduler $\pi^{\prime}$ such that

$$
\operatorname{Prob}_{\pi^{\prime}, r}\left(C_{\widetilde{\Omega}}\right) \geq \operatorname{Prob}_{\pi, s}\left(C_{\widetilde{\Omega}}\right)
$$

whenever $s \mathcal{R} r$. By induction, there exists a formula $\varphi_{C}$ such that $\operatorname{Sat}\left(\varphi_{C}\right)=C$ where $C$ is $\mathcal{R}$ downward closed set. Suppose $\Omega=C_{0} C_{1} \ldots C_{j}$ with $j \leq i$, then

$$
\psi_{\Omega}=\varphi_{C_{0}} \wedge \mathrm{X}\left(\varphi_{C_{1}} \wedge \ldots \wedge \mathrm{X}\left(\varphi_{C_{j-1}} \wedge \mathrm{X} \varphi_{C_{j}}\right)\right)
$$

can be used to characterize $\Omega$, that is, $\operatorname{Sat}\left(\psi_{\Omega}\right)=C_{\Omega}$. Let $\psi=\underset{\Omega \in \widetilde{\Omega}}{\vee_{\Omega}} \psi_{\Omega}$, then $\operatorname{Sat}(\psi)=$ $C_{\widetilde{\Omega}}$. We prove by contradiction. Suppose that there does not exist $\pi^{\prime}$ such that

$$
\operatorname{Prob}_{\pi^{\prime}, r}\left(C_{\widetilde{\Omega}}\right) \geq \operatorname{Prob}_{\pi, s}\left(C_{\widetilde{\Omega}}\right)
$$

then there exists $q$ such that $r \models \mathcal{P}_{\leq q} \psi$, but $s \not \vDash \mathcal{P}_{\leq q} \psi$ which contradicts with the assumption that $s \prec_{\mathrm{PCTL}_{i}^{*-}} r$, so there exists a scheduler $\pi^{\prime}$ such that

$$
\operatorname{Prob}_{\pi^{\prime}, r}\left(C_{\widetilde{\Omega}}\right) \geq q=\operatorname{Prob}_{\pi, s}\left(C_{\widetilde{\Omega}}\right)
$$

The other case is similar and is omitted here.
The proof of $\prec_{i} \subseteq \prec_{\mathrm{PCTL}}^{i}{ }_{*}^{*-}$ is by structural induction on the syntax of state formula $\varphi$ and path formula $\psi$ of safe $\mathrm{PCTL}_{i}^{*-}$, that is, we need to prove the following two results simultaneously.

1. $r \models \varphi$ implies $s \models \varphi$ for any state formula $\varphi$ provided that $s \prec_{i} r$.
2. $\omega_{2} \models \psi$ implies $\omega_{1} \models \psi$ for any path formula $\psi$ provided that $\omega_{1} \prec_{i} \omega_{2}$.

We only consider $\varphi=\mathcal{P}_{\leq q}(\psi)$ here. Suppose that $r \models \varphi$, i.e.

$$
\forall \pi . \operatorname{Prob}_{\pi, r}(\{\omega \mid \omega \models \psi\}) \leq q,
$$

we need to show that $s \models \varphi$. We prove by contradiction, and assume that $s \not \models \varphi$, i.e. there exists $\pi$ such that

$$
\operatorname{Prob}_{\pi, s}(\{\omega \mid \omega \models \psi\})>q .
$$

By induction $\{\omega \mid \omega \models \psi\}$ is $\prec_{i}$ downward closed, that is, there exists $\widetilde{\Omega}=\{\omega \mid \omega \models \psi\}$, and moreover $l(\widetilde{\Omega}) \leq i$ since the depth of $\psi$ is at most $i$. Since $r \models \varphi$, there does not exists $\pi^{\prime}$ such that

$$
\operatorname{Prob}_{\pi^{\prime}, r}\left(C_{\widetilde{\Omega}}\right) \geq \operatorname{Prob}_{\pi, s}\left(C_{\tilde{\Omega}}\right)=q,
$$

which contradicts the assumption that $s \prec_{i} r$, thus it holds that $s \models \varphi$.

Similarly, we can show that $\prec_{i}$ is not compositional either for $i>1$, thus we have
Theorem 29. $s \prec_{1} r$ implies that $s\left\|t \prec_{1} r\right\| t$ for any $t$, while $\prec_{i}$ with $i>1$ is not compositional in general.

Proof. According to Theorem 26 and 28, and Clause (4) of Theorem 25, $\prec_{1}^{\mathrm{b}}=\prec_{1}$, thus the result is straightforward according to Theorem 27.

### 4.5.3 Weak Simulations

Given the results for weak bisimulations from Section 4.4, the characterization of weak simulations is straightforward. Let us first introduce the definition of branching probabilistic simulation by Segala as follows:

Definition 35 (Branching Probabilistic Simulation). A relation $\mathcal{R} \subseteq S \times S$ is a branching probabilistic simulation iff $s \mathcal{R} r$ implies that $L(s)=L(r)$ and for each $s \rightarrow \mu$, there exists $r \Rightarrow{ }_{\mathrm{P}}^{\mathcal{R}} \mu^{\prime}$ such that $\mu \mathcal{R} \mu^{\prime}$.

We write $s \preceq_{\mathrm{P}} \quad r$ whenever there is a branching probabilistic simulation $\mathcal{R}$ such that $s \mathcal{R} r$.

From (1) we know that $\preceq_{P}$ is compositional, but it is too fine for $\precsim_{\text {PCTL }}$. as well as $\precsim_{\text {PCTL }}{ }^{*} \times$, therefore along the line of weak bisimulations, we come out similar results for weak simulations. Below follows the definition of weak branching simulation.

## 4. PROBABILISTIC AUTOMATA

Definition 36 (Weak Branching Simulation). A relation $\mathcal{R} \subseteq S \times S$ is a weak branching simulation iff $s \mathcal{R} r$ implies that $L(s)=L(r)$ and for any $\mathcal{R}$ downward closed sets $C, C^{\prime}$ and any scheduler $\pi$, there exists $\pi^{\prime}$ such that

$$
\operatorname{Prob}_{\pi^{\prime}, r}\left(C, C^{\prime}, r\right) \geq \operatorname{Prob}_{\pi, s}\left(C, C^{\prime}, s\right) .
$$

We write $s \gtrsim^{b} r$ whenever there is a weak branching simulation $\mathcal{R}$ such that $s \mathcal{R} r$.
Due to Counterexample $4, \underset{\approx}{ }{ }^{\text {b }}$ is not compositional, but it coincides with $\precsim \mathrm{PCTL}_{\backslash x}$ as shown by the following theorem.

Theorem 30. $\precsim^{b}$ is a preorder, and $\precsim^{b}=\precsim_{\approx} \mathrm{PCTL}_{\times \times}$.
Proof. 1. The reflexibility of ${\underset{\approx}{b}}^{b}$ is trivial. We only prove the transitivity of $\gtrsim^{\precsim}$. Suppose that $s \underset{\approx}{ }{ }^{\mathrm{b}} r$ and $r \underset{\approx}{\precsim \mathrm{~b}} t$, then for any $\precsim^{\mathrm{b}}$ downward closed sets $C, C^{\prime}$ and scheduler $\pi$, there exists $\pi^{\prime}$ such that

$$
\operatorname{Prob}_{\pi^{\prime}, r}\left(C, C^{\prime}, r\right) \geq \operatorname{Prob}_{\pi, s}\left(C, C^{\prime}, s\right) .
$$

Since we also have $r \gtrsim^{\precsim b} t$, so there exists $\pi^{\prime \prime}$ such that

$$
\operatorname{Prob}_{\pi^{\prime \prime}, t}\left(C, C^{\prime}, t\right) \geq \operatorname{Prob}_{\pi^{\prime}, r}\left(C, C^{\prime}, r\right) \geq \operatorname{Prob}_{\pi, s}\left(C, C^{\prime}, s\right) .
$$

This proves the transitivity of ${ }_{\approx}$ b.
2. In order to prove that $s \underset{\sim}{ }{ }^{2} C T L_{\times x} r$ implies $s \underset{\approx}{ }{ }^{\text {b }} r$ for any $s$ and $r$, it is enough to show that

$$
\mathcal{R}=\left\{(s, r) \mid s \gtrsim_{\approx} \mathbf{P C T L} \_{X} r\right\}
$$

is a weak branching simulation i.e. we need to prove that for any $\mathcal{R}$ downward closed sets $C, C^{\prime}$ and scheduler $\pi$, there exists a scheduler $\pi^{\prime}$ such that

$$
\operatorname{Prob}_{\pi^{\prime}, r}\left(C, C^{\prime}, r\right) \geq \operatorname{Prob}_{\pi, s}\left(C, C^{\prime}, s\right)
$$

provided that $s \mathcal{R} r$. Let $\varphi_{C}$ be a formula such that $\operatorname{Sat}\left(\varphi_{C}\right)=C$ where $C$ is a $\mathcal{R}$ downward closed set. We prove by contradiction. Suppose that there does not exist $\pi^{\prime}$ such that

$$
\operatorname{Prob}_{\pi^{\prime}, r}\left(C, C^{\prime}, r\right) \geq \operatorname{Prob}_{\pi, s}\left(C, C^{\prime}, s\right)
$$

then there exists $q$ such that $r \vDash \mathcal{P}_{\leq q} \psi$ where $\psi=\varphi_{C} \cup \varphi_{C^{\prime}}$, but $s \not \vDash \mathcal{P}_{\leq q} \psi$, which contradicts with the assumption that $s \precsim{ }^{\text {PCTL}}{ }_{\ \times} r$. Therefore there must exist a scheduler $\pi^{\prime}$ such that

$$
\operatorname{Prob}_{\pi^{\prime}, r}\left(C, C^{\prime}, r\right) \geq \operatorname{Prob}_{\pi, s}\left(C, C^{\prime}, s\right) .
$$

The other case is similar and is omitted here.
The proof of $\precsim^{b} \subseteq \precsim^{\mathrm{P} C T L_{\backslash x}}$ is by structural induction on the syntax of state formula $\varphi$ and path formula $\psi$ of safe $\mathrm{PCTL}_{\backslash \mathrm{x}}$, that is, we need to prove the following two results simultaneously.
(a) $r \models \varphi$ implies $s \models \varphi$ for any state formula $\varphi$ provided that $s \underset{\approx}{ }{ }^{\text {b }} r$.
(b) $\omega_{2} \models \psi$ implies that $\omega_{1} \models \psi$ for any path formula $\psi$ provided that $\omega_{1} \not \gtrsim^{b} \omega_{2}$.

We only consider $\varphi=\mathcal{P}_{\leq q}(\psi)$ where $\psi=\varphi_{1} \mathrm{U} \varphi_{2}$ since the other cases are similar. Suppose that $r \models \varphi$, we need to prove that $s \models \varphi$. We prove by contradiction, and assume that $s \not \vDash \varphi$, then there exists $\pi$ such that

$$
\operatorname{Prob}_{\pi, s}(\{\omega \mid \omega \models \psi\})>q .
$$

By induction $\operatorname{Sat}\left(\varphi_{1}\right)$ and $\operatorname{Sat}\left(\varphi_{2}\right)$ are $\gtrsim^{\mathrm{b}}$ downward closed, thus

$$
\operatorname{Prob}_{\pi, s}\left(\operatorname{Sat}\left(\varphi_{1}\right), \operatorname{Sat}\left(\varphi_{2}\right), s\right)=\operatorname{Prob}_{\pi, s}(\{\omega \mid \omega \models \psi\})>q .
$$

Since $r \models \varphi$, there does not exist $\pi^{\prime}$ such that

$$
\operatorname{Prob}_{\pi, r}\left(\operatorname{Sat}\left(\varphi_{1}\right), \operatorname{Sat}\left(\varphi_{2}\right), r\right) \geq \operatorname{Prob}_{\pi, s}\left(\operatorname{Sat}\left(\varphi_{1}\right), \operatorname{Sat}\left(\varphi_{2}\right), s\right)
$$



The weak simulation equivalent to ${ }_{\approx} \mathrm{PCTL}{ }^{*} \times \mathrm{x}$ can also be obtained in a straightforward way by adapting Definition 30 .

Definition 37 (Weak Simulation). A relation $\mathcal{R} \subseteq S \times S$ is a weak simulation iff $s \mathcal{R} r$ implies that $L(s)=L(r)$ and for any $\widetilde{\Omega} \subseteq(\mathcal{R} \downarrow)^{*}$ and any scheduler $\pi$, there exists $\pi^{\prime}$ such that

$$
\operatorname{Prob}_{\pi^{\prime}, r}\left(C_{\widetilde{\Omega}_{s t}}\right) \geq \operatorname{Prob}_{\pi, s}\left(C_{\widetilde{\Omega}_{s t}}\right) .
$$

We write $s \underset{\approx}{ } r$ whenever there is a weak simulation $\mathcal{R}$ such that $s \mathcal{R} r$.
Again $\precsim$ is not compositional, but it coincides with $\precsim$ PCTL $^{*}{ }^{*}$, therefore we have the following theorem.

Theorem 31. $\gtrsim$ is a preorder, and $\precsim=\precsim \mathrm{PCTL}_{{ }^{*} \times}$.
Proof. 1. The proof is similar as the proof of Clause 1 of Lemma 23.
2. In order to prove that $\underset{\approx}{ } \operatorname{CCTL}^{*}{ }^{*} \subseteq \preceq$, it is enough to show that

$$
\mathcal{R}=\left\{(s, r) \mid s \underset{\approx}{\text { PCTL }}{ }_{\mid x}^{*} r\right\}
$$

is a weak branching simulation i.e. we need to prove that for any $\widetilde{\Omega} \subseteq\left(\mathcal{R}^{\downarrow}\right)^{*}$ and scheduler $\pi$, there exists a scheduler $\pi^{\prime}$ such that

$$
\operatorname{Prob}_{\pi^{\prime}, r}\left(C_{\widetilde{\Omega}_{s t}}\right) \geq \operatorname{Prob}_{\pi, s}\left(C_{\widetilde{\Omega}_{s t}}\right)
$$

provided that $s \mathcal{R} r$. By induction $C_{\widetilde{\Omega}_{s t}}$ is $\mathcal{R}$ downward closed, thus there exists $\psi$ such that $\operatorname{Sat}(\psi)=C_{\widetilde{\Omega}_{s t}}$. We prove by contradiction. Suppose that there does not exist $\pi^{\prime}$ such that

$$
\operatorname{Prob}_{\pi^{\prime}, r}\left(C_{\widetilde{\Omega}_{s t}}\right) \geq \operatorname{Prob}_{\pi, s}\left(C_{\widetilde{\Omega}_{s t}}\right),
$$

then there exists $q$ such that $r \vDash \mathcal{P}_{\leq q}(\psi)$, but apparently $s \not \vDash \mathcal{P}_{\leq q} \psi$, which contradicts with the assumption that $s \precsim{ }^{\text {PCTL}}{ }^{*}{ }_{\times x} r$. Therefore there must exist a scheduler $\pi^{\prime}$ such that

$$
\operatorname{Prob}_{\pi^{\prime}, r}\left(C_{\widetilde{\Omega}_{s t}}\right) \geq \operatorname{Prob}_{\pi, s}\left(C_{\widetilde{\Omega}_{s t}}\right) .
$$

The proof of $\precsim \subseteq \precsim$ PCTL ${ }_{\times}^{*}$. is by structural induction on the syntax of state formula $\varphi$ and path formula $\psi$ of safe $\operatorname{PCTL}_{{ }^{*}}^{x}$, that is, we need to prove the following two results simultaneously.
(a) $r \models \varphi$ implies $s \models \varphi$ for any state formula $\varphi$ provided that $s \underset{\approx}{ } r$.
(b) $\omega_{2} \models \psi$ implies that $\omega_{1} \models \psi$ for any path formula $\psi$ provided that $\omega_{1} \precsim \omega_{2}$.

We only consider $\varphi=\mathcal{P}_{\leq q}(\psi)$ since the other cases are similar. Suppose that $r \models \varphi$, we need to prove that $s \models \varphi$. We prove by contradiction, and assume that $s \not \vDash \varphi$, then there exists $\pi$ such that

$$
\operatorname{Prob}_{\pi, s}(\{\omega \mid \omega \models \psi\})>q .
$$

By induction $\{\omega \mid \omega \models \psi\}$ is $\precsim$ downward closed, thus there exists $\widetilde{\Omega}_{s t}$ such that $\widetilde{\Omega}_{s t}=\{\omega \mid \omega \models \psi\}$. Since $r \models \varphi$, there does not exist $\pi^{\prime}$ such that

$$
\operatorname{Prob}_{\pi, r}\left(\widetilde{\Omega}_{s t}\right) \geq \operatorname{Prob}_{\pi, s}\left(\widetilde{\Omega}_{s t}\right)=q
$$

which contradicts with the assumption that $s \precsim r$, thus $s \models \varphi$, and $s \precsim$ PCTL $^{*} \times r$.

### 4.5.4 Simulation Kernel and Summary of Simulation

Let $\mathcal{R}^{-1}$ denote the reverse of $\mathcal{R}$, then $\mathcal{R} \cap \mathcal{R}^{-1}$ is the simulation kernel. In this section we will show the relation between the simulation kernels and their correspondent bisimulations. Not surprisingly, the simulation kernels are coarser than the bisimulations as shown in the following theorem.

Theorem 32. 1. $\sim_{i}^{b} \subseteq\left(\prec_{i}^{b} \cap\left(\prec_{i}^{b}\right)^{-1}\right)$.
2. $\sim_{i} \subseteq\left(\prec_{i} \cap \prec_{i}^{-1}\right)$.
3. $\approx^{b} \subseteq(\overbrace{}^{b} \cap\left(\precsim^{b}\right)^{-1})$.
4. $\approx \subseteq\left(\precsim \cap \precsim^{-1}\right)$.

Proof. We only prove the first clause here, since the others are quite similar. The proof of $\sim_{i}^{b} \subseteq \prec_{i}^{\mathrm{b}} \cap\left(\prec_{i}^{\mathrm{b}}\right)^{-1}$ is trivial and omitted here. To show that $\prec_{i}^{\mathrm{b}} \cap\left(\prec_{i}^{\mathrm{b}}\right)^{-1}$ is strictly coarser than $\sim_{i}^{b}$, it is enough to give a counterexample. Suppose we have three states $s_{1}, s_{2}$, and $s_{3}$ such that $s_{1} \prec_{i}^{\mathrm{b}} s_{2} \prec_{i}^{\mathrm{b}} s_{3}$ but $s_{3} \not_{i}^{\mathrm{b}} s_{2} \not \varliminf_{i}^{\mathrm{b}} s_{1}$. Let $s$ and $r$ be two states such that $L(s)=L(r)$. In addition $s$ has three transitions: $s \rightarrow \delta_{s_{1}}, s \rightarrow \delta_{s_{2}}$, $s \rightarrow \delta_{s_{3}}$, and $r$ only has two transitions: $s \rightarrow \delta_{s_{1}}, s \rightarrow \delta_{s_{3}}$. Then it should be easy to check that $s \prec_{i}^{\mathrm{b}} r$ and $r \prec_{i}^{\mathrm{b}} s$, the only non-trivial case is when $s \rightarrow \delta_{s_{2}}$. Since $s_{2} \prec_{i}^{\mathrm{b}} s_{3}$, thus there exists $r \rightarrow \delta_{s_{3}}$ such that $\delta_{s_{2}} \sqsubseteq_{\prec_{i}^{\mathrm{b}}} \delta_{s_{3}}$. But obviously $s \chi_{i}^{b} r$, since the transition $s \rightarrow \delta_{s_{2}}$ cannot be simulated by any transition of $r$.

We summarize the preorders in strong and weak scenarios in Fig. 4.7 and 4.8 respectively, note we omit the subscript $s$ denoting safe fragment for the logic preorders as before.

### 4.6 Countable States

For now we only consider finite PAs i.e. only contain finite states. In this section we will show that these results also apply for PAs with countable states. Assume $S$ is a countable set of states $S$. We adopt the method used in (56) to deal with strong branching bisimulation since all the other cases are similar. First we recall some standard notations from topology theory. Given a metric space $(S, d)$ where $d$ is a metric, a sequence $\left\{s_{i} \mid i \geq 0\right\}$ converges to $s$ iff for any $\epsilon>0$, there exists $n$ such that


Figure 4.7: Relationship of different preorders in strong scenario.
$d\left(s_{m}, s\right)<\epsilon$ for any $m \geq n$. A metric space is compact if every infinite sequence has a convergent subsequence.

Below follows the definition of metric over distributions from (56).
Definition 38 (Metric). Given two distributions $\mu, \nu \in \operatorname{Dist}(S)$, the metric $d$ is defined by

$$
d(\mu, \nu)=\operatorname{Sup}_{C \in S}|\mu(C)-\nu(C)| .
$$

Since the metric is defined over distributions while in Definition 28 we did not consider distributions explicitly, thus we need to adapt the definition of $\operatorname{Prob}_{\pi, s}\left(C, C^{\prime}, n\right)$ in the following way: $s \stackrel{n, C}{\longrightarrow} \mu$ iff either


Figure 4.8: Relationship of different preorders in weak scenario.

- $\mu=\delta_{s}$, or
- $s \rightarrow \nu$ such that

$$
\sum_{\forall r \in \operatorname{Supp}(\nu) \cdot r \xrightarrow{n-1, C} \nu_{r}} \nu(r) \cdot \nu_{r}=\mu
$$

It is obvious that for each $\pi, C, C^{\prime}$, and $n$, there exists $s \stackrel{n, C}{\Longrightarrow} \mu$ such that $\mu\left(C^{\prime}\right)=$ $\operatorname{Prob}_{\pi, s}\left(C, C^{\prime}, n\right)$.

Now we can define the compactness of probabilistic automata as in (56) with a slight difference.

Definition 39 (Compactness). Given a probabilistic automaton $\mathcal{P}, \mathcal{P}$ is $i$-compact iff

$$
\{\mu \mid s \stackrel{i, C}{\Longrightarrow} \mu\}
$$

is compact under metric $d$ for each $s \in S$ and $\sim_{i}^{b}$ closed set $C$.

As mentioned in $(56,86)$, the convex closure does not change the compactness, thus we can extend $\xlongequal{n, C}$ to allow combined transitions in a standard way without changing anything, but for simplicity we omit this. A probabilistic automaton is compact iff it is $i$-compact for any $i \geq 1$.

We introduce the definition of capacity as follows.
Definition 40 (Capacity). Given a set of states $S$ and $a \pi$-algebra $\mathcal{B}$, a capacity on $\mathcal{B}$ is a function Cap : $\mathcal{B} \rightarrow\left(R^{+} \cup\{0\}\right)$ such that ${ }^{1}$ :

[^4]1. $\operatorname{Cap}(\emptyset)=0$,
2. whenever $C_{1} \subseteq C_{2}$ with $C_{1}, C_{2} \in \mathcal{B}$, then $\operatorname{Cap}\left(C_{1}\right) \leq \operatorname{Cap}\left(C_{2}\right)$,
3. whenever there exists $C_{1} \subseteq C_{2} \subseteq \ldots$ such that $\cup_{i \geq 1} C_{i}=C$, or $C_{1} \supseteq C_{2} \supseteq \ldots$ such that $\cap_{i \geq 1} C_{i}=C$, then

$$
\lim _{i \rightarrow \infty} \operatorname{Cap}\left(C_{i}\right)=\operatorname{Cap}(C)
$$

A capacity Cap is sub-additive iff

$$
\operatorname{Cap}\left(C_{1} \cup C_{2}\right) \leq \operatorname{Cap}\left(C_{1}\right)+\operatorname{Cap}\left(C_{2}\right)
$$

for any $C_{1}, C_{2} \in \mathcal{B}$.
Different from (56), the value of $\operatorname{Prob}_{\pi, s}\left(C, C^{\prime}, n\right)$ depends on both $C$ and $C^{\prime}$. Let

$$
\begin{aligned}
& \operatorname{PreCap}_{s, n}^{C}\left(C^{\prime}\right)=\operatorname{Sup}_{\pi} \operatorname{Prob}_{\pi, s}\left(C, C^{\prime}, n\right) \\
& \operatorname{PostCap}_{s, n}^{C^{\prime}}(C)=\operatorname{Sup}_{\pi} \operatorname{Prob}_{\pi, s}\left(C, C^{\prime}, n\right)
\end{aligned}
$$

i.e. given a $C^{\prime}, \operatorname{Pre} C a p_{s, n}^{C}$ will return the maximum probability from $s$ to $C^{\prime}$ in at most $n$ steps via only states in $C$, similar for $\operatorname{PostCap} C_{s, n}^{C^{\prime}}$. The following lemma shows that both PreCap ${ }_{s, n}^{C}$ and PostCap $C_{s, n}^{C^{\prime}}$ are sub-additive capacities.

Lemma 25. PreCap ${ }_{s, n}^{C}$ and PostCap $C_{s, n}^{C^{\prime}}$ are sub-additive capacities on $\mathcal{B}$ where $\mathcal{B}$ is the $\pi$-algebra only containing $\sim_{i}^{b}$ closed sets.

Proof. Refer to the proof of Lemma 5.2 in (56).
Now we can show that the following results are still valid as long as the given probabilistic automaton is compact even when it contains infinitely countable states.

Theorem 33. Given a compact probabilistic automata,

1. $\sim_{n}^{b}=\sim_{\mathrm{PCTL}_{n}^{-}}$,
2. there exists $n \geq 0$ such that $\sim_{n}^{b}=\sim_{\mathrm{PCTL}}$.

Proof. 1. The proof of $\sim_{n}^{b} \subseteq \sim_{\mathrm{PCTL}_{n}^{-}}$is similar with the proof of Theorem 21, and is omitted here. We prove that $\sim_{\mathrm{PCTL}_{n}^{-}} \subseteq \sim_{n}^{b}$ in the sequel following the proof of Theorem 6.10 in (56). Let

$$
\mathcal{R}=\left\{(s, r) \mid s \sim_{\mathrm{PCTL}_{n}^{-}} r\right\}
$$

we need to prove that $\mathcal{R}$ is a strong $i$-depth branching bisimulation. In order to do so, we need to prove that for any $(s, r) \in \mathcal{R}$,

$$
\operatorname{PreCap} p_{s, n}^{C}\left(C^{\prime}\right)=\operatorname{PreCap} p_{r, n}^{C}\left(C^{\prime}\right)
$$

for each $\mathcal{R}$ closed sets $C$ and $C^{\prime}$. Since both $C$ and $C^{\prime}$ may be countable union of equivalence classes while each equivalence class can only be characterized by countable many formulas, therefore we have

$$
C=\cup_{i=1}^{\infty}\left(\cap_{j=1}^{\infty} C_{i, j}\right) \text { and } C^{\prime}=\cup_{i=1}^{\infty}\left(\cap_{j=1}^{\infty} C_{i, j}^{\prime}\right)
$$

where $\cap_{j=1}^{\infty} C_{i, j}$ corresponds the $i$-th equivalence class in $C$, and $C_{i, j}$ corresponds the set of states determining by the $j$-th formula satisfied by $i$-th equivalence class, similar for $\cap_{j=1}^{\infty} C_{i, j}^{\prime}$ and $C_{i, j}^{\prime}$. Similar as (56), let

$$
\begin{aligned}
& B_{k}=\cap_{j=1}^{\infty}\left(\cup_{i=1}^{k} C_{i, j}\right), A_{k}^{l}=\cap_{j=1}^{l}\left(\cup_{i=1}^{k} C_{i, j}\right), \\
& B_{k}^{\prime}=\cap_{j=1}^{\infty}\left(\cup_{i=1}^{k} C_{i, j}^{\prime}\right), A_{k}^{\prime l}=\cap_{j=1}^{l}\left(\cup_{i=1}^{k} C_{i, j}^{\prime}\right) .
\end{aligned}
$$

It is easy to see that $B_{k}$ and $B_{k}^{\prime}$ are increasing sequences of $\mathcal{R}$ closed sets such that $\cup_{k=1}^{\infty} B_{k}=C$, and $\cup_{k=1}^{\infty} B_{k}^{\prime}=C^{\prime}$, while $A_{k}^{l}$ and $A_{k}^{\prime} l$ are decreasing sequences of $\mathcal{R}$ closed sets such that $\cap_{l=1}^{\infty} A_{k}^{l}=B_{k}$ and $\cap_{l=1}^{\infty} A_{k}^{\prime l}=B_{k}^{\prime}$. Both $A_{k}^{l}$ and $A_{k}^{\prime l}$ only contain conjunction and disjunction of finite formulas, thus can be described by $\mathrm{PCTL}_{i}^{-}$. The following proof is straightforward due to $s \sim_{\mathrm{PCTL}_{i}^{-}} \quad r$ and Lemma 25.
2. Suppose that $\sim_{\text {PCTL }} \subset \sim_{n}^{b}$ for any $n \geq 0$ which means that there exists $s$ and $r$ such that $s \sim_{n}^{b} r$ for any $n \geq 0$, but $s \varkappa_{\text {PCTL }} r$. As a result there exists $C, C^{\prime}$ and $\pi$ such that

$$
\lim _{i \rightarrow \infty} \operatorname{Prob}_{\pi, s}\left(C, C^{\prime}, i\right)>0
$$

but there does not exist $\pi^{\prime}$ such that

$$
\lim _{i \rightarrow \infty} \operatorname{Prob}_{\pi^{\prime}, r}\left(C, C^{\prime}, i\right) \geq \lim _{i \rightarrow \infty} \operatorname{Prob}_{\pi, s}\left(C, C^{\prime}, i\right)
$$

In other words,

$$
\lim _{i \rightarrow \infty} \operatorname{Prob}_{\pi^{\prime}, r}\left(C, C^{\prime}, i\right)<\lim _{i \rightarrow \infty} \operatorname{Prob}_{\pi, s}\left(C, C^{\prime}, i\right)
$$

for any $\pi^{\prime}$ which indicates that there exists $n \geq 0$ such that

$$
\operatorname{Prob}_{\pi^{\prime}, r}\left(C, C^{\prime}, n\right)<\operatorname{Prob}_{\pi, s}\left(C, C^{\prime}, n\right)
$$

for any $\pi^{\prime}$, therefore $s \overbrace{\mathrm{PCTL}_{i}^{-}} r$ which contradicts with our assumption.

## 4. PROBABILISTIC AUTOMATA

In a similar way we can extend the results of this section to strong bisimulations and weak bisimulations, we skip their proofs here. For the simulations, we need to do more work, since there may be uncountable many downward closed sets. We prove along the line of (57). The following lemma is similar as Lemma 5.1 in (57) with only slight differences: i) we consider downward closed sets instead of upward closed sets, ii) we do not require $\mathcal{R}$ to be a preorder, but these do not change the proof.

Lemma 26 (Lemma 5.1 (57)). Let $\mathcal{R} \subseteq S \times S$ be a relation, and $C \subseteq S$ be a $\mathcal{R}$ downward closed set, then $C$ is a union of equivalence classes of $\equiv_{\mathcal{R}}$ where $\equiv_{\mathcal{R}}$ is the largest equivalence relation contained in $\mathcal{R}$.

Given a $\mathcal{R}$ downward closed set $C$, we say $C$ is finitely generated if there exists a finite set of equivalence classes of $\left\{C_{i} \in S / \equiv \mathcal{R}\right\}_{i \in I}$ such that $C=\cup_{i \in I} C_{i}$. Since the set of the equivalence classes in $S / \equiv_{\mathcal{R}}$ is countable, thus the set of finitely generated $\mathcal{R}$ downward closed set is also countable (57). The following lemma shows an alternative definition of $\prec_{i}^{\mathrm{b}}$ in Definition 33 where we only focus on finitely generated downward closed sets:

Lemma 27. A relation $\mathcal{R} \subseteq S \times S$ is a strong $i$-depth branching simulation with $i \geq 1$ iff $s \mathcal{R} r$ implies that $s \prec_{i-1}^{b} r$ and for any finitely generated $\mathcal{R}$ downward closed sets $C, C^{\prime}$, and any scheduler $\sigma$, there exists $\sigma^{\prime}$ such that $\operatorname{Prob}_{\sigma^{\prime}, r}\left(C, C^{\prime}, i\right) \geq \operatorname{Prob}_{\sigma, s}\left(C, C^{\prime}, i\right)$.

We write $s \prec_{i}^{b} r$ whenever there is a strong $i$-depth branching simulation $\mathcal{R}$ such that $s \mathcal{R} r$.

Proof. The proof is similar as the proof of Lemma 5.2 in (57). Let $\left(\prec_{i}^{\mathrm{b}}\right)^{\prime}$ denote the new definition, we need to prove that $s \prec_{i}^{\mathrm{b}} r$ iff $s\left(\prec_{i}^{\mathrm{b}}\right)^{\prime} r$. Since finitely generated $\mathcal{R}$ downward closed sets are special cases of $\mathcal{R}$ downward closed sets, it is trivial to see that $s \prec_{i}^{\mathrm{b}} r$ implies $s\left(\prec_{i}^{\mathrm{b}}\right)^{\prime} r$. We prove that $s\left(\prec_{i}^{\mathrm{b}}\right)^{\prime} r$ implies $s \prec_{i}^{\mathrm{b}} r$ by contradiction. Suppose that for any finitely generated $\mathcal{R}$ downward closed sets $C, C^{\prime}$ and $\sigma$, there exists $\sigma^{\prime}$ such that $\operatorname{Prob}_{\sigma^{\prime}, r}\left(C, C^{\prime}, i\right) \geq \operatorname{Prob}_{\sigma, s}\left(C, C^{\prime}, i\right)$, but there exists $\mathcal{R}$ downward closed sets $C, C^{\prime}$ and $\sigma$ such that $\operatorname{Prob}_{\sigma^{\prime}, r}\left(C, C^{\prime}, i\right)<\operatorname{Prob}_{\sigma, s}\left(C, C^{\prime}, i\right)$ for any $\sigma^{\prime}$. Let $\sigma$ be a scheduler such that $\operatorname{Prob}_{\sigma^{\prime}, r}\left(C, C^{\prime}, i\right)<\operatorname{Prob}_{\sigma, s}\left(C, C^{\prime}, i\right)$ for any $\sigma^{\prime}$ and $\epsilon=\operatorname{Prob}_{\sigma, s}\left(C, C^{\prime}, i\right)-\operatorname{Prob}_{\sigma^{\prime}, r}\left(C, C^{\prime}, i\right)>0$. According to Lemma 26, there exists sets of equivalences classes: $\left\{C_{j} \in S / \equiv_{\mathcal{R}}\right\}_{j \in J}$ and $\left\{C_{k} \in S / \equiv_{\mathcal{R}}\right\}_{k \in K}$ such that $C=\cup_{j \in J} C_{i}$ and $C^{\prime}=\cup_{k \in K} C_{k}$ where $J, K$ are (infinite) sets of indexes. Define two sequences of finitely generated $\mathcal{R}$ downward closed sets:

$$
\left\{C_{\leq j}=\cup_{j^{\prime} \in J \wedge j^{\prime} \leq j} \mid j \in J\right\}
$$

$$
\left\{C_{\leq k}=\cup_{k^{\prime} \in K \wedge k^{\prime} \leq k} \mid k \in K\right\} .
$$

Obviously both $\operatorname{Prob}_{\sigma, s}\left(C, C_{\leq k}, i\right)$ and $\operatorname{Prob}_{\sigma, s}\left(C_{\leq j}, C^{\prime}, i\right)$ are monotone, non-decreasing and converge to $\operatorname{Prob}_{\sigma, s}\left(C, C^{\prime}, i\right)$ for any $C$ and $C^{\prime}$. Therefore there exists $j \in J$ and $k \in K$ such that

$$
\begin{gathered}
\operatorname{Prob}_{\sigma, s}\left(C_{\leq j}, C^{\prime}, i\right)>\operatorname{Prob}_{\sigma, s}\left(C, C^{\prime}, i\right)-\frac{\epsilon}{4} \text {, and } \\
\operatorname{Prob}_{\sigma, s}\left(C_{\leq j}, C_{\leq k}, i\right)>\operatorname{Prob}_{\sigma, s}\left(C_{\leq j}, C^{\prime}, i\right)-\frac{\epsilon}{4} .
\end{gathered}
$$

This implies

$$
\begin{gathered}
\operatorname{Prob}_{\sigma, s}\left(C_{\leq j}, C_{\leq k}, i\right)>\operatorname{Prob}_{\sigma, s}\left(C, C^{\prime}, i\right)-\frac{\epsilon}{2} \\
=\operatorname{Prob}_{\sigma^{\prime}, r}\left(C, C^{\prime}, i\right)+\frac{\epsilon}{2}>\operatorname{Prob}_{\sigma^{\prime}, r}\left(C, C^{\prime}, i\right) \geq \operatorname{Prob}_{\sigma, s}\left(C_{\leq j}, C_{\leq k}, i\right),
\end{gathered}
$$

which contradicts with the assumption.
By Lemma 27 it is enough to consider all the finitely generated $\prec_{i}^{\mathrm{b}}$ downward closed sets in Definition 39 which is countable. The extension of Theorem 26 to the countable state space is then routine, and is omitted here. Moreover the definitions of other variants of simulations in Section 4.5 can be adopted to only consider finitely generated downward closed sets too, thus their logic characterizations can also be extended to countable states.

### 4.7 The Coarsest Congruent (Bi)Simulations

Before we have shown that $\sim_{p}$ is congruent but cannot be characterized by $\sim_{P C T L}$ completely since it is too fine. On the other hand, there exists $\sim_{n}^{b}$ which can be characterized by $\sim_{\text {PCTL }}$, but it is not congruent generally, this indicates that $\sim_{\text {PCTL }}$ is essentially not congruent. Therefore a natural question one may ask is that what is the largest subset of $\sim_{\text {PCTL }}$ which is congruent. The following theorem shows that $\sim_{P}$ is such coarsest congruent relation in $\sim_{P C T L}$ assuming that the given probabilistic automaton is compact.

Theorem 34. $\sim_{p}$ is the coarsest congruent equivalence relation in $\sim_{\mathrm{PCTL}}$.
Proof. We prove by contradiction. Suppose that there exists $\sim_{p} \subset \simeq \subset \sim_{\text {PCTL }}$ such that $\simeq$ is congruent. Since $\sim_{p} \subset \simeq$, there exists $s$ and $r$ such that $s \simeq r$ but $s \nsim p_{p}$. According to Definition 23 there exists $s \rightarrow \mu$ such that there does not exist $r \rightarrow \mathrm{p} \nu$

## 4. PROBABILISTIC AUTOMATA

with $\mu \sim_{\mathrm{P}} \nu$. The idea is to show that there always exists $t$ such that $s\left\|t \chi_{\mathrm{PCTL}} r\right\| t$ in this case, then it is enough to give a formula $\varphi$ such that $r \| t \models \varphi$, but $s \| t \not \models \varphi$.

Let $\operatorname{Supp}(\mu)=\left\{s_{1}, s_{2}, \ldots\right\}$ and $\mu\left(s_{i}\right)=a_{i}{ }^{1}$ with $i \geq 1$. Without losing of generality we assume that there exists $s \rightarrow \mu$ such that for any two (combined) transitions of $r$ : $r \rightarrow \mathrm{p} \nu_{1}$ and $r \rightarrow \mathrm{p} \nu_{2}$, there does not exist $0 \leq w_{1}, w_{2} \leq 1$ such that $w_{1}+w_{2}=1$ and $\mu \sim_{\mathrm{P}}\left(w_{1} \cdot \nu_{1}+w_{2} \cdot \nu_{2}\right)$ (every combined transition of $r$ can be seen as a combined transition of two other combined transitions of $r$. Let $\nu_{1}\left(s_{i}\right)=b_{i}$ and $\nu_{2}\left(s_{i}\right)=c_{i}$ in the following, then there must exist $i \neq j \geq 1$ such that there does not exist $0 \leq w_{1}, w_{2} \leq 1$ such that $w_{1} \cdot b_{i}+w_{2} \cdot c_{i}=a_{i}$ and $w_{1} \cdot b_{j}+w_{2} \cdot c_{j}=a_{j}$ with $w_{1}+w_{2}=1$, otherwise we will have $\mu \sim_{\mathrm{P}}\left(w_{1} \cdot \nu_{1}+w_{2} \cdot \nu_{2}\right)$ which contradicts with the assumption. There are nine possible cases in total depending on the relation between $a_{i}, a_{j}$ and $b_{i}, c_{i}, b_{j}, c_{j}$. Most of the cases are trivial except when $a_{i} \in\left[b_{i}, c_{i}\right]$ and $a_{j} \in\left[c_{j}, b_{j}\right] .{ }^{2}$ For instance if $a_{i}>b_{i}, c_{i}, r$ will evolve into $s_{i}$ with probability less than $a_{i}$ which is not the case for $s$, thus $s \varkappa_{\text {PCTL }} r$ which contradicts with the assumption. Considering the following inequations where $\rho_{1}$ and $\rho_{2}$ are two variables with values in $[0,1]$ :

$$
\begin{align*}
& a_{i} \cdot \rho_{1}+a_{j} \cdot \rho_{2}<b_{i} \cdot \rho_{1}+b_{j} \cdot \rho_{2}  \tag{4.5}\\
& a_{i} \cdot \rho_{1}+a_{j} \cdot \rho_{2}<c_{i} \cdot \rho_{1}+c_{j} \cdot \rho_{2} \tag{4.6}
\end{align*}
$$

which can be transformed into the following forms:

$$
\begin{align*}
& \left(a_{i}-b_{i}\right) \cdot \rho_{1}<\left(b_{j}-a_{j}\right) \cdot \rho_{2}  \tag{4.7}\\
& \left(a_{i}-c_{i}\right) \cdot \rho_{1}<\left(c_{j}-a_{j}\right) \cdot \rho_{2} \tag{4.8}
\end{align*}
$$

Note that $\left(a_{i}-b_{i}\right),\left(a_{i}-c_{i}\right),\left(b_{j}-a_{j}\right)$, and $\left(c_{j}-a_{j}\right)$ cannot be 0 at the same time, so there always exists $0 \leq \rho_{1}, \rho_{2} \leq 1$ such that $a_{i} \cdot \rho_{1}+a_{j} \cdot \rho_{2}$ is either greater or smaller than both of $b_{i} \cdot \rho_{1}+b_{j} \cdot \rho_{2}$ and $c_{i} \cdot \rho_{1}+c_{j} \cdot \rho_{2}$. By simple calculation whenever $\rho_{1} \in\left(\frac{b_{j}-a_{j}}{a_{i}-b_{i}} \cdot \rho_{2}, \frac{a_{j}-c_{j}}{c_{i}-a_{i}} \cdot \rho_{2}\right)$ (it is not possible for $\frac{b_{j}-a_{j}}{a_{i}-b_{i}}=\frac{a_{j}-c_{j}}{c_{i}-a_{i}}$, otherwise there exists $0 \leq w_{1}, w_{2} \leq 1$ such that $w_{1} \cdot b_{i}+w_{2} \cdot c_{i}=a_{i}$ and $w_{1} \cdot b_{j}+w_{2} \cdot c_{j}=a_{j}$ with $w_{1}+w_{2}=1$, then $a_{i} \cdot \rho_{1}+a_{j} \cdot \rho_{2}$ is smaller than $b_{i} \cdot \rho_{1}+b_{j} \cdot \rho_{2}$ and $c_{i} \cdot \rho_{1}+c_{j} \cdot \rho_{2}$. Let $t$ be a state such that it can only evolve into $t_{1}$ with probability $\rho_{1}$ and $t_{2}$ with probability $\rho_{2}$ where $\rho_{1}+\rho_{2}=1$ and $\rho_{1} \in\left(\frac{b_{j}-a_{j}}{a_{i}-b_{i}} \cdot \rho_{2}, \frac{a_{j}-c_{j}}{c_{i}-a_{i}} \cdot \rho_{2}\right)$, obviously such $t$ always exists. Assume that all the states have distinct labels except for $s$ and $r$, moreover let

$$
\psi=\left(\left(L(s \| t) \vee L\left(s_{i} \| t\right) \vee\left(L\left(s_{j} \| t\right)\right)\right) \mathrm{U} \leq 2\left(L\left(s_{i} \| t_{1}\right) \vee L\left(s_{j} \| t_{2}\right)\right)\right)
$$

[^5]it is not hard to see that the minimum probability of the paths of $s \| t$ satisfying $\psi$ is at most $a_{i} \cdot \rho_{1}+a_{j} \cdot \rho_{2}$ i.e. when $s \| t$ first performs the transition $s \rightarrow \mu$ of $s$ and then performs the transition $t \rightarrow\left\{\rho_{1}: t_{1}, \rho_{2}: t_{2}\right\}$ of $t$. Let $r \rightarrow_{\mathrm{P}} \nu$ be the transition such that when $r \| t$ first performs it and then performs $t \rightarrow\left\{\rho_{1}: t_{1}, \rho_{2}: t_{2}\right\}$, the probability of the paths of $r \| t$ satisfying $\psi$ is minimal. Since $\nu\left(s_{i}\right) \cdot \rho_{1}+\nu\left(s_{j}\right) \cdot \rho_{2}>a_{i} \cdot \rho_{1}+a_{j} \cdot \rho_{2}$, we have $r \| t \models \mathcal{P}_{\geq q} \psi$ but $s \| t \not \vDash \mathcal{P}_{\geq q} \psi$ where $q=\nu\left(s_{i}\right) \cdot \rho_{1}+\nu\left(s_{j}\right) \cdot \rho_{2}$. In other words $s\left\|t \chi_{\text {PCTL }} r\right\| t$, as a result $s\|t \not \approx r\| t$, so $\simeq$ is not congruent. When all the states do not have distinct labels, we can always construct formulas to distinguish them, since the probabilistic automaton is compact and these states are in different equivalence classes by assumption, the following proof is the same. This completes our proof.

Theorem 34 can be extended to identify the coarsest congruent weak bisimulation in $\sim_{P C T L}^{\backslash X}$, and the coarsest congruent strong and weak simulations in $\prec_{\mathrm{PCTL}}$ and $\precsim_{\mathrm{PCTL}}^{\backslash x} 1$ respectively.

Theorem 35. 1. $\simeq_{\mathrm{P}}$ is the coarsest congruent equivalence relation in $\sim_{P_{P C T}}{ }_{\backslash x}$,
2. $\prec_{\mathrm{P}}$ is the coarsest congruent preorder in $\prec_{\mathrm{PCTL}}$,
3. $\preceq_{\mathrm{P}}$ is the coarsest congruent preorder in $\precsim_{\mathrm{PCTL}}^{\backslash \mathrm{x}}$.

Proof. The proof is similar with the proof of Theorem 34 and we only sketch the proof of Clause (2) here. In order to prove that $\prec_{P}$ is the coarsest congruent preorder in $\prec_{\text {PCTL }}$, we need to show that for any $\preceq$ such that $\prec_{\mathrm{P}} \subset \preceq \subset \prec_{\mathrm{PCTL}}$, it holds that $\preceq$ is not congruent i.e. there exists $s, r$, and $t$ such that $s \preceq r$, but $s\|t \npreceq r\| t$. First assume that $\preceq$ is a congruence, and we then prove by contradiction as in Theorem 34 and show that if $s \preceq r$ and $s \not \varliminf_{\mathrm{P}} r$, there exists $t$ such that $s\left\|t \not \varliminf_{\mathrm{PCTL}} r\right\| t$, thus $s\|t \npreceq r\| t$ which contradicts with the assumption that $\preceq$ is a congruence. Since $s \not_{\mathrm{P}} r$, then there exists $s \rightarrow \mu$ such that there does not exist $r \rightarrow_{\mathrm{P}} \nu$ with $\mu \sqsubseteq \prec_{p} \nu$. With the same argument as in Theorem 34 and Lemma 27, there exists $t$ and $\psi$ such that $r \| t \models \mathcal{P}_{\geq q} \psi$ but $s \| t \not \vDash \mathcal{P}_{\geq q} \psi$ i.e. $s\|t \nprec \mathrm{PCTL} r\| t$, thus $\preceq$ is not congruent.

### 4.8 Related Work

For Markov chains, i.e., deterministic probabilistic automata, the logic PCTL characterizes bisimulations, and PCTL without $X$ operator characterizes weak bisimula-
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tions $(54,87)$. As pointed out in (1), probabilistic bisimulation is sound, but not complete for PCTL for PAs. In the literature, various extensions of the Hennessy-Milner logic (88) are considered for characterizing bisimulations. Larsen and Skou (49) considered such an extension of Hennessy-Milner logic, which characterizes bisimulation for alternating automaton (49), or labeled Markov processes (56) (PAs but with continuous state space). For probabilistic automata, Jonsson et al. (89) considered a two-sorted logic in the Hennessy-Milner style to characterize strong bisimulations. In (57), the results are extended for characterizing also simulations.

Weak bisimulation was first defined in the context of PAs by Segala (1), and then formulated for alternating models by Philippou et al. (53). The seemingly very related work is by Desharnais et al. (56), where it is shown that PCTL* is sound and complete w.r.t. weak bisimulation for alternating automata. The key difference is that the model they have considered is not the same as probabilistic automata considered in this chapter. Briefly, in alternating automata, states are either nondeterministic like in transition systems, or stochastic like in discrete-time Markov chains. As discussed in (90), a probabilistic automaton can be transformed to an alternating automaton by replacing each transition $s \rightarrow \mu$ by two consecutive transitions $s \rightarrow s^{\prime}$ and $s^{\prime} \rightarrow \mu$ where $s^{\prime}$ is the new inserted state. Surprisingly, for alternating automata, Desharnais et al. have shown that weak bisimulation - defined in the standard manner - characterizes PCTL* formulae. The following example illustrates why it works in that setting, but fails for probabilistic automata.

Example 42. Refer to Fig. 4.1, we need to add three additional states $s_{\mu_{1}}, s_{\mu_{2}}$, and $s_{\mu_{3}}$ in order to transform $s$ and $r$ to alternating automata. The resulting automata are shown in Fig. 4.9. Suppose that $s_{1}, s_{2}$, and $s_{3}$ are three absorbing states with different atomic propositions, so they are not (weak) bisimilar, as a result $s_{\mu_{1}}, s_{\mu_{2}}$ and $s_{\mu_{3}}$ are not (weak) bisimilar either since they can evolve into $s_{1}, s_{2}$, and $s_{3}$ with different probabilities. Therefore s and r are not (weak) bisimilar. Let

$$
\varphi=\mathcal{P}_{\geq 0.4}\left(X L\left(s_{1}\right)\right) \wedge \mathcal{P}_{\geq 0.3}\left(X L\left(s_{2}\right)\right) \wedge \mathcal{P}_{\geq 0.3}\left(X L\left(s_{3}\right)\right)
$$

it is not hard to see that $s_{\mu_{2}} \models \varphi$ but $s_{\mu_{1}}, s_{\mu_{3}} \not \models \varphi$, so $s \models \mathcal{P}_{\leq 0}(\mathrm{X} \varphi)$ while $r \not \vDash \mathcal{P}_{\leq 0}(\mathrm{X} \varphi)$. When working in the setting of probabilistic automata, $s_{\mu_{1}}, s_{\mu_{2}}$, and $s_{\mu_{3}}$ will not be considered as states, so we cannot use the above arguments for alternating automata anymore.


Figure 4.9: Alternating automata.

In the definition of $\sim_{1}$ and $\prec_{1}$, we choose first the downward closed set $C$ before the successor distribution to be matched, which is the key for achieving our new notion of bisimulations and simulations. This approach was also adopted in (91) to define the priori $\epsilon$-bisimulation and simulation. It turns out that when $\epsilon=0$, the priori $\epsilon$-bisimulation coincides with $\sim_{1}$. The priori $\epsilon$-bisimulation was shown to be sound and complete w.r.t. an extension of Hennessy-Milner logic, similarly for the priori $\epsilon$-simulation. Finally, the priori $\epsilon$-bisimulation was also used to define pseudo-metric between PAs in (91, 92). The definition of priori 0-simulation in (91), denoted as $\prec_{1}^{\prime}$,


Figure 4.10: $\prec_{i}^{\prime} \neq \prec_{\mathrm{PCTL}_{1}^{-}}$.
is however not equivalent to $\prec_{1}$. In the definition of $\prec_{1}^{\prime}$, the upward closed sets are considered while in the definition of $\prec_{1}$ we consider downward closed sets. If we adopt the definition of $\prec_{1}^{\prime}$ here, Theorem 26 will not be valid anymore. Refer to the following example.

Example 43. Consider the two states $s_{0}$ and $r_{0}$ in Fig. 4.10 where all the states have different labels except that $L\left(s_{0}\right)=L\left(r_{0}\right)$, and the transitions of $s_{1}$ and $s_{2}$ are omitted. Moreover we assume that $s_{2} \prec_{1}^{\prime} s_{1}$, but $s_{1} \nprec 1_{\prime}^{s} s_{2}$. Let $\mathcal{R}=\left\{\left(s_{0}, r_{0}\right),\left(s_{1}, s_{1}\right),\left(s_{2}, s_{1}\right)\right\}$, in order to show that $\mathcal{R}$ is a priori 0-simulation, we need to check that for each $\mathcal{R}$ upward closed set $C$ and $s_{0} \rightarrow \mu$, there exists $r_{0} \rightarrow \nu$ such that $\mu(C) \leq \nu(C)$. The only non-trivial cases are when $C=\left\{s_{1}\right\}$ or $\left\{s_{2}, s_{1}\right\}$, thus $s_{0} \quad \prec_{1}^{\prime} r_{0}$. But we will show that $s_{0} \not_{\mathrm{PCTL}_{1}^{-}} r_{0}$. By contradiction, assume that $\prec_{1}^{\prime}=\prec_{\mathrm{PCTL}_{1}^{-}}$. Let $\varphi=\mathcal{P}_{\leq 0}\left(\mathrm{X} \varphi_{s_{2}}\right)$ where $\varphi_{s_{2}}$ is a formula such that $s_{2} \models \varphi_{s_{2}}$ but $s_{1} \not \models \varphi_{s_{2}}$. Since $s_{1} \not_{1}^{\prime} s_{2}$, such formula always exists by assumption. It is easy to see that $r_{0} \models \varphi$, but $s_{0} \not \vDash \varphi$ since the maximal probability from $s_{0}$ to $s_{2}$ in one step is equal to 0.5 , thus we get contradiction, and $\prec_{1}^{\prime} \neq \prec_{\mathrm{PCTL}_{1}^{-}}$.

## Chapter 5

## Continuous-time MDP

In Chapter 4 we show the characterizations of bisimulations and simulations w.r.t. PCTL* and its sublogics on probabilistic automata. In this chapter we will extend the work to continuous case i.e. we will show the characterizations of bisimulations and simulations w.r.t. CSL and its sublogics on continuous-time Markov decision processes (CTMDP).

We first motivate the work in Section 5.1, and then in Section 5.2 we recall the definition of CTMDPs and the logic CSL. In Section 5.3 we propose a parallel composition operator for CTMDPs. Strong and weak bisimulation relations and the corresponding logical characterization results are studied in Section 5.4. In Section 5.5, we present the sequence of $i$-depth bisimulations. The work is extended to simulations in Section 5.6. In Section 5.7, we discuss how the (bi)simulations on CTMDPs relate to those in probabilistic automata and Markov chains. Section 5.8 summarizes the chapter. We conclude this chapter by discussing some related work in Section 5.9.

### 5.1 Motivation

Recently, continuous-time Markov decision processes (CTMDP) have received extensive attentions in the model checking community, see for example (37, 54, 93, 94, 95, 96, 97, 98). Analysis techniques for CTMDPs suffer especially from the infamous state space explosion problem. Thus, as for other stochastic models, strong bisimulations have been proposed for CTMDPs in (37), which were shown to be sound w.r.t. the continuous-time stochastic logic (CSL). This result guarantees that one can first reduce the CTMDP
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using bisimulations before analyzing the CTMDPs, as in the standard setting. On the other hand, as indicated in the paper (37), strong bisimulation is not complete w.r.t. CSL, i.e., logically equivalent states might not be bisimilar.

CTMDPs can be considered as extending the Markov decision processes (MDPs) with exponentially sojourn time distributions, and this subsumes models such as labeled transition systems and Markov chains as well. While linear and branching time equivalences and preorders are studied for these submodels $(42,43,54,99)$, this has not been studied for CTMDPs. In this chapter we study the branching time equivalences and preorders for CTMDP, and the logical characterization problem of these relations w.r.t. CSL.

We start with a slightly coarser notion of strong bisimulations, and then propose the notion of weak bisimulations for CTMDPs. We study the relationship between weak bisimulations and the logical equivalence induced by $\mathrm{CSL}_{\backslash x}$, the sub-logic of CSL without the next operator. Our first contribution is to identify a subclass of CTMDPs under which our weak bisimulation coincides with $\mathrm{CSL}_{\backslash x}$ equivalence. We discuss then how this class of CTMDPs can be efficiently determined.

Recently, in (99), we have introduced a sequence of $i$-depth bisimulations, which are shown to be converging to the logical equivalence w.r.t. probabilistic CTL (PCTL). As a second part of this chapter, we propose strong and weak $i$-depth bisimulations for CTMDPs, and provide logical characterization results for them. We show that, for general CTMDPs with finitely many states, the strong and weak $i$-depth bisimulations converge to equivalence relations which are exactly the CSL and $\mathrm{CSL}_{\backslash x}$ equivalences, respectively.

Further, we extend the definitions to (weak) simulations, and study their relationship to the logical preorders w.r.t. the (weak) safety CSL respectively. As CTMDPs can be considered as combining MDPs and CTMCs, we will discuss the downward compatibility of the relations with those for MDPs and CTMCs.

As another notable contribution, we propose a novel - and very simple - parallel composition operator for CTMDPs. We show that both strong and weak bisimulations are congruence relations w.r.t. this new operator. As a direct consequence of this result, (weak) bisimulation compositional minimization reduction technique can be applied for analyzing the CTMDPs.

Summarizing, in this chapter we introduce various (weak) simulation and bisimulation relations, and develops for the first time a taxonomy of logical characterizations of these relations on CTMDPs:

- We introduce a new notion of weak bisimulation for CTMDPs. We identify a subclass of CTMDPs and show the sound and complete characterization for $\mathrm{CSL}_{\backslash x}$.
- We present a sequence of $i$-depth (weak) bisimulations and the corresponding logical characterization results.
- We extends the definitions and logical characterization results to (weak) simulations and $i$-depth (weak) simulations.
- We introduce a novel parallel operator for CTMDPs, and study the congruence property of strong and weak bisimulations and simulations with respect to it.


### 5.2 Preliminaries

We first recall the definition of continuous-time Markov decision process as follows.

### 5.2.1 Continuous-time Markov Decision Process.

Definition 41 (Continuous-time Markov Decision Process). A tuple $\mathcal{C}=\left(S, \rightarrow, A P, L, s_{0}\right)$ is a continuous-time Markov decision process (CTMDP) where

- $S$ is a finite but non-empty set of states;
- $\rightarrow \subseteq S \times R^{+} \times \operatorname{Dist}(S)$ is a finite transition relation where $R^{+}$is the set of positive real numbers;
- AP is a finite set of atomic propositions;
- $L: S \mapsto 2^{A P}$ is labeling function;
- $s_{0} \in S$ is the initial state.

Let

$$
\operatorname{Suc}(s)=\{r \mid \exists(s \xrightarrow{\lambda} \mu) \cdot \mu(r)>0\}
$$
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denote the successor states of $s$, and $\operatorname{Suc}^{*}(s)$ the transitive closure. To avoid timelock, we assume w.l.o.g. that $\operatorname{Suc}(s) \neq \emptyset$ for each $s \in S$. A state $s$ is said to be absorbing, denoted as $s_{\perp}$, iff

$$
\forall\left(s^{\prime} \in S u c^{*}(s)\right) \cdot L\left(s^{\prime}\right)=L(s) .
$$

A continuous-time Markov chain (CTMC) is a CTMDP satisfying the condition that: $s \xrightarrow{\lambda} \mu$ and $s \xrightarrow{\lambda^{\prime}} \mu^{\prime}$ imply $\lambda=\lambda^{\prime}$ and $\mu=\mu^{\prime}$.

Below we recall the notion of uniformization for CTMDPs (95, 100). Essentially, by uniformizing each state will have a unique exit rate while preserving certain properties.

Definition 42 (Uniformization). Given a CTMDP $\mathcal{C}=\left(S, \rightarrow, A P, L, s_{0}\right)$, the uniformized CTMDP is denoted as $\overline{\mathrm{C}}=\left(\bar{S}, \rightarrow^{\prime}, A P, \bar{L}, \overline{s_{0}}\right)$ where

- $\bar{S}=\{\bar{s} \mid s \in S\} ;$
- $\bar{L}(\bar{s})=L(s)$ for each $s \in S$;
- $(\bar{s}, E, \bar{\mu}) \in \rightarrow^{\prime}$ iff there exists $(s, \lambda, \mu) \in \rightarrow$ and

$$
\bar{\mu}=\frac{\lambda}{E} \cdot \mu^{\prime}+\left(1-\frac{\lambda}{E}\right) \cdot \delta_{\bar{s}}
$$

where $\mu^{\prime}(\bar{r})=\mu(r)$ for each $r \in \operatorname{Supp}(\mu)$ and

$$
E=\max \{\lambda \mid(s, \lambda, \mu) \in \rightarrow\}
$$

is the maximum rate in the original CTMDP.
A CTMDP $\mathcal{C}$ is uniformized iff for any $\left(s_{1}, \lambda_{1}, \mu_{1}\right) \in \rightarrow$ and $\left(s_{2}, \lambda_{2}, \mu_{2}\right) \in \rightarrow, \lambda_{1}=\lambda_{2}$.

### 5.2.2 Path and Measurable Scheduler

Let $\mathcal{C}=\left(S, \rightarrow, A P, L, s_{0}\right)$ be a given CTMDP. Let

$$
\text { Paths }^{n+1}(\mathbb{C})=S \times\left(R^{+} \times S\right)^{n}
$$

denote the set of paths with length $n+1$ of $\mathcal{C}$. The set of all the finite paths of $\mathcal{C}$ is the union of all the Paths ${ }^{n}(\mathbb{C})$ with $n>0$, that is,

$$
\text { Paths }^{*}(\mathcal{C})=\cup_{n>0} \text { Paths }^{n}(\mathcal{C})
$$

In addition Paths ${ }^{\infty}(\mathrm{C})=S \times\left(R^{+} \times S\right)^{\infty}$ contains all the infinite paths and

$$
\text { Paths }(\mathbb{C})=\text { Paths }^{*}(\mathbb{C}) \cup \text { Paths }^{\infty}(\mathbb{C})
$$

is the set of all the paths of $\mathcal{C}$. Intuitively, a path is comprised of alternation of state and its sojourn time. To simplify the discussion we introduce some notations some of which are from Chapter 4 and overloaded here. Given a path $\omega=s_{0}, t_{0}, s_{1}, t_{1} \cdots s_{n-1} \in$ Paths $^{n}(\mathcal{C}),|\omega|=n$ is the length of $\omega, \omega \downarrow=s_{n-1}$ is the last state of $\omega,\left.\omega\right|^{i}=s_{0}, t_{0}, \cdots, s_{i}$ is the prefix of $\omega$ ending at the $i$-th state, and $\left.\omega\right|_{i}=s_{i}, t_{i}, s_{i+1}, \cdots$ is the suffix of $\omega$ starting from the $i$-th state, and $\omega \frown\left(t_{n-1}, s_{n}\right)$ is the path obtained by extending $\omega$ with $t_{n-1}, s_{n}$. Let $\omega[i]=s_{i}$ and time $(\omega, i)=t_{i}$ denote the $i$-th state and the time spent in the $i$-th state respectively where $i<n$, while $\omega @ t$ is the state at time point $t$ in $\omega$, that is, $\omega @ t=\omega[j]$ where $j$ is the smallest index such that $\sum_{i=0}^{j} t_{i}>t$. Moreover,

$$
\text { Steps }(s)=\{(\text { rate }, \mu) \mid(s, \text { rate }, \mu) \in \rightarrow\}
$$

is the set of all available choices in state $s$. Let $\left\{I_{i} \subseteq[0, \infty)\right\}_{0 \leq i<k}$ denote a set of intervals, then

$$
C\left(s_{0}, I_{0}, \cdots, I_{k-1}, s_{k}\right)
$$

is the cylinder set of paths $\omega \in \operatorname{Paths}^{\infty}(\mathbb{C})$ such that $\omega[i]=s_{i}$ and time $(\omega, i) \in I_{i}$. Let $\mathfrak{F}_{\text {Paths }}{ }^{\infty}(\mathbb{C})$ be the smallest $\sigma$ algebra on Paths ${ }^{\infty}(\mathcal{C})$ containing all the cylinder sets. Refer to (37) for more details.

Non-deterministic choices in CTMDPs are resolved by schedulers, which generates a distribution over the available transitions based on the existing path. We consider measurable timed history-dependent randomized schedulers $(37,101)$.

Definition 43 (Scheduler). A scheduler

$$
\pi: \text { Paths }^{*}(\mathcal{C}) \times R^{+} \times \operatorname{Dist}(S) \mapsto[0,1]
$$

is measurable if $\pi(\omega, \lambda, \mu)>0$ implies $(\lambda, \mu) \in \operatorname{Dist}(\operatorname{Steps}(\omega \downarrow))$ and

$$
\pi(\cdot, \operatorname{tr}): \text { Paths }^{*}(\mathcal{C}) \mapsto[0,1]
$$

are measurable for all $\operatorname{tr} \in 2^{\left(R^{+} \times \operatorname{Dist}(S)\right)}$.
Given a scheduler $\pi$ a unique probability measure $\operatorname{Pr}_{\pi, s_{0}}$ can be defined on the $\sigma$ algebra $\mathfrak{F}_{\text {Paths }}{ }^{\infty}\left(\complement^{( }\right)$by: $\operatorname{Pr}_{\pi, s_{0}}\left(C\left(s_{0}\right)\right)=1$ and $\operatorname{Pr}_{\pi, s_{0}}\left(C\left(s_{0}, I_{0}, \cdots, s_{n}, I_{n}, s_{n+1}\right)\right)$ equals:

$$
\int_{\omega \in C\left(s_{0}, I_{0}, \cdots, s_{n}\right)}\left(\sum_{(\lambda, \mu) \in S \operatorname{Steps}\left(s_{n}\right)} \pi\left(\left.\omega\right|^{n}, \lambda, \mu\right) \cdot \mu\left(s_{n+1}\right) \cdot\left(e^{-\lambda \cdot a}-e^{-\lambda \cdot b}\right)\right)\left(d P r_{\pi, s_{0}}\left(\left.\omega\right|^{n}\right)\right)
$$

where $I_{n}=[a, b]$.

### 5.2.3 Continuous Stochastic Logic

Continuous stochastic logic (CSL) is introduced to reason about continuous-time Markov chains (102), and to reason about CTMDP later on in (37). It contains both state ${ }^{1}$ and path formulas whose syntax is defined by the following BNFs:

$$
\begin{aligned}
& \varphi::=a|\neg \varphi| \varphi_{1} \wedge \varphi_{2} \mid \mathcal{P}_{\bowtie p}(\psi) \\
& \psi::=\mathrm{X}^{I} \varphi\left|\varphi \mathrm{U}^{I} \varphi\right| \varphi \mathrm{U}_{n}^{I} \varphi
\end{aligned}
$$

where $a \in A P, p \in[0,1], I \subseteq[0, \infty)$ is a non-empty closed interval and $\bowtie \in\{<, \leq$ $, \geq,>\}$. We also introduce a bounded until operator $\varphi U_{n}^{I} \varphi$ a restricted version of the general until operator $\varphi \mathrm{U}^{I} \varphi$.

We use $s \models \varphi$ to denote that $s$ satisfies the state formula $\varphi$ while $\omega \models \psi$ denotes that $\omega$ satisfies the path formula $\psi$. Below we give the satisfaction relation for the state and path formulas:

$$
\begin{gathered}
s \models a \text { iff } a \in L(s) \\
s \models \neg \varphi \text { iff } s \not \models \varphi \\
s \models \varphi_{1} \wedge \varphi_{2} \text { iff } s \models \varphi_{1} \wedge s \models \varphi_{2} \\
s \models \mathcal{P}_{\bowtie p}(\psi) \text { iff } \forall \pi . \operatorname{Pr}_{\pi, s_{0}}\left(\left\{\omega \in \text { Paths }^{\infty} \mid \omega \models \psi\right\}\right) \bowtie p \\
\omega \models \mathrm{X}^{I} \varphi \text { iff } \omega[1] \models \varphi \wedge \operatorname{time}(\omega, 0) \in I \\
\omega \models \varphi_{1} \cup^{I} \varphi_{2} \text { iff } \exists t \in I .\left(\omega @ t \models \varphi_{2} \wedge\left(\forall t^{\prime}<t . \omega @ t^{\prime} \models \varphi_{1}\right)\right) \\
\omega \models \varphi_{1} \cup_{n}^{I} \varphi_{2} \text { iff } \exists i \leq n \wedge t \in I .(\omega @ t=\omega[i] \\
\left.\wedge \omega @ t \models \varphi_{2} \wedge\left(\forall t^{\prime}<t . \omega @ t^{\prime} \models \varphi_{1}\right)\right)
\end{gathered}
$$

Logic Equivalences. We say $s$ and $r$ be CSL-equivalent, denoted by $s \sim \operatorname{CSL} r$, if they satisfy the same set of formulas of CSL, that is, $s \models \varphi$ iff $r \models \varphi$ for all state formulas $\varphi$. Similarly for sub-logics of CSL. In the following, we let

- $\mathrm{CSL}^{-}$denote the sub-logic of CSL without unbounded until operator,
- $\mathrm{CSL}_{\mathrm{U}_{n}}$ denote the sub-logic without bounded until,
- $\mathrm{CSL}_{\backslash x}$ denote the sub-logic without next and bounded until, and

[^6]- $\mathrm{CSL}_{i}$ be the sub-logic such that all the bounded until operators are like $\varphi_{1} \mathrm{U}_{j}^{I} \varphi_{2}$ with $j \leq i$.

The subscripts i.e. $-, \mathrm{X}, \mathrm{U}_{n}$, and $i$ can be applied to CSL at the same time (for instance $\left.\mathrm{CSL}_{i}^{-}\right)$.

### 5.3 Parallel Composition for CTMDPs

Compositional theory plays an extremely important role in verification, as composition based minimization and verification are effective methods for solving the state space problem. For all sub-models of CTMDPs, including CTMCs and probabilistic automata, their compositional theories have been studied extensively in the literature $(32,78,103$, 104). Surprisingly, to the best of our knowledge, the parallel operator has not been defined for CTMDPs. Indeed, thus far, CTMDPs are considered as non-compositional. In this section, we define a novel parallel composition operator for CTMDPs - directly inspired by the parallel composition for CTMCs (32). We will show that the strong and weak bisimulations we introduce are compositional w.r.t. our parallel composition.

Definition 44 (Parallel Composition). Let $\mathcal{C}_{i}=\left(S_{i}, \rightarrow_{i}, A P_{i}, L_{i}, s_{i}\right)$ with $i=1,2$ be two CTMDPs, and $\mu_{1} \| \mu_{2}$ be a distribution such that

$$
\left(\mu_{1} \| \mu_{2}\right)\left(s_{1} \| s_{2}\right)=\mu_{1}\left(s_{1}\right) \cdot \mu_{2}\left(s_{2}\right)
$$

The parallel composition $C_{1} \| C_{2}$ is defined by:

$$
C_{1} \| C_{2}=\left(S_{1}\left\|S_{2}, \rightarrow, A P_{1} \times A P_{2}, L, s_{1}\right\| s_{2}\right)
$$

where

- $S_{1} \| S_{2}=\left\{s \| s^{\prime} \mid s \in S_{1} \wedge s^{\prime} \in S_{2}\right\}$,
- $L\left(s \| s^{\prime}\right)=L(s) \times L\left(s^{\prime}\right)$, and
- $\left(s \| s^{\prime}, \lambda, \mu\right) \in \rightarrow$ whenever there exists $\left(s, \lambda_{1}, \mu_{1}\right) \in \rightarrow_{1}$ and $\left(s^{\prime}, \lambda_{2}, \mu_{2}\right) \in \rightarrow_{2}$ such that $\lambda=\lambda_{1}+\lambda_{2}$ and

$$
\mu=\frac{\lambda_{1}}{\lambda} \cdot\left(\mu_{1} \| \delta_{s^{\prime}}\right)+\frac{\lambda_{2}}{\lambda} \cdot\left(\delta_{s} \| \mu_{2}\right)
$$



Figure 5.1: Parallel composition of $s_{0}$ and $t_{0}$.

In Definition 44 we have not considered labels of the transitions, but the composition operator can be easily extended to deal with labels in a standard way. The following example illustrates how the composition operator works.

Example 44. Given two processes $s_{0}$ and $t_{0}$ as in Fig. 5.1 (a) and (b) respectively, where $s_{0}$ has two non-deterministic transitions labeled with 2 and 3 , and $t_{0}$ only has one transition with rate 4 , then the parallel composition $s_{0} \| t_{0}$ of $s_{0}$ and $t_{0}$ according to Definition 44 is described as in Fig. 5.1 (c).

Discussion. The parallel composition is inspired by the parallel operator introduced for CTMCs in (32). The extension is conservative, i.e., restricting to CTMCs, our parallel composition agrees with that for CTMCs. The parallel operator have been extended for both interactive Markov chains (IMCs) in (32) and Markov Automata (MAs) (104). In both IMCs and MAs, for each state at most one transition is labeled with Markovian rate $s \xrightarrow{\lambda} \mu$, that is, no nondeterministic choices between Markovian transitions are allowed. But nondeterministic choices between transitions labeled with actions are allowed.

Transformation between IMCs, CTMDPs and MAs have been studied in (105), which allows techniques developed for one model to be exploited in the others, see for example (96, 98). However, similar to the discrete setting (90), such transformation does not preserve bisimulation relations that shall be introduced in the next section.

### 5.4 Bisimulations for CTMDPs

### 5.4.1 Strong Bisimulation

In this section we recall the notion of strong bisimulation for CTMDPs, introduced in (37), where $s \xrightarrow{\lambda} \mathrm{P} \mu$ iff there exists $\left\{s \xrightarrow{\lambda} \mu_{i}\right\}_{i \in I}$ and $\left\{p_{i}\right\}_{i \in I}$ such that $p_{i} \in(0,1]$ for each $i \in I, \sum_{i \in I} p_{i}=1$, and $\sum_{i \in I} p_{i} \cdot \mu_{i}=\mu$. We assume that there is a given CTMDP $\mathcal{C}=\left(S, \rightarrow, A P, L, s_{0}\right)$ throughout this chapter in the following.

Definition 45 (Strong Bisimulation). Let $\mathcal{R} \subseteq S \times S$ be an equivalence relation. $\mathcal{R}$ is a strong bisimulation if $s \mathcal{R} r$ implies that $L(s)=L(r)$ and for each $s \xrightarrow{\lambda} \mu$, there exists $r \xrightarrow{\lambda} \mathrm{P} \mu^{\prime}$ such that $\mu \mathcal{R} \mu^{\prime}$.

We write $s \sim r$ whenever there exists a strong bisimulation $\mathcal{R}$ such that $s \mathcal{R} r$.
The above bisimulation relation is slightly coarser than the one considered in (37), where $r \xrightarrow{\lambda} \mathrm{P} \mu^{\prime}$ is replaced by strong transition $r \xrightarrow{\lambda} \mu^{\prime}$. The idea of combining transitions with the same exit rate is borrowed from (1). The theorem shows that strong bisimulation is sound, but not complete for CSL equivalence:

Theorem 36 ((37)). $\sim \subset \sim$ CSL.
Note the proof in (37) can be directly adapted to our slightly more general strong bisimulation. The inclusion is sound but not complete which is illustrated below:
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Example 45. Suppose that we have two states $s$ and $r$ such that $s$ can evolve into $s_{1}$ either with rate 3 or 5 while $r$ can evolve into $s_{1}$ with rate 3 , 4, or 5 . Also we assume that $L(s)=L(r)$ and $s_{1}$ is an absorbing state with $L\left(s_{1}\right) \neq L(s)$. It is easy to see that $s$ and $r$ are CSL-equivalent, but they are not strongly bisimilar.

In Example $45 s \sim r$ would hold if one allows combining transitions with different exit rates, but unfortunately this does not work generally, refer to Example 46.
Example 46. Suppose that we let $s \xrightarrow{\lambda} \mathrm{P} \mu$ iff there exists $\left\{s \xrightarrow{\lambda_{i}} \mu_{i}\right\}_{i \in I}$ and $\left\{p_{i}\right\}_{i \in I}$ such that $\sum_{i \in I} p_{i}=1, \sum_{i \in I} p_{i} \cdot \lambda_{i}=\lambda$ and $\sum_{i \in I} p_{i} \cdot \mu_{i}=\mu$. Given two states $s$ and $r$ such that

$$
\begin{gathered}
\stackrel{3}{\rightarrow} \mu_{1}, s \xrightarrow{4} \mu_{2}, s \xrightarrow{5} \mu_{3} \\
r \xrightarrow{3} \mu_{1}, r \xrightarrow{5} \mu_{3}
\end{gathered}
$$

where

$$
\begin{aligned}
& \mu_{1}\left(s_{1}\right)=0.3, \mu_{1}\left(s_{2}\right)=0.7 \\
& \mu_{2}\left(s_{1}\right)=0.4, \mu_{2}\left(s_{2}\right)=0.6 \\
& \mu_{3}\left(s_{1}\right)=0.5, \mu_{3}\left(s_{2}\right)=0.5
\end{aligned}
$$

For simplicity again we assume that $s_{1}, s_{2}$, and $s_{3}$ are absorbing states and all the states have different atomic propositions except $L(s)=L(r)$, then $s$ and $r$ should be bisimilar. But there exists a formula $\varphi$ such that $r \models \varphi$ and $s \not \models \varphi$. For instance let $\psi=X^{I} s_{1}$ with $I=[a, \infty)$, then the maximum probability of the paths starting from $s$ satisfying $\psi$ is

$$
\max \left\{0.3 \cdot e^{-3 a}, 0.4 \cdot e^{-4 a}, 0.5 \cdot e^{-5 a}\right\} .
$$

If $e^{-a} \in\left(\frac{3}{4}, \frac{4}{5}\right)$, then maximum probability is $0.4 \cdot e^{-4 a}$ which is obviously greater than the maximum probability of the paths of $r$ satisfying $\psi$.

Below we show that the bisimulation relation is a congruence w.r.t. the parallel operator we introduced in Section 5.3:

Theorem 37. $s \sim r$ implies that $s\|t \sim r\| t$ for any $t$.
Proof. Let

$$
\mathcal{R}=\{(s\|t, r\| t) \mid s \sim r\},
$$

it is enough to show that $\mathcal{R}$ is a strong bisimulation. Suppose that $(s \| t) \mathcal{R}(r \| t)$, and $s \| t \xrightarrow{\lambda} \mu$. By Definition 44 there exists $s \xrightarrow{\lambda_{1}} \mu_{1}$ and $t \xrightarrow{\lambda_{2}} \nu$ such that $\lambda=\lambda_{1}+\lambda_{2}$ and

$$
\mu=\frac{\lambda_{1}}{\lambda} \cdot\left(\mu_{1} \| \delta_{t}\right)+\frac{\lambda_{2}}{\lambda} \cdot\left(\delta_{s} \| \nu\right) .
$$

Since $s \sim r$, there exists $r \xrightarrow{\lambda_{1}} \mathrm{p} \mu_{1}^{\prime}$ such that $\mu_{1} \sim \mu_{1}^{\prime}$, thus

$$
\left(\mu_{1} \| \delta_{t}\right) \mathcal{R}\left(\mu_{1}^{\prime} \| \delta_{t}\right) \text { and }\left(\delta_{s} \| \nu\right) \mathcal{R}\left(\delta_{r} \| \nu\right)
$$

As a result there exists

$$
r \| t \xrightarrow{\lambda} \mathrm{P} \mu^{\prime} \equiv \frac{\lambda_{1}}{\lambda} \cdot\left(\mu_{1}^{\prime} \| \delta_{t}\right)+\frac{\lambda_{2}}{\lambda} \cdot\left(\delta_{r} \| \nu\right),
$$

so $\mu \mathcal{R} \mu^{\prime}$ which completes the proof.

### 5.4.2 Weak Bisimulation

In this section we will introduce a novel notion of weak bisimulation for CTMDPs in the sense that it only preserves $\mathrm{CSL}_{\backslash x}$ equivalence. Our definition of weak bisimulation is directly motivated by the two examples in the previous section, together with the wellknown fact that uniformization does not alter reachabilities for CTMDPs (96, 98, 100). Even though we have seen that strong bisimulation is sound but not complete w.r.t. CSL equivalence, we can show that the two relations do agree on a subclass of uniformized CTMDPs. As a result, the weak bisimulation is both sound and complete for the sublogic $\mathrm{CSL}_{\backslash \mathrm{x}}$ for the same subclass of CTMDPs (not necessarily uniformed). The section ends up with a discussion about why the results do not hold for general CTMDPs, and motivates the study of a sequence of bisimulations in next section.

Below follows the definition of weak bisimulation.
Definition 46 (Weak bisimulation). We say that states $s$ and $r$ are weakly bisimilar, denoted by $s \approx r$, whenever $\bar{s} \sim \bar{r}$ in the uniformized CTMDP $\bar{\complement}$.

Our weak bisimulation is a conservative extension of strong bisimulation. The following lemma establishes a few properties:

Lemma 28. 1. $\sim \subseteq \approx$,
2. for uniformized CTMDP, $\sim=\approx$.
3. $s \sim \sim_{C L L} \times$ in $\mathcal{C}$ iff $s \sim \operatorname{CSL} r$ in $\overline{\mathrm{C}}$.

Proof. To show that $\sim$ implies $\approx$, we observe that for each $s \xrightarrow{\lambda} \mu$, we have

$$
\bar{s} \xrightarrow{E}\left(\frac{E-\lambda}{E} \cdot \delta_{s}+\frac{\lambda}{E} \cdot \mu\right),
$$
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similar for $s{ }^{\lambda} \mathrm{P} \mu$. The following proof is trivial.
The proof of Clause 2 is straightforward from Definition 46 .
We first prove that if $\mathcal{C}$ is a CTMC, then $s \sim_{C_{S L}}{ }_{X} r$ in $\mathcal{C}$ iff $s \sim_{C S L} r$ in $\overline{\mathcal{C}}$. Since uniformization preserves the satisfiability of $\operatorname{CSL}_{\backslash \mathrm{X}}$, thus $\bar{s} \sim_{\mathrm{CSL}_{\backslash x}} \bar{r}$. Let

$$
\mathcal{R}=\left\{(\bar{s}, \bar{r}) \mid \bar{s} \sim_{\mathrm{CSL}_{\mid x}} \bar{r}\right\}
$$

we first prove that $\mathcal{R}$ is a strong bisimulation. Let $\lambda$ denote the exit rate of $\bar{s}$ and $\bar{r}$, and $\lambda_{\bar{s}}$ denote the rate from $\bar{s}$ to states in $[\bar{s}]_{\mathcal{R}}$ i.e. $\bar{s} \xrightarrow{\lambda} \mu$ and $\lambda_{\bar{s}}=\lambda \cdot \mu\left([\bar{s}]_{\mathcal{R}}\right)$, where $[\bar{s}]_{\mathcal{R}}=\{\bar{s} \mid \bar{s} \mathcal{R} \bar{r}\}$ is the equivalence class of $\mathcal{R}$ containing $\bar{s}$. The case when $\lambda_{\bar{s}}=\lambda$ is trivial, we assume that $\lambda>\lambda_{\bar{s}}$, then for each $C \in \bar{S} / \mathcal{R}$ such that $\bar{s} \notin C$, the probability of the path of $\bar{s}$ satisfying $\varphi_{\bar{s}} \cup^{[a, b]} \varphi_{C}$ is equal to

$$
\frac{\lambda_{C}}{\lambda-\lambda_{\bar{s}}} \cdot\left(e^{-\lambda_{C} \cdot a}-e^{-\lambda_{C} \cdot b}\right)
$$

where $\lambda_{C}=\lambda \cdot \mu(C)$. Since $\bar{s} \sim_{C_{S L}} \bar{r}$, it must be the case such that $\bar{r} \xrightarrow{\lambda} \nu$ with $\mu(C)=\nu(C)$ i.e. $\mu \mathcal{R} \nu$, thus $\mathcal{R}$ is a strong bisimulation. According to (54), $\bar{s} \sim_{\mathrm{CSL}} \bar{r}$.

We now generalize the result to CTMDP. If $s \sim_{C_{S L_{\mid x}} r} r$, then $\bar{s} \sim{ }^{\mathrm{CSL}_{\backslash x}} \bar{r}$. Since in a uniformized CTMDP, every execution of $\mathcal{C}$ guided by a given scheduler can be seen as a CTMC, thus $\bar{s} \sim_{\text {CSL }} \bar{r}$ based on the above result.

Now we shall show that, different from the strong bisimulation, $\approx$ coincides with $\sim_{C_{S L}}$ in a subclass of CTMDPs, which is defined in the following.

Definition 47 (2-step Recurrent). Let $\mathcal{R}$ be an equivalence relation on $S$. A state $s$ is said to be 2-step recurrent w.r.t. $\mathcal{R}$ iff $s$ is not absorbing, and moreover $|\operatorname{Suc}(s)|>2$ and

$$
\exists(s \xrightarrow{\lambda} \mu) \cdot\left(\exists\left(s^{\prime} \in \operatorname{Supp}(\mu)\right) \cdot\left(\forall\left(s^{\prime} \xrightarrow{\lambda^{\prime}} \nu\right) \cdot \nu(C)=1\right)\right)
$$

where $C=\left(\cup_{t \in \operatorname{Supp}(\mu)}[t]_{\mathcal{R}}\right) \cup[s]_{\mathcal{R}}$. We say $\mathcal{C}$ is 2-step recurrent w.r.t. $\mathcal{R}$, iff there exists a state $s \in S$ which is 2-step recurrent w.r.t. $\mathcal{R}$.

The non 2-step recurrent states can be seen as an extension of the well-known non-absorbing states, those that can evolve into other equivalence classes. Non 2-step recurrent states extend non-absorbing states further by excluding those non-absorbing states that can evolve into other equivalence classes only through their parent and the parents' equivalent states. Moreover, we say that $s$ (or $\mathcal{C}$ ) is 2 -step recurrent iff it is 2-step recurrent w.r.t. $\sim \mathcal{C S L}_{\backslash \mathrm{x}}$. Intuitively, the term 2-step recurrent requires that $s$
has more than 2 successors and there exists a transition $s \rightarrow \mu$ such that some states in $\operatorname{Supp}(\mu)$ must only return back to states equivalent to $s$ or states in $\operatorname{Supp}(\mu)$ directly. We show below $\approx$ coincides with $\mathrm{CSL}_{\backslash x}$ for CTMDPs without 2-step recurrent states.

Theorem 38. $\approx \subseteq \sim_{\operatorname{CSL}_{\backslash x}}$. If $\mathcal{C}$ is not 2-step recurrent, $\approx=\sim_{\operatorname{CSL}_{\backslash x}}$.
Proof. In the following the parameter $E$ will be omitted in the transition, i.e. we simply write $s \rightarrow \mu$ for $s \xrightarrow{E} \mu$.

First we show that $\approx \subseteq \sim_{C_{L x}}$. Let $\mathcal{C}$ be a CTMDP and assume $s \approx r$. By the definition of weak bisimulation, we have $s \approx r$ in $\overline{\mathcal{C}}$. By Theorem $36, s \sim_{\operatorname{cSL}} r$ in $\overline{\mathcal{C}}$.


Now we prove that $\sim_{C_{S L}}$ implies $\approx$ whenever $\mathcal{C}$ is not 2 -step recurrent. By definition, it is the same to prove that $\sim_{\text {CSL }}$ implies $\sim$ in a uniformized CTMDP. In the following we assume that the given CTMDP is uniformized and assume that the rate is equal to 1 for simplicity without losing generality. Let

$$
\mathcal{R}=\left\{(s, r) \mid s \sim_{\mathrm{CSL}} r\right\}
$$

which is obviously an equivalence relation, we are going to show that $\mathcal{R}$ is a strong bisimulation. By contradiction we assume that $\mathcal{R}$ is not a strong bisimulation, then there exists $(s, r) \in \mathcal{R}$ such that either i) $L(s) \neq L(r)$, or ii) there exists a $s \rightarrow \mu$ such that there does not exist $r \rightarrow_{\mathrm{p}} \nu$ with $\mu \mathcal{R} \nu$. In both cases, if we can find a formula $\varphi$ such that $s \models \varphi$ but $r \not \models \varphi$ or the other way around, then we can obtain a contradiction. Case i) is easy and we only focus on ii) here. Suppose there exists a transition $s \rightarrow \mu$, since $\mathcal{C}$ is not 2 -step recurrent, there are three different cases to consider.

1. $s_{\perp}$ i.e. $s$ is an absorbing state. This case is trivial since all the derivations of $s$ will stay in the same equivalence class $[s]_{\mathcal{R}}$.
2. $\operatorname{Suc}(s) \leq 2$ i.e. there exists at most two equivalence ${ }^{1}$ classes $C_{1}, C_{2} \in S / \mathcal{R}$ such that $\mu\left(C_{1} \cup C_{2}\right)=1$, in the other words, $\mu\left(C_{1}\right)=1-\mu\left(C_{2}\right)$. The reason to consider this special case is that for each $\mu$, if there exists $\mu_{1}$ and $\mu_{2}$ such that $\mu_{1}\left(C_{1}\right) \leq \mu\left(C_{1}\right) \leq \mu_{2}\left(C_{1}\right)$, then we can make sure that there exists $w_{1}, w_{2}$ such that $w_{1}+w_{2}=1$ and $w_{1} \cdot \mu_{1}\left(C_{1}\right)+w_{2} \cdot \mu_{2}\left(C_{1}\right)=\mu\left(C_{1}\right)$, therefore

$$
\begin{aligned}
& w_{1} \cdot \mu_{1}\left(C_{2}\right)+w_{2} \cdot \mu_{2}\left(C_{2}\right) \\
& =w_{1} \cdot\left(1-\mu_{1}\left(C_{1}\right)\right)+w_{2} \cdot\left(1-\mu_{2}\left(C_{1}\right)\right) \\
& =w_{1}+w_{2}-\left(w_{1} \cdot \mu_{1}\left(C_{1}\right)+w_{2} \cdot \mu_{2}\left(C_{1}\right)\right) \\
& =1-\mu\left(C_{1}\right)=\mu\left(C_{2}\right)
\end{aligned}
$$

[^7]thus $\left(w_{1} \cdot \mu_{1}+w_{2} \cdot \mu_{2}\right)=\mu$ as we expect. This cannot be generalized to the case where $\operatorname{Suc}(s)>2$.
Let $\varphi_{C}$ be the master formula of an equivalence class $C \in S / \mathcal{R}$ such that $\operatorname{Sat}\left(\varphi_{C}\right)=$ $C$. Since $s \sim_{\text {CSL }} r$, and
$$
s \models P_{\geq 1}\left(\mathrm{X}^{[0, \infty)}\left(\varphi_{C_{1}} \vee \varphi_{C_{2}}\right)\right)
$$
obviously, thus
$$
r \models P_{\geq 1}\left(\mathrm{X}^{[0, \infty)}\left(\varphi_{C_{1}} \vee \varphi_{C_{2}}\right)\right),
$$
that is, $S u c(r) \subseteq C_{1} \cup C_{2}$ which means $r$ can only move to states in $C_{1} \cup C_{2}$ too. Secondly, we prove that there exists $r \rightarrow \nu_{1}$ and $r \rightarrow \nu_{2}$ such that $\nu_{1}\left(C_{1}\right) \leq$ $\mu\left(C_{1}\right) \leq \nu_{2}\left(C_{1}\right)$. Assume there does not exists $r \rightarrow \nu_{2}$ such that $\nu_{2}\left(C_{1}\right) \geq \mu\left(C_{1}\right)$, in the other words, for all $r \rightarrow \nu$ we have $\nu\left(C_{1}\right)<\mu\left(C_{1}\right)$, so there exists $q$ such that
$$
r \models P_{\leq q}\left(\mathrm{X}^{[0, \infty)} \varphi_{C_{1}}\right) \text { but } \not \models P_{\leq q}\left(\mathrm{X}^{[0, \infty)} \varphi_{C_{1}}\right)
$$
which contradicts with the assumption that $s \sim_{\text {CSL }} r$. Similarly, we can show that there exists $r \rightarrow \nu_{1}$ such that $\nu_{1}\left(C_{1}\right) \leq \mu\left(C_{1}\right)$. Based on the discussion above, we can guarantee that there always exists $w_{1}$ and $w_{2}$ such that $w_{1}+w_{2}=1$ and
$$
\left(w_{1} \cdot \nu_{1}+w_{2} \cdot \nu_{2}\right) \mathcal{R} \mu
$$
3. We consider the - most involved - remaining case: $S u c(s)>2$ and for all $s^{\prime} \in$ $\operatorname{Supp}(\mu)$, there exists $t$ and $s^{\prime} \rightarrow \mu^{\prime}$ such that $\mu^{\prime}(t)>0$ where $t$ is in a different equivalence class from which $s$ and the states in $\operatorname{Supp}(\mu)$ belong to.

We prove by contraction. Assume that there does not exists $r \rightarrow_{\mathrm{p}} \nu$ such that $\mu \mathcal{R} \nu$. Note every combined transition of $r$ can be seen as a combined transition of two other combined transitions of $r$. We fix two arbitrarily fixed (combined) transitions of $r: r \rightarrow_{\mathrm{P}} \nu_{1}$ and $r \rightarrow_{\mathrm{P}} \nu_{2}$, thus

$$
\begin{equation*}
\forall 0 \leq w_{1}, w_{2} \leq 1 .\left(w_{1}+w_{2}=1 \wedge\left(\mu, w_{1} \cdot \nu_{1}+w_{2} \cdot \nu_{2}\right) \notin \mathcal{R}\right) \tag{5.1}
\end{equation*}
$$

Let $\operatorname{Supp}(\mu)=\left\{s_{1}, s_{2}, \ldots, s_{n}\right\}$. For simplicity we assume that $s_{1}, \ldots, s_{n}$ belong to different equivalence classes. For $1 \leq i \leq n$, define:

$$
\mu\left(s_{i}\right)=a_{i}, \nu_{1}\left(s_{i}\right)=b_{i}, \quad \text { and } \nu_{2}\left(s_{i}\right)=c_{i}
$$

Then there must exist $1 \leq k \neq j \leq n$ such that there does not exist $0 \leq w_{1}, w_{2} \leq 1$ with $w_{1}+w_{2}=1$ such that

$$
w_{1} \cdot b_{k}+w_{2} \cdot c_{k}=a_{k} \text { and } w_{1} \cdot b_{j}+w_{2} \cdot c_{j}=a_{j}
$$

otherwise $\left(\mu,\left(w_{1} \nu_{1}+w_{2} \nu_{2}\right)\right) \in \mathcal{R}$ which contradicts Eq. 5.1. The idea now is then to construct a formula $\varphi$ which is satisfied by $s$ but not $r$, depending on the relation between $a_{k}, a_{j}$ and $b_{k}, c_{k}, b_{j}, c_{j}$. There are nine possible cases in total depending on whether $a_{k} \in\left[b_{k}, c_{k}\right]$ and/or $a_{j} \in\left[b_{j}, c_{j}\right]$. Most of the cases are trivial except when $a_{k} \in\left[b_{k}, c_{k}\right]$ and $a_{j} \in\left[c_{j}, b_{j}\right]$ with $c_{k} \geq b_{k}$ and $b_{j} \geq c_{j}$. ${ }^{1}$ The formula for this case is given by:

$$
\varphi=\left(r \vee s \vee s_{k}\right) \cup^{[a, b]}\left(s_{j} \vee s_{k}^{\prime}\right)
$$

where $s_{k}^{\prime}$ is the successor of $s_{k}$ not equivalent to $s$ and the states in $\operatorname{Supp}(\mu)$, and the names of states are used as the abbreviations of the state formulas characterizing the equivalence classes where they are located. Suppose there exists $s_{k} \rightarrow \mu_{k}$ with $\mu_{k}\left(s_{k}^{\prime}\right)=\rho$, and define:

$$
\begin{aligned}
& \rho_{1}=\rho \cdot\left(a \cdot e^{-a}+e^{-a}-b \cdot e^{-b}-e^{-b}\right) \\
& \rho_{2}=e^{-a}-e^{-b}
\end{aligned}
$$

then

- the probability of $s$ satisfying $\varphi$ by choosing transitions $s \rightarrow \mu$ and $s_{k} \rightarrow \mu_{k}$ is equal to

$$
p(s, \mu):=a_{j} \cdot \rho_{2}+a_{k} \cdot \rho_{1}
$$

- the probability of $r$ satisfying $\varphi$ by choosing the combined transition of $r \rightarrow \nu_{1}$ and $r \rightarrow \nu_{1}$ and $s_{k} \rightarrow \mu_{k}$ is either

$$
p\left(r, \nu_{1}\right):=b_{j} \cdot \rho_{2}+b_{k} \cdot \rho_{1}
$$

or

$$
p\left(r, \nu_{2}\right)=c_{j} \cdot \rho_{2}+c_{k} \cdot \rho_{1}
$$

Now it is sufficient to prove that we can find $0 \leq a \leq b$ such that $p(s, \mu)>p\left(r, \nu_{1}\right)$ and $p(s, \mu)>p\left(r, \nu_{2}\right)$. We claim ${ }^{2}$ that it is the case once we can guarantee

$$
\frac{\rho_{1}}{\rho_{2}} \in\left(\frac{b_{j}-a_{j}}{a_{k}-b_{k}}, \frac{a_{j}-c_{j}}{c_{k}-a_{k}}\right)
$$

which can be seen as follows:

[^8]- Let $b=\infty$, then $\frac{\rho_{1}}{\rho_{2}}=\rho \cdot(a+1)$ and it is easy to see that there exists $a, b$ such that $\frac{\rho_{1}}{\rho_{2}} \in[\rho, \infty)$.
- On the other hand let $a=0$, then

$$
\rho_{1}=\rho \cdot\left(1-e^{-b}-b \cdot e^{-b}\right)
$$

and $\rho_{2}=1-e^{-b}$, so

$$
\frac{\rho_{1}}{\rho_{2}}=\rho \cdot\left(1-\frac{b \cdot e^{-b}}{1-e^{-b}}\right),
$$

note here that $\frac{b \cdot e^{-b}}{1-e^{-b}} \in(0,1)$ since $\frac{b \cdot e^{-b}}{1-e^{-b}}$ can be arbitrary close to 1 when $b$ is close to 0 , and on the other hand, $\frac{b \cdot e^{-b}}{1-e^{-b}}$ is arbitrary close to 0 as $b$ increases. As a result $\frac{\rho_{1}}{\rho_{2}} \in(0, \rho)$.

- it is not possible for

$$
\frac{b_{j}-a_{j}}{a_{k}-b_{k}}=\frac{a_{j}-c_{j}}{c_{k}-a_{k}},
$$

otherwise there exists $0 \leq w_{1}, w_{2} \leq 1$ such that

$$
w_{1} \cdot b_{k}+w_{2} \cdot c_{k}=a_{k} \text { and } w_{1} \cdot b_{j}+w_{2} \cdot c_{j}=a_{j}
$$

with $w_{1}+w_{2}=1$.
Thus there always exists $0 \leq a \leq b$ such that $s$ will satisfy $\varphi$ with higher probability than $r$ for some $a, b$, therefore $s \nsim$ CSL $r$, and we have a contradiction. All the other cases are similar and omitted here.

In the proof we only need to use unbounded until, $\wedge$ (to construct the master formula of each equivalence class), and $\vee$. Thus, the following sub-logic is sufficient to characterize weak bisimulation for CTMDPs which are not 2-step recurrent:

$$
\begin{aligned}
& \varphi::=a|\varphi \wedge \varphi| \varphi \vee \varphi \mid \mathcal{P}_{\bowtie p}(\psi) \\
& \psi::=\varphi \mathrm{U}^{I} \varphi
\end{aligned}
$$

Below we show that, as for strong bisimulations, the weak bisimulation relation is a congruence w.r.t. the parallel operator we introduced in Section 5.3. Moreover, for CTMDPs which are not 2-step recurrent, $\sim{ }^{\text {CSL }}{ }_{\ X}$ is a congruence as well.

Theorem 39. 1. $s \approx r$ implies that $s\|t \approx r\| t$ for any $t$.


Figure 5.2: Counter example of strong probabilistic bisimulation.
2. if $\mathcal{C}$ is not 2-step recurrent, $s \sim \mathcal{C S L}_{\backslash x} r$ implies that $s\left\|t \sim \mathcal{C S L}_{\backslash \mathrm{x}} r\right\| t$ for any $t$.

Proof. We prove Clause 1 first. Since $s \approx r$, by Definition $46 \bar{s} \sim \bar{r}$. According to Theorem $37 \bar{s}\|\bar{t} \sim \bar{r}\| \bar{t}$ for any $t$. It is easy to check that $\bar{s} \| \bar{t}=\overline{s \| t}$, as a result $\overline{s \| t} \sim \overline{r \| t}$ which implies that $s\|t \approx r\| t$ for any $t$.

The proof of Clause 2 is straightforward based on Clause 1.

General CTMDPs. The following example explains the necessity to consider CTMDPs without 2-step recurrent states in Theorem 38. It is shown that when 2-step recurrent states are involved, $\sim{ }_{C S L}^{\backslash x} \subseteq \approx$ does not always hold.

Example 47. Suppose we are given two states $s_{0}$ and $r_{0}$ of a CTMDP depicted in Fig. 5.2.

First assume $s_{i}$ and $r_{i}$ are absorbing states for each $1 \leq i \leq 3$. In this case, it is easy to check that $s_{0}$ and $r_{0}$ are 2-step recurrent states where all the states have different
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atomic propositions except $L\left(s_{i}\right)=L\left(r_{i}\right)$ for each $0 \leq i \leq 3$. ${ }^{1}$ Then there does not exist a CSL formula which can distinguish them, as a result they are CSL equivalent. On the other hand, $s_{0}$ and $r_{0}$ are not bisimilar, as for the middle transition of $r_{0}, s_{0}$ has no way to simulate it even with combined transition.

Now suppose that $s_{2}$ and $r_{2}$ are not absorbing, for instance they can evolve into $s_{0}$ and $r_{0}$ with probability 1 respectively, then still they are CSL equivalent. But interestingly, if the non-absorbing states are $s_{3}$ and $r_{3}$ instead but with the same transitions, then $s_{0} \nsim \mathrm{CSL} r_{0}$. Considering the formula

$$
\psi=\left(L\left(s_{0}\right) \vee L\left(s_{3}\right)\right) \cup^{[0, \infty)} L\left(s_{1}\right),
$$

the maximum probability of the paths of $s_{0}$ satisfying $\psi$ is $\frac{5}{9}$ while this probability in $r_{0}$ is $\frac{4}{7}>\frac{5}{9}$, thus $s_{0} \models P_{\leq \frac{5}{9}} \psi$ but $r_{0} \not \models P_{\leq \frac{5}{9}} \psi$. Note that even we let $s_{2}$ and $s_{3}$ have such transition, $s_{0}$ and $r_{0}$ are still 2-step recurrent by Definition 47.

The key idea behind the difference illustrated in Example 47 is that the bisimulation relation only takes one step into consideration. This restriction might be the best one can hope for the completeness results.

### 5.4.3 Determining 2-step Recurrent CTMDPs

In Theorem 38, the completeness holds only for CTMDPs which are not 2-step recurrent. This section discusses a simple procedure for checking it. The following lemma holds by applying the definition directly:

Lemma 29. Given two equivalence relations $\mathcal{R}$ and $\mathcal{R}^{\prime}$ over $S$ such that $\mathcal{R} \subseteq \mathcal{R}^{\prime}$, then if $\mathcal{C}$ is 2-step recurrent w.r.t. $\mathcal{R}$, then it is 2-step recurrent w.r.t. $\mathcal{R}^{\prime}$, or equivalently if $\mathcal{C}$ is not 2-step recurrent w.r.t. $\mathcal{R}^{\prime}$, then it is not 2-step recurrent w.r.t. $\mathcal{R}$.

Proof. Straightforward from Definition 47 and the fact the $[s]_{\mathcal{R}} \subseteq[s]_{\mathcal{R}^{\prime}}$ provided that $\mathcal{R} \subseteq \mathcal{R}^{\prime}$.

Lemma 29 suggests a simple way to check whether a given CTMDP $\mathcal{C}$ is 2 -step recurrent w.r.t. $\sim_{C_{S L}}$. We know that

$$
\sim \subset \approx \subseteq \sim_{\mathrm{CSL}_{\backslash x}} \subseteq \mathcal{R}
$$

where

$$
\mathcal{R}=\{(s, r) \mid L(s)=L(r)\}
$$

[^9]By Lemma 29, we can first check whether $\mathcal{C}$ is 2 -step recurrent w.r.t. $\mathcal{R}$, if it is not, we know that $\mathcal{C}$ is not 2 -step recurrent either w.r.t. $\sim_{C_{S L}}$. Otherwise we continue to check whether $\mathcal{C}$ is 2 -step recurrent w.r.t. $\sim$ or $\approx$, if the answer is yes, then $\mathcal{C}$ is 2-step recurrent too w.r.t. $\sim{ }^{\sim} \operatorname{CLL}_{\backslash x}$. Both $\sim$ and $\approx$ can be computed in polynomial time, see (106) for detail.

In the remaining cases, namely when $\mathcal{C}$ is 2 -step recurrent w.r.t. $\approx$, but not w.r.t. $\mathcal{R}$, we cannot conclude anything, thus the relation $\sim_{{ }_{C S L}^{\mid x}}$ shall be computed first for this purpose. The decision algorithm for $\sim_{C S L}{ }_{\mid \times}$falls, however, out of the scope of this dissertation.

### 5.5 Characterization of CSL in General CTMDPs

In (99) we have defined a sequence of strong bisimulations to characterize probabilistic CTL (PCTL) as well as its sub-logics. Following that approach, in this section we show that such strong bisimulations can be used to characterize CSL and its sub-logics as well, for general CTMDPs.

### 5.5.1 Strong $i$-depth Bisimulation

For the interval $I=[a, b]$, define $I \ominus x=[a-x, b-x]$ if $a \geq x$, and $I \ominus x=[0, b-x]$ if $a<x \leq b$. First, we define the notation $\operatorname{Prob}_{\pi, s}\left(C, C^{\prime}, n, I, \omega\right)$, denoting the probability of reaching $C^{\prime}$, from state $s$, via only states in $C$ within time in the interval $I \subseteq[0, \infty)$ and in at most $n$ steps under scheduler $\pi$, where $\omega$ is used to keep track of the path. Formally, $p=\operatorname{Prob}_{\pi, s}\left(C, C^{\prime}, n,[a, b], \omega\right)$ is defined as follows:

1. if $(n=0) \wedge(a=0) \wedge\left(s \in C^{\prime}\right), p$ is equal to 1
2. else if $\left(s \in C \wedge s \notin C^{\prime}\right) \wedge(n>0), p$ is equal to

$$
\begin{gathered}
\sum_{(\lambda, \mu) \in S t e p s(\omega \downarrow)} \pi(\omega, \lambda, \mu) \cdot\left(\int_{0}^{b} \lambda \cdot e^{-\lambda x} \cdot \sum_{s^{\prime} \in \operatorname{Supp}(\mu)} \mu\left(s^{\prime}\right)\right. \\
\left.\cdot \operatorname{Prob}_{\pi, s^{\prime}}\left(C, C^{\prime}, n-1,[a, b] \ominus x, \omega \frown\left(x, s^{\prime}\right)\right) d x\right)
\end{gathered}
$$
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3. else if $\left(s \in C \cap C^{\prime}\right) \wedge(n>0), p$ is equal to

$$
\begin{aligned}
& \sum_{(\lambda, \mu) \in \operatorname{Steps}(\omega \downarrow)} \pi(\omega, \lambda, \mu) \cdot\left(e^{-\lambda a}+\int_{0}^{a} \lambda \cdot e^{-\lambda x} \cdot \sum_{s^{\prime} \in \operatorname{Supp}(\mu)} \mu\left(s^{\prime}\right)\right. \\
& \left.\cdot \operatorname{Prob}_{\pi, s^{\prime}}\left(C, C^{\prime}, n-1,[a, b] \ominus x, \omega \frown\left(x, s^{\prime}\right)\right) d x\right)
\end{aligned}
$$

4. otherwise $p$ is equal to 0 .

The above definition has the same flavor as the definitions in $(37,102)$ - extended with bounds on the discrete steps. The first clause is trivial. For the second clause, $s \in C \wedge s \notin C^{\prime}$ and we have still steps $n>0$. The term $\pi(\omega, \lambda, \mu)$ denotes the probability that the pair $(\lambda, \mu)$ is chosen by the scheduler $\pi$ under consideration. Further, $\lambda \cdot e^{-\lambda x}$ is the density of leaving $s$ at time $x$. Once $s$ is left, the successor $s^{\prime}$ is taken with probability $\mu\left(s^{\prime}\right)$, from which we have $n-1$ steps and $[a, b] \ominus x$ time left. The path is then augmented with the pair $\left(x, s^{\prime}\right)$. For the third clause with $\left(s \in C \cap C^{\prime}\right) \wedge(n>0)$, either we stay in state $s$ more than $a$ time units with probability

$$
\int_{a}^{\infty} \lambda \cdot e^{-\lambda x} d x=e^{-\lambda a}
$$

otherwise we should continue, and the argument is the same as the previous case. For all the other cases, it is obvious that the result equals 0 . Below follows the definition of strong $i$-depth bisimulation where $s \sim_{0} r$ iff $L(s)=L(r)$ :

Definition 48 (Strong $i$-depth Bisimulation). A relation $\mathcal{R} \subseteq S \times S$ is a strong $i$-depth bisimulation with $i>0$ if $s \mathcal{R} r$ implies $s \sim_{i-1} r$ and for any $\mathcal{R}$ downward closed sets $C, C^{\prime}$ and $I$,

1. for each scheduler $\pi$, there exists a scheduler $\pi^{\prime}$ such that

$$
\operatorname{Prob}_{\pi^{\prime}, r}\left(C, C^{\prime}, i, I, r\right) \leq \operatorname{Prob}_{\pi, s}\left(C, C^{\prime}, i, I, s\right),
$$

2. for each scheduler $\pi$, there exists a scheduler $\pi^{\prime}$ such that

$$
\operatorname{Prob}_{\pi^{\prime}, s}\left(C, C^{\prime}, i, I, s\right) \leq \operatorname{Prob}_{\pi, r}\left(C, C^{\prime}, i, I, r\right)
$$

We write $s \sim_{i} r$ whenever there is a strong $i$-depth bisimulation $\mathcal{R}$ such that $s \mathcal{R} r$.
It is not hard to show that $\sim_{i}$ is an equivalence relation.
Lemma 30. $\sim_{i}$ is an equivalence relation for all $i \geq 0$.

Proof. The reflexivity and symmetry are easy to show, we only prove the transitivity here. Suppose that $s \sim_{i} t$ and $t \sim_{i} r$, we should prove that $s \sim_{i} r$. By Definition 48 there exists two strong $i$-depth bisimulation $\mathcal{R}_{1}$ and $\mathcal{R}_{2}$ such that $s \mathcal{R}_{1} t$ and $t \mathcal{R}_{2} r$. Let

$$
\mathcal{R}=\mathcal{R}_{1} \circ \mathcal{R}_{2}=\left\{\left(s_{1}, s_{3}\right) \mid \exists s_{2} \cdot\left(s_{1} \mathcal{R}_{1} s_{2} \wedge s_{2} \mathcal{R}_{2} r\right)\right\},
$$

it is enough to show that $\mathcal{R}$ is a strong $i$-depth bisimulation. Note $\mathcal{R}_{1} \cup \mathcal{R}_{2} \subseteq \mathcal{R}$, since for each $s_{1} \mathcal{R}_{1} s_{2}$ we also have $s_{2} \mathcal{R}_{2} s_{2}$ due to reflexivity, thus $s_{1} \mathcal{R} s_{2}$, similarly we can show that $\mathcal{R}_{2} \subseteq \mathcal{R}$. Therefore for any $\mathcal{R}$ downward closed sets $C$ and $C^{\prime}$, they are also $\mathcal{R}_{1}$ and $\mathcal{R}_{2}$ downward closed. As a result for each $I$ and $\pi$, there exists $\pi^{\prime}$ such that

$$
\operatorname{Prob}_{\pi^{\prime}, t}\left(C, C^{\prime}, i, I, t\right) \leq \operatorname{Prob}_{\pi, s}\left(C, C^{\prime}, i, I, s\right)
$$

since $s \sim_{i} t$. Furthermore, since $t \sim_{i} r$ there exists $\pi^{\prime \prime}$ such that

$$
\operatorname{Prob}_{\pi^{\prime \prime}, r}\left(C, C^{\prime}, i, I, r\right) \leq \operatorname{Prob}_{\pi^{\prime}, t}\left(C, C^{\prime}, i, I, t\right) .
$$

This completes the proof.
Similarly we can show that $\sim_{i}$ is both sound and complete for $\sim_{\mathrm{CSL}_{i}^{-}}$, and also in an arbitrary CTMDP there exists a $n$ such that $\sim_{n}=\sim_{C S L}$, therefore we have the following theorem.

Theorem 40. 1. $\sim_{i}=\sim_{\mathrm{CSL}_{i}^{-}}$.
2. There exists $n$ such that $\sim_{n}=\sim_{\text {CSL }^{-}}=\sim_{\text {CSL }}$.
3. $\sim_{i}$ with $i \geq 1$ is not in general a congruence (w.r.t. the operator $\|$ in Definition 44).

Proof. Let

$$
\operatorname{Sat}(\varphi)=\{s \in S \mid s \models \varphi\}
$$

denote the set of states satisfying $\varphi$, and

$$
\operatorname{Sat}(\psi)=\left\{\omega \in \text { Paths }^{\infty} \mid \omega \models \psi\right\}
$$

denote the set of paths satisfying $\psi$. We prove that $\sim_{\mathrm{CSL}_{i}^{-}} \subseteq \sim_{i}$ first. Let

$$
\mathcal{R}=\left\{(s, r) \mid s \sim_{\mathrm{CSL}_{i}^{-}} r\right\},
$$

it is enough to show that $\mathcal{R}$ is a strong $i$-depth bisimulation. It is a standard technique to construct a state formula $\varphi_{C}$ such that $\operatorname{Sat}\left(\varphi_{C}\right)=C$ where $C$ is $\mathcal{R}$ downward closed.
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Suppose that there exists $\pi, C, C^{\prime}$ and $I$ such that there does not exist a scheduler $\pi^{\prime}$ with

$$
\operatorname{Prob}_{\pi^{\prime}, r}\left(C, C^{\prime}, i, I, r\right) \leq \operatorname{Prob}_{\pi, s}\left(C, C^{\prime}, i, I, s\right)
$$

where $C, C^{\prime}$ are $\mathcal{R}$ downward closed sets, and $I \subseteq[0, \infty)$ is an interval. In other words

$$
\operatorname{Prob}_{\pi^{\prime}, r}\left(C, C^{\prime}, i, I, r\right)>\operatorname{Prob}_{\pi, s}\left(C, C^{\prime}, i, I, s\right)
$$

for any $\pi^{\prime}$. Let $\operatorname{Pr}_{\pi, s}\left(\varphi_{1} \cup_{i}^{I} \varphi_{2}\right)$ denote the probability of the paths of $s$ satisfying $\varphi_{1} \mathrm{U}_{i}^{I} \varphi_{2}$ guarded by the scheduler $\pi$, it is not hard to see that

$$
\operatorname{Pr}_{\pi, s}\left(\varphi_{C} \cup_{i}^{I} \varphi_{C^{\prime}}\right)=\operatorname{Prob}_{\pi, s}\left(C, C^{\prime}, i, I, s\right) .
$$

As a result there exists $q$ such that

$$
r \models \mathcal{P}_{\geq q}\left(\varphi_{C} \cup_{i}^{I} \varphi_{C^{\prime}}\right) \text { but } s \not \models \mathcal{P}_{\geq q}\left(\varphi_{C} \mathrm{U}_{i}^{I} \varphi_{C^{\prime}}\right)
$$

which contradicts with our assumption, therefore there does exist $\pi^{\prime}$ such that

$$
\operatorname{Prob}_{\pi^{\prime}, r}\left(C, C^{\prime}, i, I, r\right) \leq \operatorname{Prob}_{\pi, s}\left(C, C^{\prime}, i, I, s\right),
$$

thus $s \mathcal{R} r$.
In order to prove that $\sim_{i} \subseteq \sim_{\mathrm{CSL}_{i}^{-}}$, we need to show that for all states $s$ and $r$, $s \models \varphi$ implies $r \models \varphi$ and vice versa whenever $s \sim_{i} r$, where $\varphi$ is any state formula of $\mathrm{CSL}_{i}^{-}$. We only consider formula $P_{\leq q}(\psi)$ here since all the others are trivial. Suppose $\psi=X^{I} \varphi$ where $I=[a, b]$. We show that the next operator can be encoded by bounded until. First consider the case when $s \notin \operatorname{Sat}(\varphi)$, then $\operatorname{Pr}_{\pi, s}\left(\mathrm{X}^{I} \varphi\right)=\operatorname{Pr}_{\pi, s}\left(\varphi_{s} \mathrm{U}_{1}^{I} \varphi\right)$ for any scheduler $\pi$. Suppose that $s \in \operatorname{Sat}(\varphi)$. Since

$$
\operatorname{Pr}_{\pi, s}\left(\mathrm{X}^{I} \varphi\right)=\sum_{(\lambda, \mu) \in \operatorname{Supp}(\pi(s))} \pi(s)(\lambda, \mu) \cdot\left(e^{-\lambda a}-e^{-\lambda b}\right)-\operatorname{Pr}_{\pi, s}\left(\mathrm{X}^{I} \neg \varphi\right),
$$

so we can use the above result to encode $\operatorname{Pr} r_{\pi, s}\left(X^{I} \neg \varphi\right)$ as well. As a result we only need to consider the case when $\psi=\varphi_{1} \mathrm{U}_{i}^{I} \varphi_{2}$. Suppose that $s \models P_{\geq q}(\psi)$, that is, $\forall \pi . \operatorname{Pr}_{\pi, s}\left(\varphi_{1} \mathrm{U}_{i}^{I} \varphi_{2}\right) \geq q$. Since

$$
\operatorname{Pr}_{\pi, s}\left(\varphi_{1} \cup_{i}^{I} \varphi_{2}\right)=\operatorname{Prob}_{\pi, s}\left(\operatorname{Sat}\left(\varphi_{1}\right), \operatorname{Sat}\left(\varphi_{2}\right), i, I, s\right)
$$

for any scheduler $\pi$, then we have

$$
\forall \pi . \operatorname{Prob} b_{\pi, s}\left(\operatorname{Sat}\left(\varphi_{1}\right), \operatorname{Sat}\left(\varphi_{2}\right), i, I, s\right) \geq q
$$

Again we prove by contradiction, assume that $r \not \vDash P_{\geq q} \psi$, then there exists $\pi^{\prime}$ such that

$$
\operatorname{Prob}_{\pi^{\prime}, r}\left(\operatorname{Sat}\left(\varphi_{1}\right), \operatorname{Sat}\left(\varphi_{2}\right), i, I, r\right)<q,
$$

since $s \sim_{i} r$, then there should exist $\pi$ such that

$$
\operatorname{Prob}_{\pi, s}\left(\operatorname{Sat}\left(\varphi_{1}\right), \operatorname{Sat}\left(\varphi_{2}\right), i, I, s\right) \leq \operatorname{Prob}_{\pi^{\prime}, r}\left(\operatorname{Sat}\left(\varphi_{1}\right), \operatorname{Sat}\left(\varphi_{2}\right), i, I, r\right)<q,
$$

this contradicts with the fact that $s \models P_{\geq q} \psi$, so $r \models P_{\geq q} \psi$, this completes our proof.
The proof of Clause 2 is trivial since there are at most $n$ equivalence classes where $n$ is the number of states in a CTMDP, thus $\sim_{n}=\sim_{\mathrm{CSL}^{-}}=\sim_{\mathrm{CSL}}$.

For the counterexample of the last clause please refer to Example 51.
The following example illustrates that $\sim_{i}$ is both sound and complete for $\sim_{\mathrm{CSL}_{i}^{-}}$ even for general CTMDPs.

Example 48. Refer to $s_{0}$ and $r_{0}$ in Example 47. If $s_{j}$ and $r_{j}$ are absorbing states with $1 \leq j \leq 3$, then it can be proved that $s_{0} \sim_{i} r_{0}$, thus $s_{0} \sim_{\mathrm{CSL}_{i}^{-}} r_{0}$ for any $i \geq 0$. Similarly for the case when $s_{2}$ and $r_{2}$ are not absorbing but can evolve into $s_{0}$ and $r_{0}$ with probability 1 respectively. Suppose now the non-absorbing states are $s_{3}$ and $r_{3}$ with same transitions, then we show that there exists $n$ such that $s_{0} \nsim n_{n} r_{0}$. Let $C=\left\{s_{0}, s_{3}, r_{0}, r_{3}\right\}, C^{\prime}=\left\{s_{1}, r_{1}\right\}$, and $I=[0, \infty)$, then it is easy to see that

$$
\operatorname{Prob}_{\pi_{l}, s_{0}}\left(C, C^{\prime}, 2 n+1, I, s_{0}\right)=0.3 \cdot \sum_{i=0}^{n} 0.4^{i}
$$

where $\pi_{l}$ always chooses the left transition when at $s_{0}$. Similarly

$$
\operatorname{Prob}_{\pi_{r}, s_{0}}\left(C, C^{\prime}, 2 n+1, I, s_{0}\right)=0.5 \cdot \sum_{i=0}^{n} 0.1^{i}
$$

where $\pi_{r}$ always chooses the right transition when at $s_{0}$. Given a $\pi_{m}$ which always chooses the middle transition of $r_{0}$ when at $r_{0}$, then

$$
\operatorname{Prob}_{\pi_{m}, r_{0}}\left(C, C^{\prime}, 2 n+1, I, r_{0}\right)=0.4 \cdot \sum_{i=0}^{n} 0.3^{i} .
$$

Observe that

$$
\lim _{n \rightarrow \infty} \operatorname{Pro}_{\pi_{m}, r_{0}}\left(C, C^{\prime}, 2 n+1, I, r_{0}\right)=\frac{4}{7}
$$

which is greater than

$$
\lim _{n \rightarrow \infty} \operatorname{Prob}_{\pi_{l}, s_{0}}\left(C, C^{\prime}, 2 n+1, I, s_{0}\right)=\frac{1}{2}
$$
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and

$$
\lim _{n \rightarrow \infty} \operatorname{Prob}_{\pi_{r}, s_{0}}\left(C, C^{\prime}, 2 n+1, I, s_{0}\right)=\frac{5}{9}
$$

thus there must exists $n$ such that it holds

$$
\operatorname{Prob}_{\pi_{m}, r_{0}}\left(C, C^{\prime}, n, I, r_{0}\right)>\operatorname{Prob}_{\pi_{l}, s_{0}}\left(C, C^{\prime}, n, I, s_{0}\right)
$$

and

$$
\operatorname{Prob}_{\pi_{m}, r_{0}}\left(C, C^{\prime}, n, I, r_{0}\right)>\operatorname{Prob}_{\pi_{r}, s_{0}}\left(C, C^{\prime}, n, I, s_{0}\right),
$$

thus $s_{0} \nsim n_{n} r_{0}$.
Recall that $\mathrm{CSL}_{\backslash \mathrm{U}_{n}}$ denotes the sub-logic of CSL without bounded until. The following lemma shows that the intersection of $\sim$ and $\sim_{1}$ is sound and complete for this sub-logic:

Lemma 31. If $\mathcal{C}$ is not 2-step recurrent, we have

1. $\approx \cap \sim_{1}=\sim_{C S L_{\backslash U_{n}}}$,
2. $\sim \operatorname{CSL}_{\bigcup_{n}}$ is not in general a congruence.

Proof. By Theorem $38 \approx=\sim_{C S S L_{\backslash x}}$ in a CTMDP without 2-step recurrent states, and moreover by Theorem $40 \sim_{1}=\sim_{C S L_{1}^{-}}$. Let $\mathrm{CSL}_{0}^{-}$denote the sub-logic of CSL without (bounded and unbounded) until operator. We are going to show that $\mathrm{CSL}_{0}^{-}=\mathrm{CSL}_{1}^{-}$. The proof of $\sim_{\mathrm{CSL}_{1}^{-}} \subseteq \sim_{\mathrm{CSL}_{0}^{-}}$is trivial. We show that $\sim_{\mathrm{CSL}_{0}^{-}} \subseteq \sim_{\mathrm{CSL}_{1}^{-}}$. The only case we need to consider is $\varphi=P_{\leq q}\left(\varphi_{1} \mathrm{U}_{1}^{I} \varphi_{2}\right)$. We prove by structural induction on $\varphi$. Suppose that $s \models \varphi$ and $s \models \varphi_{1} \wedge \neg \varphi_{2}$, if we choose transition $s \xrightarrow{\lambda} \mu$, then the probability of the paths of $s$ satisfying $\varphi_{1} \mathrm{U}_{1}^{I} \varphi_{2}$ is equal to

$$
\mu\left(S a t\left(\varphi_{2}\right)\right) \cdot\left(e^{-\lambda a}-e^{-\lambda b}\right)
$$

where $I=[a, b]$, note the probability of the paths of $s$ satisfying $\mathrm{X}^{I} \varphi_{2}$ is also equal to

$$
\mu\left(\operatorname{Sat}\left(\varphi_{2}\right)\right) \cdot\left(e^{-\lambda a}-e^{-\lambda b}\right)
$$

in other words, if $s \models \varphi_{1} \wedge \neg \varphi_{2}$, then $s \models \varphi$ iff $s \models P_{\leq q}\left(\mathrm{X}^{I} \varphi_{2}\right)$. Since $s \sim_{\mathrm{CSL}_{0}^{-}} r$, then $r \models P_{\leq q}\left(\mathrm{X}^{I} \varphi_{2}\right)$, by induction $r \models \varphi_{1} \wedge \neg \varphi_{2}$, thus $r \models \varphi$. The other cases are similar and omitted here. Therefore $\approx \cap \sim_{1}$ is both sound and complete for $\sim_{C S L}{ }_{\mathrm{C}_{n}}$.

Since $\sim_{1}$ is not congruent, the first clause implies clause 2 directly.
The example below shows that Lemma 31 does not hold in CTMDPs with 2-step recurrent states:

Example 49. Again considering $s_{0}$ and $r_{0}$ in Example 47, if $s_{i}$ and $r_{i}$ are absorbing states for $1 \leq i \leq 3$, then both $s_{0}$ and $r_{0}$ are 2-step recurrent states by Definition 47 . As we said before $s_{0} \sim \mathrm{CSL} r_{0}$, thus $s_{0} \sim_{\mathrm{CSL}}^{\backslash \mathrm{U}_{n}}{ }^{r_{0}}$, but $s_{0} \not \approx r_{0}$.

### 5.5.2 Weak $i$-depth Bisimulation

Following the idea of defining weak bisimulations in Section 5.4.2, in this section, we introduce weak $i$-depth bisimulations.

Definition 49 (Weak $i$-depth Bisimulation). We say that states s and $r$ are weak $i$ depth bisimilar, denoted by $s \approx_{i} r$, whenever $\bar{s} \sim_{i} \bar{r}$ in the uniformized CTMDP $\overline{\mathrm{e}}$.

Due to that $\mathrm{CSL}_{\backslash \times}$ satisfaction is preserved after uniformization, we have the following characterization results for $\mathrm{CSL}_{\backslash x}$ in arbitrary CTMDP.

Theorem 41. 1. There exists $n$ such that $\approx_{n}=\sim_{C_{S L}^{\mid x}}$.
2. $\approx_{1}$ is congruent, and $\approx_{i}$ with $i>1$ is not in general a congruence.

Proof. The proof of the first clause is based on Theorem 40. We first shows that $s \approx r$ implies that $s \sim_{\mathrm{CSL}_{\mid \times}} r$ i.e. $\approx \subseteq \sim_{\mathrm{CSL}_{\mid \times}}$. Since $s \approx r$, then $\bar{s} \sim \bar{r}$, thus $\bar{s} \sim_{\mathrm{CSL}_{\mid \times}} \bar{r}$ by Theorem 40. Since uniformization does not change the satisfaction of $\mathrm{CSL}_{\backslash x}$, therefore $s \sim_{\mathrm{CSL}_{\backslash X}} r$. To show that $\sim_{\mathrm{CSL}_{\mid X}} \subseteq \approx$, we prove that $s \sim_{\mathrm{CSL}_{\mid \times}} r$ implies that $s \approx r$. It is easy to see that $\sim_{C S L}^{\backslash X}=\sim \sim_{C S L}$ in a uniformized CTMDP, thus $s \sim_{\mathrm{CSL}_{\backslash \mathrm{X}}} r$ implies that $\bar{s} \sim_{\text {CSL }} \bar{r}$. By Theorem $40 \bar{s} \sim \bar{r}$, therefore $s \approx r$.

We prove that $\approx_{1}$ is congruent. By Definition 49, $s \approx_{1} r$ iff $\bar{s} \sim_{1} \bar{r}$, so we only need to show that $\sim_{1}$ is congruent in uniformized CTMDPs. It is enough to show that

$$
\mathcal{R}=\left\{(s\|t, r\| t) \mid s \sim_{1} r\right\}
$$

is a strong 1-step bisimulation. Note that in a uniformized CTMDP $s \sim_{1} r$ iff for each $\sim_{1}$-closed set and $s \rightarrow \mu$, there exists $r \rightarrow \nu$ such that $\nu(C) \leq \mu(C)$ and vice versa. Suppose that $s \| t \rightarrow \mu$, by Definition 44, there exists $s \rightarrow \mu_{s}$ and $t \rightarrow \mu_{t}$ such that

$$
\mu=\frac{1}{2} \cdot\left(\mu_{s} \| \delta_{t}\right)+\frac{1}{2} \cdot\left(\delta_{s} \| \mu_{t}\right),
$$

the following proof is straightforward.
We have seen that $\sim_{\mathrm{CSL}_{\mid} \times}$is a congruence in CTMDPs that are not 2-step recurrent. Since $\approx_{i}$ with $i>1$ are not congruent in general, it follows that $\sim_{C S L}^{\mid X}$ is also not congruent in general.

### 5.6 Simulations

In this section we introduce (weak) simulations, and $i$-depth (weak) simulations. Further, we extend the characterization results to these simulation relations.

### 5.6.1 Strong and Weak Simulations

We extend the strong (weak) bisimulations to strong (weak) simulations for CTMDPs, respectively:

Definition 50 (Simulation). Let $\mathcal{R} \subseteq S \times S, \mathcal{R}$ is a strong simulation if $s \mathcal{R} r$ implies that for each $s \rightarrow \mu$, there exists $r \rightarrow_{\mathrm{P}} \mu^{\prime}$ such that $\mu \sqsubseteq_{\mathcal{R}} \mu^{\prime}$.

We write $s \prec r$ whenever there exists a strong simulation $\mathcal{R}$ such that $s \mathcal{R} r$.
We say that $s$ is weak simulated by $r$, denoted by $s \precsim r$, whenever $\bar{s} \prec \bar{r}$ in the uniformized CTMDP $\overline{\mathcal{C}}$.

The relation $\prec$ is then a preorder. To characterize $\prec$, we use the safe fragment of CSL (54), denoted as $\mathrm{CSL}_{s}$, which is defined by the following BNFs:

$$
\begin{aligned}
& \varphi::=a|\neg a| \varphi \wedge \varphi|\varphi \vee \varphi| \mathcal{P}_{\geq p}(\psi) \\
& \psi::=\mathrm{X}^{I} \varphi\left|\varphi \mathrm{U}_{n}^{I} \varphi\right| \varphi \mathrm{U}^{I} \varphi
\end{aligned}
$$

As usual, $\mathrm{CSL}_{s} \backslash \mathrm{X}$ is obtained from $\mathrm{CSL}_{s}$ by removing the next operator. Below we present the logical characterization results for strong and weak simulations with respect to $\mathrm{CSL}_{s}$ and $\mathrm{CSL}_{s \backslash X}$, and their relationship:

Theorem 42. 1. $\prec \subseteq \prec \mathrm{CSL}_{s}$.
2. if $\mathcal{C}$ is uniformized and not 2-step recurrent, $\prec \mathrm{CSL}_{s}=\prec$.
3. $\precsim \subseteq \prec \operatorname{CSL}_{s \backslash \mathrm{X}}$.
4. if C is not 2-step recurrent, $\prec \operatorname{CSL}_{s \backslash \mathrm{X}}=\precsim$.

Proof. In order to show that $\prec \mathrm{CSL}_{s} \subseteq \prec$ when $\mathcal{C}$ is not 2 -step recurrent, it is sufficient to show that

$$
\mathcal{R}=\left\{(s, r) \mid s \prec \mathrm{CSL}_{s} r\right\}
$$

is a strong simulation. Suppose that $s \mathcal{R} r$ and $s \rightarrow_{\mathrm{P}} \mu$, we need to show that there exists $r \rightarrow_{\mathrm{P}} \nu$ such that $\mu \sqsubseteq_{\mathcal{R}} \nu$. Similar with the proof of Theorem 38, if there does not exist $r \rightarrow_{\mathrm{p}} \nu$ such that $\mu \sqsubseteq_{\mathcal{R}} \nu$, then a path formula $\psi$ and $\pi$ can be found such
that $\operatorname{Pr}_{r, \pi^{\prime}}(\psi)>\operatorname{Pr}_{s, \pi}(\psi)$ for all $\pi^{\prime}$. Therefore there exists $q$ such that $r \models P_{\geq q} \psi$ but $s \not \vDash P_{\geq q} \psi$, which contradicts our assumption that $s \prec$ CSL $_{s} r$.

Now suppose that $s \prec r$, we are going to show that $s \prec_{\mathrm{CSL}_{s}} r$, that is, $r \models \varphi$ implies $s \models \varphi$ for any $\varphi$ of $\mathrm{CSL}_{s}$ by structural induction on $\varphi$. First we show for each $\pi$ of $s$, two $\prec$ downward closed sets $C, C^{\prime}$, and $I=[a, b]$, there exists $\pi^{\prime}$ of $r$ such that

$$
\operatorname{Prob}_{\pi^{\prime}, r}\left(C, C^{\prime}, I, r\right) \leq \operatorname{Prob}_{\pi, s}\left(C, C^{\prime}, I, s\right)
$$

Since $C$ and $C^{\prime}$ are $\prec$ downward closed, there exists $\varphi_{C}$ and $\varphi_{C^{\prime}}$ such that $\operatorname{Sat}\left(\varphi_{C}\right)=C$ and $\operatorname{Sat}\left(\varphi_{C^{\prime}}\right)=C^{\prime}$. There are several cases we need to consider.

1. $s \models \varphi_{C}$ and $s \not \models \varphi_{C^{\prime}}$.

Then

$$
\begin{aligned}
& \operatorname{Prob}_{\pi, s}\left(C, C^{\prime}, I, s\right)=\sum_{\left(\lambda, \mu^{\prime}\right) \in \operatorname{Supp}(\pi(s))} \pi(s)\left(\lambda, \mu^{\prime}\right) \\
& \cdot \int_{0}^{b} \lambda \cdot e^{-\lambda x} \cdot \sum_{t \in \operatorname{Supp}\left(\mu^{\prime}\right)} \mu^{\prime}(t) \cdot \operatorname{Prob}_{\pi, t}\left(C, C^{\prime}, I \ominus x, s \frown(x, t)\right) d x
\end{aligned}
$$

thus there exists $s \rightarrow \mathrm{P} \mu$ such that

$$
\begin{gathered}
\operatorname{Prob}_{\pi, s}\left(C, C^{\prime}, I, s\right) \\
=\int_{0}^{b} \lambda \cdot e^{-\lambda x} \cdot \sum_{t \in \operatorname{Supp}(\mu)} \mu(t) \cdot \operatorname{Prob}_{\pi, t}\left(C, C^{\prime}, I \ominus x, s \frown(x, t)\right) d x
\end{gathered}
$$

By induction if $s \models \varphi_{C}$ and $s \not \vDash \varphi_{C^{\prime}}$, then $r \not \vDash \varphi_{C^{\prime}}$ and either $r \models \varphi_{C}$ or $r \not \vDash \varphi_{C}$, the case when $r \notin \varphi_{C}$ is trivial, since $\operatorname{Prob}_{\pi^{\prime}, r}\left(C, C^{\prime}, I, r\right)=0$ for all $\pi^{\prime}$. Suppose that $r \models \varphi_{C}$ and $r \not \models \varphi_{C}$, since $s \prec r$, there exists $r \rightarrow_{\mathrm{p}} \nu$ such that $\mu \sqsubseteq_{\prec} \nu$, in other words, $\nu(C) \leq \mu(C)$ for each $\prec$ downward closed set $C$, hence there exists $\pi^{\prime}$ such that

$$
\begin{aligned}
& \int_{0}^{b} \lambda \cdot e^{-\lambda x} \cdot \sum_{t \in \operatorname{Supp}(\nu)} \nu(t) \cdot \operatorname{Prob}_{\pi^{\prime}, t}\left(C, C^{\prime}, I \ominus x, r \frown(x, t)\right) d x \\
\leq & \int_{0}^{b} \lambda \cdot e^{-\lambda x} \cdot \sum_{t \in \operatorname{Supp}(\mu)} \mu(t) \cdot \operatorname{Prob}_{\pi, t}\left(C, C^{\prime}, I \ominus x, s \frown(x, t)\right) d x
\end{aligned}
$$

by induction. By definition there exists $\left\{\nu_{i}\right\}_{1 \leq i \leq n}$ and $\left\{p_{i}\right\}_{1 \leq i \leq n}$ such that $\sum_{1 \leq i \leq n} p_{i}=1$ and $\sum_{1 \leq i \leq n} p_{i} \cdot \nu_{i}=\nu$. Let $\pi^{\prime}$ choose transition $\left(\lambda, \nu_{i}\right)$ with
probability $p_{i}$ at state $r$, then it is not hard to see that

$$
\begin{aligned}
& \int_{0}^{b} \lambda \cdot e^{-\lambda x} \cdot \sum_{t \in \operatorname{Supp}(\nu)} \nu(t) \cdot \operatorname{Prob}_{\pi^{\prime}, t}\left(C, C^{\prime}, I \ominus x, r \frown(x, t)\right) d x \\
& =\sum_{\left(\lambda, \nu^{\prime}\right) \in \operatorname{Supp}\left(\pi^{\prime}(r)\right)} \pi^{\prime}(r)\left(\lambda, \nu^{\prime}\right) \\
& \cdot\left(\int_{0}^{b} \lambda \cdot e^{-\lambda x} \cdot \sum_{t \in \operatorname{Supp}\left(\nu^{\prime}\right)} \nu^{\prime}(t) \cdot \operatorname{Prob}_{\pi^{\prime}, t}\left(C, C^{\prime}, I \ominus x, r \frown(x, t)\right) d x\right),
\end{aligned}
$$

thus there exists $\pi^{\prime}$ such that $\operatorname{Prob}_{\pi^{\prime}, r}\left(C, C^{\prime}, I, r\right) \leq \operatorname{Prob}_{\pi, s}\left(C, C^{\prime}, I, s\right)$.
2. $s \models \varphi_{C}$ and $s \models \varphi_{C^{\prime}}$.
Then

$$
\begin{aligned}
& \operatorname{Prob}_{\pi, s}\left(C, C^{\prime}, I, s\right)=e^{-\lambda a}+\sum_{\left(\lambda, \mu^{\prime}\right) \in \operatorname{Supp}(\pi(s))} \pi(s)\left(\lambda, \mu^{\prime}\right) \\
& \cdot\left(\int_{0}^{a} \lambda \cdot e^{-\lambda x} \cdot \sum_{t \in \operatorname{Supp}\left(\mu^{\prime}\right)} \mu^{\prime}(t) \cdot \operatorname{Prob}_{\pi, t}\left(C, C^{\prime}, I \ominus x, s \_(x, t)\right) d x\right),
\end{aligned}
$$

and there exists $s \rightarrow \mathrm{p} \mu$ such that

$$
\begin{aligned}
& \operatorname{Prob}_{\pi, s}\left(C, C^{\prime}, I, s\right)=e^{-\lambda a} \\
+ & \int_{0}^{a} \lambda \cdot e^{-\lambda x} \cdot \sum_{t \in \operatorname{Supp}(\mu)} \mu(t) \cdot \operatorname{Prob}_{\pi, t}\left(C, C^{\prime}, I \ominus x, s \frown(x, t)\right) d x .
\end{aligned}
$$

By induction there are four cases: either

- $r \models \varphi_{C}$ and $r \models \varphi_{C^{\prime}}$, or
- $r \not \vDash \varphi_{C}$ and $r \models \varphi_{C^{\prime}}$, or
- $r \models \varphi_{C}$ and $r \not \vDash \varphi_{C^{\prime}}$, or
- $r \not \vDash \varphi_{C}$ and $r \not \vDash \varphi_{C^{\prime}}$.

The first case is similar with Clause 1, and is omitted here. If $r \not \vDash \varphi_{C}$ and $r \models \varphi_{C^{\prime}}$, then

$$
\operatorname{Prob}_{\pi, s}\left(C, C^{\prime}, I, s\right)=\operatorname{Prob}_{\pi^{\prime}, r}\left(C, C^{\prime}, I, r\right)=1
$$

if $a=0$, otherwise $\operatorname{Prob}_{\pi^{\prime}, r}\left(C, C^{\prime}, I, r\right)=0$, thus such $\pi^{\prime}$ always exists. When
$r \models \varphi_{C}$ and $r \not \models \varphi_{C^{\prime}}$, there exists $r \rightarrow \mathrm{p} \nu$ such that

$$
\begin{aligned}
& \int_{0}^{b} \lambda \cdot e^{-\lambda x} \cdot \sum_{t \in \operatorname{Supp}(\nu)} \nu(t) \cdot \operatorname{Prob}_{\pi^{\prime}, t}\left(C, C^{\prime}, I \ominus x, r \neg(x, t)\right) d x \\
= & \int_{0}^{a} \lambda \cdot e^{-\lambda x} \cdot \sum_{t \in \operatorname{Supp}(\nu)} \nu(t) \cdot \operatorname{Prob}_{\pi^{\prime}, t}\left(C, C^{\prime}, I \ominus x, r \neg(x, t)\right) d x \\
& +\int_{a}^{b} \lambda \cdot e^{-\lambda x} \cdot \sum_{t \in \operatorname{Supp}(\nu)} \nu(t) \cdot \operatorname{Prob}_{\pi^{\prime}, t}\left(C, C^{\prime}, I \ominus x, r \frown(x, t)\right) d x \\
\leq & \int_{a}^{b} \lambda \cdot e^{-\lambda x} d x+\int_{0}^{a} \lambda \cdot e^{-\lambda x} \cdot \sum_{t \in \operatorname{Supp}(\nu)} \nu(t) \cdot \operatorname{Prob}_{\pi^{\prime}, t}\left(C, C^{\prime}, I \ominus x, r \neg(x, t)\right) d x \\
\leq & \int_{a}^{\infty} \lambda \cdot e^{-\lambda x} d x+\int_{0}^{a} \lambda \cdot e^{-\lambda x} \cdot \sum_{t \in \operatorname{Supp}(\nu)} \nu(t) \cdot \operatorname{Prob}_{\pi^{\prime}, t}\left(C, C^{\prime}, I \ominus x, r \frown(x, t)\right) d x \\
= & e^{-\lambda a}+\int_{0}^{a} \lambda \cdot e^{-\lambda x} \cdot \sum_{t \in \operatorname{Supp}(\nu)} \nu(t) \cdot \operatorname{Prob}_{\pi^{\prime}, t}\left(C, C^{\prime}, I \ominus x, r \neg(x, t)\right) d x \\
\leq & e^{-\lambda a}+\int_{0}^{a} \lambda \cdot e^{-\lambda x} \cdot \sum_{t \in \operatorname{Supp}(\mu)} \mu(t) \cdot \operatorname{Prob}_{\pi, t}\left(C, C^{\prime}, I \ominus x, s \neg(x, t)\right) d x
\end{aligned}
$$

Let $\pi^{\prime}$ be a scheduler which chooses transition $\left(\lambda, \nu_{i}\right)$ with probability $p_{i}$, then

$$
\operatorname{Prob}_{\pi^{\prime}, r}\left(C, C^{\prime}, I, r\right) \leq \operatorname{Prob}_{\pi, s}\left(C, C^{\prime}, I, s\right) .
$$

The last case is trivial since $\operatorname{Prob}_{\pi, r}\left(C, C^{\prime}, I, r\right)=0$ for all $\pi$.
3. The other cases are trivial.

In all cases we have proved that for each $\pi, C, C^{\prime}$, and $I$, there always exists $\pi^{\prime}$ such that

$$
\operatorname{Prob}_{\pi^{\prime}, r}\left(C, C^{\prime}, I, r\right) \leq \operatorname{Prob}_{\pi, s}\left(C, C^{\prime}, I, s\right)
$$

Suppose that $r \models P_{\geq q}\left(\varphi_{1} \mathrm{U}^{I} \varphi_{2}\right)$, that is,

$$
\operatorname{Prob}_{\pi^{\prime}, r}\left(\operatorname{Sat}\left(\varphi_{1}\right), \operatorname{Sat}\left(\varphi_{2}\right), I, r\right) \geq q
$$

for all $\pi^{\prime}$. If $s \not \vDash P_{\geq q}\left(\varphi_{1} \cup^{I} \varphi_{2}\right)$ which means there exists $\pi$ such that

$$
\operatorname{Prob}_{\pi, s}\left(\operatorname{Sat}\left(\varphi_{1}\right), \operatorname{Sat}\left(\varphi_{2}\right), I, s\right)<q,
$$

then there does not exist $\pi^{\prime}$ such that

$$
\operatorname{Prob}_{\pi^{\prime}, r}\left(\operatorname{Sat}\left(\varphi_{1}\right), \operatorname{Sat}\left(\varphi_{2}\right), I, r\right) \leq \operatorname{Prob}_{\pi, s}\left(\operatorname{Sat}\left(\varphi_{1}\right), \operatorname{Sat}\left(\varphi_{2}\right), I, s\right)
$$
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which contradicts the assumption that $s \prec r$, hence $s \models P_{\geq q}\left(\varphi_{1} \mathrm{U}^{I} \varphi_{2}\right)$.
Since uniformization does not change the satisfaction of $\mathrm{CSL}_{\backslash \mathrm{X}}$, thus the proof of Clause 3) and 4) is straightforward according to Definition 50.

Example 47 can applies here as well showing that Theorem 42 does not hold in general CTMDPs. Let $R^{-1}$ denote the reverse of the relation $R$. The following theorem shows the compositional properties and their relation to bisimulations:

Theorem 43. 1. $s \prec r$ implies that $s\|t \prec r\| t$ for any $t$.
2. $s \underset{\approx}{ } \quad r$ implies that $s\|t \gtrsim r\| t$ for any $t$.
3. If C is uniformized, $\prec=\precsim$, and $\prec \mathrm{CSL}_{s}=\prec \mathrm{CSL}_{s \backslash \times}$.
4. If C is not 2-step recurrent, $s \prec \mathrm{CSL}_{s \backslash X} r$ implies that $s\left\|t \prec \mathrm{CSL}_{s \backslash X} r\right\| t$ for any $t$.
5. $\sim \subset\left(\prec \cap \prec^{-1}\right)$.
6. $\approx \subset\left(\gtrsim_{\approx} \cap{ }^{-1}\right)$.

Proof. 1. Let

$$
\mathcal{R}=\{(s\|t, r\| t) \mid s \prec r\},
$$

it is enough to show that $\mathcal{R}$ is a strong simulation. Suppose that $(s \| t) \mathcal{R}(r \| t)$, and $s \| t \xrightarrow{\lambda} \mu$. By Definition 44 there exists $s \xrightarrow{\lambda_{1}} \mu_{1}$ and $t \xrightarrow{\lambda_{2}} \nu$ such that $\lambda=\lambda_{1}+\lambda_{2}$,

$$
\mu=\frac{\lambda_{1}}{\lambda} \cdot\left(\mu_{1} \| \delta_{t}\right)+\frac{\lambda_{2}}{\lambda} \cdot\left(\delta_{s} \| \nu\right) .
$$

Since $s \prec r$, there exists $r \xrightarrow{\lambda_{1}} \mathrm{P} \mu_{1}^{\prime}$ such that $\mu_{1} \sqsubseteq_{\mathcal{R}} \mu_{1}^{\prime}$, thus

$$
\left(\mu_{1} \| \delta_{t}\right) \sqsubseteq_{\mathcal{R}}\left(\mu_{1}^{\prime} \| \delta_{t}\right) \text { and }\left(\delta_{s} \| \nu\right) \sqsubseteq_{\mathcal{R}}\left(\delta_{r} \| \nu\right)
$$

by induction. As a result there exists

$$
r \| t \xrightarrow{\lambda} \mathrm{P} \mu^{\prime} \equiv \frac{\lambda_{1}}{\lambda} \cdot\left(\mu_{1}^{\prime} \| \delta_{t}\right)+\frac{\lambda_{2}}{\lambda} \cdot\left(\delta_{r} \| \nu\right),
$$

so $\mu \sqsubseteq_{\mathcal{R}} \mu^{\prime}$ which completes the proof.
2. Suppose that $s \precsim r$, then according to Definition $50, \bar{s} \prec \bar{r}$. Due to Theorem 37, we have $\bar{s}\|\bar{t} \prec \bar{r}\| \bar{t}$. As a result $\overline{s \| t} \prec \overline{r \| t}$, therefore $s\|t \precsim r\| t$.
3. The proof is $\prec=\precsim$ is directly from Definition 50 . Since uniformization preserves $\mathrm{CSL}_{s \backslash \mathrm{X}}$, thus $\mathrm{CSL}_{s}=\mathrm{CSL}_{s \backslash \mathrm{X}}$ in a uniformized CTMDP.
4. The proof is straightforward based on Clause 2) and Theorem 42.
5. The proof of $\sim \subseteq\left(\prec \cap \prec^{-1}\right)$ is trivial and omitted here. To show that $\left(\prec \cap \prec^{-1}\right)$ is strictly coarser than $\sim$, it is enough to give a counterexample. Suppose we have three states $s_{1}, s_{2}$, and $s_{3}$ such that $s_{1} \prec s_{2} \prec s_{3}$ but $s_{3} \nprec s_{2} \nprec s_{1}$. Let $s$ and $r$ be two states such that $L(s)=L(r)$. In addition $s$ has three transitions: $s \xrightarrow{1} \delta_{s_{1}}, s \xrightarrow{1} \delta_{s_{2}}, s \xrightarrow{1} \delta_{s_{3}}$, and $r$ only has two transitions: $s \xrightarrow{1} \delta_{s_{1}}, s \xrightarrow{1} \delta_{s_{3}}$. Then it should be easy to check that $s \prec r$ and $r \prec s$, the only non-trivial case is when $s \xrightarrow{1} \delta_{s_{2}}$. Since $s_{2} \prec s_{3}$, thus there exists $r \xrightarrow{1} \delta_{s_{3}}$ such that $\delta_{s_{2}} \sqsubseteq \prec \delta_{s_{3}}$. But obviously $s \nsim r$, since the transition $s \xrightarrow{1} \delta_{s_{2}}$ cannot be simulated by any transition of $r$.
6. The counterexample adopted in the proof of Clause 3) in Theorem 43 also applies here, thus the proof is similar and omitted.

### 5.6.2 Strong and Weak $i$-depth Simulations

In this section we introduce the one side strong and weak $i$-depth bisimulations. Below follows their definitions where $s \prec_{0} r$ iff $L(s)=L(r)$ :
Definition 51 ( $i$-depth Simulations). A relation $\mathcal{R} \subseteq S \times S$ is a strong $i$-depth simulation with $i>0$ if $s \mathcal{R} r$ implies $s \prec_{i-1} r$ and for any $\mathcal{R}$ downward closed sets $C, C^{\prime}, I$ and $\pi$, there exists a scheduler $\pi^{\prime}$ such that

$$
\operatorname{Prob}_{\pi^{\prime}, r}\left(C, C^{\prime}, i, I, r\right) \leq \operatorname{Prob}_{\pi, s}\left(C, C^{\prime}, i, I, s\right)
$$

We write $s \prec_{i} r$ whenever there is a strong i-depth simulation $\mathcal{R}$ such that $s \mathcal{R} r$. We say that $s$ is weak simulated by $r$, denoted by $s \precsim_{i} r$, whenever $\bar{s} \prec_{i} \bar{r}$ in the uniformed CTMDP $\bar{\complement}$.

The following theorem shows the properties of $\prec_{i}$ and $\precsim i$, especially there exists $n$ such that $\prec_{n}$ and $\precsim{ }_{n}$ are enough to characterize $\mathrm{CSL}_{s}$ and $\mathrm{CSL}_{s \backslash \mathrm{X}}$ respectively.

Theorem 44. 1. $\prec_{i}$ is preorder, and $\prec_{i}=\prec_{\mathrm{CSL}_{s i}^{-}}$.
2. There exists $n$ such that

$$
\prec_{n}=\prec_{\mathrm{CSL}_{s}^{-}}=\prec_{\mathrm{CSL}_{s}}
$$

and $\precsim{ }_{n}=\prec \mathrm{CSL}_{s \backslash \mathrm{X}}$ in any CTMDP.
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3. $\prec_{i}$ with $i \geq 1$ and $\precsim_{i}$ with $i>1$ are not congruences while $\precsim_{1}$ is a congruence.

Proof. We first show that $\prec_{i}$ is a preorder. The reflexivity is trivial and we only show the proof of transitivity. Suppose that $s \prec_{i} t$ and $t \prec_{i} r$, we need to prove that $s \prec_{i} r$. By Definition 51 there exists two strong $i$-depth simulation such that $s \mathcal{R}_{1} t$ and $t \mathcal{R}_{2} r$. Let

$$
\mathcal{R}=\mathcal{R}_{1} \circ \mathcal{R}_{2}=\left\{\left(s_{1}, s_{3}\right) \mid \exists s_{2} .\left(s_{1} \prec_{i} s_{2} \wedge s_{2} \prec_{i} s_{3}\right)\right\}
$$

it is enough to show that $\mathcal{R}$ is a strong $i$-depth simulation. Similar with the proof of Lemma 30 it can be shown that $\mathcal{R}_{1} \cup \mathcal{R}_{2} \subseteq \mathcal{R}$, thus for each $\mathcal{R}$ downward closed set $C$, it is also $\mathcal{R}_{1}$ and $\mathcal{R}_{2}$ downward closed. The following proof is straightforward, and is omitted here.

To prove that $\sim_{\mathrm{CSL}_{s i}^{-}} \subseteq \prec_{i}$, it is enough to show that

$$
\mathcal{R}=\left\{(s, r) \mid s \sim_{\mathrm{CSL}_{s i}^{-}} r\right\}
$$

is a strong $i$-depth simulation. By definition given a $\mathcal{R}$ downward closed set $C$, there exists $\varphi_{C}$ such that $\operatorname{Sat}\left(\varphi_{C}\right)=C$. Suppose that $s \mathcal{R} r$ and for two $\mathcal{R}$ downward closed sets $C, C^{\prime}$ and $I \subseteq[0, \infty)$, there exists $\pi$ such that

$$
\operatorname{Prob}_{\pi^{\prime}, r}\left(C, C^{\prime}, i, I, r\right)>\operatorname{Prob}_{\pi, s}\left(C, C^{\prime}, i, I, s\right)
$$

for any $\pi^{\prime}$. Since

$$
\operatorname{Pr}_{\pi, s}(\psi)=\operatorname{Prob}_{\pi, s}\left(C, C^{\prime}, i, I, s\right)
$$

where $\psi=\varphi_{C} \mathrm{U}_{i}^{I} \varphi_{C^{\prime}}$, thus there exists $q$ such that $r \models P_{\geq q} \psi$ but $s \not \vDash P_{\geq q} \psi$ which contradicts with the assumption that $s \sim_{\operatorname{CSL}_{s i}^{-}} r$, so there must exist $\pi^{\prime}$ such that

$$
\operatorname{Prob}_{\pi^{\prime}, r}\left(C, C^{\prime}, i, I, r\right) \leq \operatorname{Prob}_{\pi, s}\left(C, C^{\prime}, i, I, s\right)
$$

To show that $\prec_{i} \subseteq \sim_{\mathrm{CSL}_{s i}^{-}}$, we need to prove that if $s \prec_{i} r$, then $r \models \varphi$ implies $s \models \varphi$ for any $\varphi$ of $\mathrm{CSL}_{s i}^{-}$. We only consider the case when $\varphi=P_{\geq q}\left(\varphi_{1} \mathrm{U}_{i}^{I} \varphi_{2}\right)$ since all the other operators are either similar or trivial. Suppose that $r \models \varphi$, in other words, $\operatorname{Pr}_{\pi, s}(\varphi) \geq q$ for any scheduler $\pi$. Let

$$
C=\left\{s \in S \mid s \models \varphi_{1}\right\}
$$

and

$$
C^{\prime}=\left\{s \in S \mid s \models \varphi_{2}\right\},
$$

it is obvious that $C$ and $C^{\prime}$ are $\prec_{i}$ downward closed by induction. Then

$$
\operatorname{Prob}_{\pi, r}\left(C, C^{\prime}, i, I, r\right) \geq q
$$

for any scheduler $\pi$. Assume that $s \not \models \varphi$, that is, there exists $\pi^{\prime}$ such that

$$
\operatorname{Prob}_{\pi^{\prime}, s}\left(C, C^{\prime}, i, I, s\right)<q
$$

By definition of $\prec_{i}$, there should exist $\pi$ such that

$$
\operatorname{Prob}_{\pi, r}\left(C, C^{\prime}, i, I, r\right) \leq \operatorname{Prob}_{\pi^{\prime}, s}\left(C, C^{\prime}, i, I, s\right)<q
$$

which contradicts with the fact that $r \models \varphi$, thus $s \models \varphi$.
Since in a finite system we only have finite equivalence classes, thus the same argument applied in Theorem 40 also works here.

Similar as the proof of Clause 3 of Theorem 40, Example 51 can be used as a counterexample here too, thus $\prec_{i}$ with $i \geq 1$ is not congruent in general.

Now we prove that there exists $n$ such that $\precsim n=\prec \operatorname{CSL}_{\backslash \mathrm{x}}$. We first shows that $s \precsim{ }_{n} r$ implies that $s \prec_{\mathrm{CSL}_{\backslash \mathrm{x}}} r$ i.e. $\precsim_{n} \subseteq \prec_{\mathrm{CSL}_{\backslash \mathrm{X}}}$. Since $s \precsim_{n} r$, then $\bar{s} \prec_{n} \bar{r}$, thus $\bar{s} \prec \operatorname{CSL}_{\backslash x} \bar{r}$ as shown before. Since uniformization does not change the satisfaction of
 implies that $s \precsim{ }^{2} r$. It is easy to see that $\prec_{C S L}^{{ }^{\prime}}{ }^{2}=\prec_{\text {CSL }}$ in a uniformized CTMDP, thus $s \prec_{C S L}^{\backslash x} 1 r$ implies that $\bar{s} \prec$ CSL $\bar{r}$. Therefore $\bar{s} \sim \bar{r}$ i.e. $s \precsim r$.

We prove that $\precsim 1$ is congruent. By Definition 51, s $\precsim_{1} r$ iff $\bar{s} \prec_{1} \bar{r}$, so we only need to show that $\prec_{1}$ is congruent in uniformized CTMDPs. It is enough to show that

$$
\mathcal{R}=\left\{(s\|t, r\| t) \mid s \prec_{1} r\right\}
$$

is a strong 1-step simulation. Note that in a uniformized CTMDP, we can change the definition of strong 1-step simulation as follows: $s \mathcal{R} r$ implies that for any $\mathcal{R}$ download closed set $C$ and $s \rightarrow \mu$ such that $\mu(C)>0$, there exists $r \rightarrow \nu$ such that $\nu(C) \leq \mu(C)$. Suppose that for a $\mathcal{R}$ download closed set $C$, and $s \| t \rightarrow \mu$ with $\mu(C)>0$, there exists $s \rightarrow \mu_{1}$ and $t \rightarrow \mu_{2}$ such that

$$
\frac{1}{2} \cdot\left(\mu_{1} \| \delta_{t}\right)+\frac{1}{2} \cdot\left(\delta_{s} \| \mu_{2}\right)=\mu
$$

thus there exists $\mathcal{R}$ downward closed sets $C_{1}$ and $C_{2}$ such that

$$
\frac{1}{2} \cdot \mu_{1}\left(C_{1}\right)+\frac{1}{2} \cdot \mu_{2}\left(C_{2}\right)=\mu(C)
$$

where

$$
\left(\left\{s^{\prime} \| t \mid s^{\prime} \in C_{1}\right\} \cup\left\{r \| t^{\prime}\left|t^{\prime}\right| C_{2}\right\}\right) \subseteq C
$$

Since $s \prec_{1} r$, there exists $r \rightarrow \nu_{1}$ such that $\nu_{1}\left(C_{1}\right) \leq \mu_{1}\left(C_{1}\right)$, by induction there exists $r \rightarrow \nu$ such that

$$
\frac{1}{2} \cdot \mu_{1}\left(C_{1}\right)+\frac{1}{2} \cdot \mu_{2}\left(C_{2}\right) \leq \frac{1}{2} \cdot \nu_{1}\left(C_{1}\right)+\frac{1}{2} \cdot \mu_{2}\left(C_{2}\right)
$$

i.e. $\nu(C) \leq \mu(C)$. This completes our proof.

As a direct consequence, $\prec_{\mathrm{CSL}_{s \backslash X}}=\precsim i$ is not congruent for $i>1$. Below we prove a few properties of $i$-depth simulations, along Theorem 43:

Theorem 45. 1. If $\mathcal{C}$ is uniformized, $\prec_{i}=\precsim i$.
2. $\sim_{i} \subset\left(\prec_{i} \cap \prec_{i}^{-1}\right)$.
3. $\approx_{i} \subset\left(\precsim_{\approx} \cap \precsim_{i}^{-1}\right)$.

Proof. 1. According to Definition $51, \prec_{i}=\precsim_{i}$ in a uniformized CTMDP.
2. The proof of $\sim_{i} \subseteq\left(\prec_{i} \cap \prec_{i}^{-1}\right)$ is trivial. Note that the counterexample used in Clause 5) of Theorem 43 also applies here, thus $\sim_{i} \subset\left(\prec_{i} \cap \prec_{i}^{-1}\right)$.
3. Similar as Clause 2), the proof of $\approx_{i} \subseteq\left(\precsim_{i} \cap \precsim_{i}^{-1}\right)$ is trivial, and moreover the counterexample used in Clause 5) of Theorem 43 also applies here, thus $\approx_{i} \subset\left(\precsim_{i} \cap \precsim_{i}^{-1}\right)$.

Extending Lemma 31 to simulations, we can also characterize $\mathrm{CSL}_{s \backslash \mathrm{U}_{n}}$ i.e. the safe CSL without bounded until.

Lemma 32. If $\mathcal{C}$ is not 2-step recurrent, we have

1. $\precsim \cap \prec_{1}=\prec \operatorname{CSL}_{s \backslash \cup_{n}}$.
2. $\prec \operatorname{CSL}_{s \backslash \cup_{n}}$ is not a congruence.

Proof. First we can show that $\prec_{\mathrm{CSL}_{1}^{-}}=\prec_{\mathrm{CSL}_{0}^{-}}$. The proof is similar with the proof of $\sim_{\mathrm{CSL}_{1}^{-}}=\sim_{\mathrm{CSL}_{0}^{-}}$in Lemma 31 , and is omitted here. Therefore $\precsim \cap \prec_{\mathrm{CSL}_{1}^{-}}$coincides with $\sim \sim_{\mathrm{CSL}_{\backslash U_{n}}}$.

### 5.7 Relation to Probabilistic Automata and Markov Chains

In this section we discuss the relation of our bisimulations with those in the embedded time-abstract models.

### 5.7.1 Relation to Bisimulation of Probabilistic Automata

Let $\mathcal{C}$ be a CTMDP, the embedded probabilistic automata $\mathcal{M}_{\mathcal{C}}$ is obtained by removing the rates on the transition relations. In Chapter 4, probabilistic bisimulation $\sim_{p}$, and strong $i$-depth branching bisimulations $\sim_{i}^{b}$ are defined in Definition 23 and 25 respectively. The following lemma is obvious from the definitions:

Lemma 33. 1. $s \sim r$ implies $s \sim_{\mathrm{P}} r$ in $\mathcal{M}_{\mathrm{e}}$.
2. If $\mathcal{C}$ is uniformized, then $s \sim_{p} r$ in $\mathcal{M}_{\mathcal{C}}$ implies $s \sim r$.
3. $s \sim_{i} r$ implies $s \sim_{i}^{b} r$ in $\mathcal{M}_{e}$.
4. If $\mathcal{C}$ is uniformized, then $s \sim_{i}^{b} r$ in $\mathcal{M}_{\mathcal{C}}$ implies $s \sim_{i} r$.

The other direction for the first clause does not hold generally. For PAs, we know that $\sim_{P}$ is only sound but not complete for PCTL, so it is a surprise that the strong probabilistic bisimulation in the continuous setting with minor variant is both sound and complete for CSL in the uniformized CTMDPs without 2-step recurrent states according to Definition 46 and Theorem 38. Refer to Example 50 for an intuitive explanation.

Example 50. Considering two states $s_{0}$ and $r_{0}$ of a PA in Fig. 5.2. Suppose that $s_{i}$ and $r_{i}$ can evolve into $t$ with probability 1 where $1 \leq i \leq 3$ and $t$ is absorbing. Also all the states have different atomic propositions except $L\left(s_{i}\right)=L\left(r_{i}\right)$ for $0 \leq i \leq 3$. It is easy to check that $s_{0}$ and $r_{0}$ are PCTL-equivalent, but $s_{0} \nsim \mathrm{P} r_{0}$ since the middle transition of $r_{0}$ has no way to be simulated by any (combined) transition of $s_{0}$. Assume that $s_{0}$ and $r_{0}$ as two states of a CTMDP where each transition has rate 1, then obviously the CTMDP is not 2-step recurrent by Definition 47. We can show that actually $s_{0}$ and $r_{0}$ are not CSL-equivalent. Let

$$
\psi=\left(s_{0} \vee s_{1}\right) \cup^{[a, b]}\left(s_{3} \vee t\right)
$$

where a state is used as a shorthand of the atomic propositions it satisfies. If $s_{0}$ chooses the transition on the left first, then the probability of the paths satisfying $\psi$ is equal to

$$
0.4 \cdot\left(e^{-a}-e^{-b}\right)+0.3 \cdot\left(a \cdot e^{-a}+e^{-a}-b \cdot e^{-b}-e^{-b}\right)
$$

The probability for other transitions can be obtained in a similar way by substituting 0.3 and 0.4 with corresponding probabilities. Since the interval $[a, b]$ can be chosen
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arbitrarily, so we can choose the intervals such that the probability of path satisfying $\psi$ when choosing the middle transition of $r$ is larger than the other two cases. For instance here we can choose interval $\left[\frac{1}{2}, \infty\right)$, then the maximum probability of paths of $r_{0}$ satisfying $\psi$ is $0.9 \cdot e^{-\frac{1}{2}}$ while the corresponding maximum probability of $s_{0}$ is only $0.85 \cdot e^{-\frac{1}{2}}$, so essentially $s_{0}$ and $r_{0}$ are not CSL-equivalent.

Different from the discrete case where $\sim_{1}^{b}$ is congruent, in the continuous case even $\sim_{1}$ is not congruent, refer to the following example.

Example 51. Considering $s$ and $r$ in Example 45, $s$ and $r$ are CSL-equivalent, thus $s \sim_{1} r$. Suppose we have $t$ such that $t$ can only evolve into $t_{1}$ with rate 2. We can show that actually

$$
s\|t \not \nsim 1 \quad r\| t
$$

where all the states have different atomic propositions except $L(s)=L(r)$. Let $\psi=$ $s \mathrm{U}_{1}^{I}\left(s_{1} \| t\right)$ with $I=[a, \infty)$, then the probability of the paths of $s \| t$ satisfying $\psi$ by choosing the left transition is equal to $\frac{3}{5} \cdot e^{-5 a}$, similarly the probability is equal to $\frac{2}{3} \cdot e^{-6 a}$ and $\frac{5}{7} \cdot e^{-7 a}$ by choosing the middle and left transition respectively. By solving the inequations:

$$
\frac{2}{3} \cdot e^{-6 a}>\frac{3}{5} \cdot e^{-5 a} \text { and } \frac{2}{3} \cdot e^{-6 a}>\frac{5}{7} \cdot e^{-7 a},
$$

we can see that if $e^{-a} \in\left(\frac{15}{14}, \frac{10}{9}\right)$, the probability by choosing the middle transition is maximum which is greater than the correspondent probability of $r$, thus $s\|t \nsim 1 r\| t$, and $\sim_{1}$ is not congruent.

### 5.7.2 Relation to (Weak) Bisimulation for CTMCs

For CTMCs each state has a unique Markovian transition, which will be denoted by $s \xrightarrow{\lambda_{s}} \mu_{s}$. The notion of weak bisimulation can be found in (54) for CTMCs, repeated as follows:

Definition 52 (Weak Bisimulation CTMC). For CTMCs, an equivalence relation $\mathcal{R}$ is a weak bisimulation iff for all $s \mathcal{R} r$ it holds (i) $L(s)=L(r)$, and (ii) $\lambda_{s} \cdot \mu_{s}(C)=$ $\lambda_{r} \cdot \mu_{r}(C)$ for all equivalence classes $C \neq[s]_{\mathcal{R}}$. States $s, r$ are weakly bisimilar, denoted by $s \approx$ стмс $r$, iff there exists a weak bisimulation $\mathcal{R}$ such that $s \mathcal{R} r$.

Strong bisimilarity for CTMCs is defined if in addition $\lambda_{s} \cdot \mu_{s}(C)=\lambda_{r} \cdot \mu_{r}(C)$ holds for $C=[s]_{\mathcal{R}}=[r]_{\mathcal{R}}$ as well. States $s, r$ are strongly bisimilar, denoted by $s \sim_{\text {стмс }} r$, iff there exists a strong bisimulation $\mathcal{R}$ such that $s \mathcal{R} r$.

Below we prove that, restricted to CTMCs, our strong and weak bisimulations agree with the strong and weak bisimulations for CTMCs:

Lemma 34. For CTMC , it holds that $\sim=\sim_{\text {стмс }}$ and $\approx=\approx_{\text {стмс }}$.
Proof. The proof of $\sim=\sim_{\text {CTMC }}$ is trivial, since in a CTMC there is only one transition for each state, thus we can simply replace $\rightarrow \mathrm{p}$ with $\rightarrow$. The condition $\lambda_{s} \cdot \mu_{s}(C)=$ $\lambda_{r} \cdot \mu_{r}(C)$ for each $C$ coincides with the condition: i) $\lambda_{s}=\lambda_{r}$, and ii) $\mu_{s} \mathcal{R} \mu_{r}$.

We first prove that $\approx$ implies $\approx$ стмс. Let

$$
\mathcal{R}=\{(s, r) \mid s \approx r\}
$$

is a weak bisimulation referring to Definition 52. Suppose that $s \xrightarrow{\lambda_{s}} \mu_{s}$, we need to prove that $r \xrightarrow{\lambda_{r}} \mu_{r}$ such that $\lambda_{s} \cdot \mu_{s}(C)=\lambda_{r} \cdot \mu_{r}(C)$ for all $C \in S / \mathcal{R}$ with $C \neq[s]_{\mathcal{R}}=$ $[r]_{\mathcal{R}}$. According to Definition 46, $s \approx r$ if $\bar{s} \sim \bar{r}$. By Definition 42, if $s \xrightarrow{\lambda_{s}} \mu_{s}$, then $\bar{s} \xrightarrow{E} \mu$ such that

$$
\mu=\frac{E-\lambda_{s}}{E} \cdot \delta_{\bar{s}}+\frac{\lambda_{s}}{E} \cdot \overline{\mu_{s}}
$$

where $\overline{\mu_{s}}$ is defined as expected. Therefore there exists $\bar{r} \xrightarrow{E} \nu$ such that $\mu \sim \nu$ where

$$
\nu=\frac{E-\lambda_{r}}{E} \cdot \delta_{\bar{r}}+\frac{\lambda_{r}}{E} \cdot \overline{\mu_{r}} .
$$

Obviously if there exists $C \in S / \mathcal{R}$ with $C \neq[s]_{\mathcal{R}}=[r]_{\mathcal{R}}$ such that $\lambda_{s} \cdot \mu_{s}(C) \neq \lambda_{r} \cdot \mu_{r}(C)$, then $\mu(\bar{C}) \neq \nu(\bar{C})$ since

$$
\mu(\bar{C})=\frac{\lambda_{s}}{E} \cdot \mu_{s}(C) \text { and } \nu(\bar{C})=\frac{\lambda_{r}}{E} \cdot \mu_{r}(C),
$$

thus it is impossible for $\mu \sim \nu$.
To show that $\approx_{\text {Стмс }}$ implies $\approx$, it is enough to show that

$$
\mathcal{R}=\{(s, r) \mid s \approx \text { стмС } r\}
$$

is a weak bisimulation according to Definition 46, that is, we need show that

$$
\mathcal{R}=\{(\bar{s}, \bar{r}) \mid s \approx \text { СтмС } r\}
$$

is a strong bisimulation by Definition 45. Suppose that $\bar{s} \xrightarrow{E} \mu$, then there exists $s \xrightarrow{\lambda_{s}} \mu_{s}$ such that

$$
\mu=\frac{E-\lambda_{s}}{E} \cdot \delta_{\bar{s}}+\frac{\lambda_{s}}{E} \cdot \overline{\mu_{s}} .
$$

Since $s \quad \approx_{\text {СTMC }} r$, there exists $r \xrightarrow{\lambda_{r}} \mu_{r}$ such that $\lambda_{s} \cdot \mu_{s}(C)=\lambda_{r} \cdot \mu_{r}(C)$ for all equivalence class $C \neq[s]_{\approx_{\text {стмс }}}=[r]_{\approx \text { стмс }}$. Therefore there exists $\bar{r} \xrightarrow{E} \nu$ such that

$$
\nu=\frac{E-\lambda_{r}}{E} \cdot \delta_{\bar{r}}+\frac{\lambda_{r}}{E} \cdot \overline{\mu_{r}}
$$

and $\mu(\bar{C})=\nu(\bar{C})$ for all equivalence class $\bar{C} \neq[\bar{s}]_{\mathcal{R}}=[\bar{r}]_{\mathcal{R}}$, since $\mu(\bar{C})=\frac{\lambda_{s}}{E} \cdot \mu_{s}(C)$ and $\nu(\bar{C})=\frac{\lambda_{r}}{E} \cdot \mu_{r}(C)$ i.e. $\mu \mathcal{R} \nu$.

The lemma above shows that $\sim$ and $\approx$ are conservative extensions of the strong bisimulation and the weak bisimulation for CTMCs in (54), and so are their logical characterization results except that they only work in a subset of CTMDPs.

### 5.7.3 Relation to (Weak) Simulations for CTMCs

The strong and weak simulations were introduced in (54), we recall the definition of the strong simulation as follows.

Definition 53 (Strong Simulation CTMC). For CTMCs, a relation $\mathcal{R}$ is a strong simulation iff for all $s \mathcal{R} r$ it holds (i) $L(s)=L(r)$, (ii) $\mu_{s} \sqsubseteq_{\mathcal{R}} \mu_{r}$, and (iii) $\lambda_{s} \leq \lambda_{r}$.

State $s$ is strongly simulated by $r$, denoted by $s \prec$ стмс $r$, iff there exists a strong simulation $\mathcal{R}$ such that $s \mathcal{R} r$.

The following relation holds for simulations:
Lemma 35. For CTMC $s, \prec \subset \prec$ стмс. If the CTMC is uniformized,

$$
\prec=\prec \text { СтМС }=\precsim .
$$

Proof. According to Definition 50 and 53 , the only difference between $\prec$ and $\prec$ стмс is that $s \prec r$ requires that $\lambda_{s}=\lambda_{r}$ while $s \prec$ стмс $r$ only requires that $\lambda_{s} \leq \lambda_{r}$, thus $\prec \subseteq \prec$ Стмс. In a uniformized CTMC, $\lambda_{s}=\lambda_{r}$ for any $s$ and $r$, thus $\prec=\prec$ стМС $=\underset{\sim}{\approx}$.

The simulation relation $\prec$ стмс in (54) is strictly coarser than ours. In (54), it is shown that $\prec$ CTMC characterizes a sublogic of $\prec$ CSL $_{s}$, denoted by $\prec_{\text {CSL }_{s}}$, in which all intervals are of the form $[0, b]$, i.e., the left endpoint is always 0 . The following example illustrates this difference:


Figure 5.3: $\prec$ стмс is too coarse (transition of $t$ is omitted).

Example 52. Considering the states $s, r$ and $t$ in Fig. 5.3 where $L(s)=L(r) \neq L(t)$, and $t$ is an absorbing state. According to Definition 53, it is easy to check that

$$
s \prec \text { стмс } r \text { but } s \nprec_{\text {CSL }}^{s} \text { r. }
$$

Let

$$
\psi=\left(s \cup^{[a, b]} t\right)
$$

then the probability for the paths of $s$ and $r$ satisfying $\psi$ is equal to

$$
\left(e^{-2 a}-e^{-2 b}\right) \text { and }\left(e^{-4 a}-e^{-4 b}\right)
$$

respectively, when $a=0$ and $b>0$,

$$
\left(1-e^{-2 b}\right)<\left(1-e^{-4 b}\right),
$$

while when $a>0$ and $b=\infty, e^{-2 a}>e^{-4 a}$. In other words, there exists $\varphi$ and $\varphi^{\prime}$ such that $s \models \varphi, r \not \models \varphi$ and $s \not \models \varphi^{\prime}, r \models \varphi^{\prime}$. Essentially, neither $s \prec \mathrm{CSL}_{s} r$, nor $r \prec \mathrm{CSL}_{s} s$ holds.

The various strong simulation definitions in this chapter can be slightly adapted such that they correspond to the safe sublogic as in (54). However, the same does not hold for weak simulations. We recall the definition of weak simulation on CTMC introduced in (54). Let $\operatorname{Post}(s)=\operatorname{Supp}\left(\mu_{s}\right)$ denote the successors of $s$. Bellow follows the definition of weak simulation where $i=1,2$ :

Definition 54 (Weak Simulation CTMC). Given a CTMC, let $\mathcal{R} \subseteq S \times S$ be a weak simulation iff for $s_{1} \mathcal{R} s_{2}: L\left(s_{1}\right)=L\left(s_{2}\right)$ and there exists functions $\eta_{i}: S \rightarrow[0,1]$ and sets $U_{i}, V_{i} \subseteq S$ where

$$
U_{i}=\left\{u_{i} \in \operatorname{Post}\left(s_{i}\right) \mid \eta_{i}\left(u_{i}\right)>0\right\},
$$
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$$
V_{i}=\left\{v_{i} \in \operatorname{Post}\left(s_{i}\right) \mid \eta_{i}\left(v_{i}\right)<1\right\}
$$

such that:

1. $v_{1} \mathcal{R} s_{2}$ for all $v_{1} \in V_{1}$, and $s_{1} \mathcal{R} v_{2}$ for all $v_{2} \in V_{2}$.
2. There exists a function $\Delta: S \times S \rightarrow[0,1]$ such that:
(a) $\Delta\left(u_{1}, u_{2}\right)>0$ implies $u_{i} \in U_{i}$ and $u_{1} \mathcal{R} u_{2}$.
(b) If $K_{i}>0$, then

$$
K_{1} \cdot \sum_{u_{2} \in U_{2}} \Delta\left(w, u_{2}\right)=\eta_{1}(w) \cdot \mu_{s_{1}}(w)
$$

and

$$
K_{2} \cdot \sum_{u_{1} \in U_{1}} \Delta\left(u_{1}, w\right)=\eta_{2}(w) \cdot \mu_{s_{2}}(w)
$$

for all states $w \in S$ where $K_{i}=\sum_{u_{i} \in U_{i}} \eta_{i}\left(u_{i}\right) \cdot \mu_{s_{i}}\left(u_{i}\right)$.
(c) $\sum_{u_{1} \in U_{1}} \eta\left(u_{1}\right) \cdot \lambda_{s_{1}} \cdot \mu_{s_{1}}\left(u_{1}\right) \leq \sum_{u_{2} \in U_{2}} \eta\left(u_{2}\right) \cdot \lambda_{s_{2}} \cdot \mu_{s_{2}}\left(u_{2}\right)$.
$s_{1}$ is weakly simulated by $s_{2}$, written as $s_{1} \precsim$ СтМС $s_{2}$, iff there exists a weak simulation $\mathcal{R}$ such that $s_{1} \mathcal{R} s_{2}$.

The relation $\precsim C T M C$ is shown to be sound w.r.t. the sublogic $\mathrm{CSL}_{s \backslash \mathrm{X}}^{0}$ (obtained from $\mathrm{CSL}_{s}^{0}$ by removing the next operator). The completeness was conjectured, but remains open. In the following example we show that, on the contrary, the completeness does not hold.

Example 53. Consider states $s_{0}$ and $r_{0}$ in Example 53 and shown in Fig. 5.5. We first show that $s_{0} \precsim \operatorname{CSL}_{s \backslash X}^{0} \quad r_{0}$. It is easy to check that $v_{1} \precsim \operatorname{CSL}_{s \mid X}^{0} s_{0}$, thus the transition from $s_{0}$ to $v_{1}$ is invisible. For the transition from $s_{0}$ to $u_{1}, r_{0}$ can perform exactly the same transition, thus no formula $\varphi$ of $\mathrm{CSL}_{s \backslash \mathrm{X}}^{0}$ exists such that $s_{0} \models \varphi$ but $r_{0} \not \vDash \varphi$. Secondly, we show that $s_{0} \not \approx \subset$ Стмс $r_{0}$. Obviously $v_{1} \precsim$ Стмс $r_{0}$, but $u_{1} \not \approx \subset T M C \quad r_{0}, s_{0} \not \approx$ СTMC $r_{1}$, and $s_{0} \not \approx$ СTMC $u_{1}$ because $s_{0}, r_{1}$, and $u_{1}$ have different labels. Thus the only possible partition is letting $U_{1}=\left\{u_{1}\right\}, V_{1}=\left\{v_{1}\right\}$, and $U_{2}=\left\{r_{1}, u_{1}\right\}, V_{2}=\emptyset$ i.e. $\eta_{1}\left(v_{1}\right)=0, \eta_{1}\left(u_{1}\right)=1, \eta_{2}\left(r_{1}\right)=\eta_{2}\left(u_{1}\right)=1$. According to Definition $54 K_{1}=0.5$ and $K_{2}=1$. Since $u_{1} \not \approx$ стМс $r_{1}$, thus $\Delta\left(u_{1}, r_{1}\right)=0$, but then $K_{2} \cdot \Delta\left(u_{1}, r_{1}\right)=0 \neq 0.5=\eta_{2}\left(r_{1}\right) \cdot \mu_{r_{0}}\left(r_{1}\right)$ which contradicts the condition of Definition 54, thus $s_{0} \not \mathbb{Z}$ Стмс $r_{0}$.


Figure 5.4: Relationship of various bisimulation and simulation relations

### 5.8 Summary

The spectrum of the branching time relations and the logic equivalences are summarized in Fig. 5.4. The arrow $\rightarrow$ should be interpreted as "imply". The labels $U$ and $\uparrow$ denote that the implication is only valid in a uniformized CTMDP, and a CTMDP without 2 -step recurrent states respectively. We write $\mathcal{L}$ directly for $\sim_{\mathcal{L}}$ for readability where $\mathcal{L}$ is a sub-logic of CSL. The index $n$ appearing on the right plane is chosen according to Theorem 40 and 44. Thus $\sim_{k}=\sim_{n}$ for all $k \geq n$, and similar holds for other relations, and for a smaller index, the relation will be coarser.


Figure 5.5: A counterexample for the completeness of $\precsim с т м с . ~$

### 5.9 Related Work

Logical characterizations of bisimulation have been studied extensively for stochastic models. For CTMCs the logic CSL characterizes bisimulations, while CSL without nextstate formulas characterizes weak bisimulations (54). Our results in this chapter is a conservative extension for both strong and weak bisimulations. In (61), the results are extended to CTMCs with continuous state spaces.

For CTMDPs, the first logical characterization result is presented in (37). It is shown that strong bisimulation is sound, but not complete w.r.t. CSL equivalence. For the non-completeness please refer to Example 45 of this chapter. In this chapter, we introduced the weak bisimulation relation for CTMDPs. For a subclass of CTMDPs, i.e. without 2-step recurrent states, we have shown that the weak bisimulation is also complete for $\mathrm{CSL}_{\mid X \text {-equivalence. }}$

For probabilistic automata PA, Hennessy-Milner logic has been extended to characterize bisimulations in (55, 57, 89). In (56), Desharnais et al. have shown that weak bisimulation agrees with PCTL* equivalence for PAs. The most related paper for PAs is our previous paper in (99), in which we have introduced bisimulations and $i$-depth bisimulations for characterizing logical equivalence induced by PCTL and sub-logics. This leads to the study of the $i$-depth bisimulation relations for CTMDPs in this chapter. For uniformized CTMDPs, we have shown that they agree with the equivalences in the discrete setting.

## Chapter 6

## Markov Automata

In this Chapter we address related issues of another stochastic model called Markov automata, which is the combination of PA and IMC. We first propose the late semantics of MAs based on which we then define the late weak bisimulation. It is shown that the late weak bisimulation is strictly coarser than the weak bisimulations defined in (5) and (6).

In Section 6.2 we give the definition of MA as well as its early and late semantics. The novel weak bisimulation is proposed with its compositionality being discussed in Section 6.3. In Section 6.4, we extend the results to early and weak simulations. Section 6.5 we investigate the relations between our weak bisimulations with the weak bisimulations introduced in (5) and (6). In Section 6.6 we briefly discuss how timedivergent MA are dealt with previously, and show that our late weak bisimulation is also the coarsest reduction barbed congruence.

### 6.1 Motivation

Recently, Markov automata (MA) have been proposed in (5) as a compositional behavioral model supporting both probabilistic transitions and exponentially distributed random delays. MA can be considered as a combination of probabilistic automata (PA) (78) and interactive Markov chains (IMC) (32). A PA is obtained by disallowing random delays, whereas an IMC is obtained by restricting to degenerative probabilistic transitions.
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As the main result in (5), the authors have proposed the notion of weak bisimulation relation, which is shown to be congruent w.r.t. parallel composition. Moreover, the proposed weak bisimulation conservatively extends that for probabilistic automata (53, 78) and IMCs (32). However, as pointed out in the conclusion in (5),
> "a good notion of equality is tightly linked to the practically relevant issue of constructing a small (quotient) model that contains all relevant information needed to analyze the system".

Indeed, an example is given in the conclusion illustrating that an even weaker version of weak bisimulation would be expected.

In this chapter we address this problem by proposing such a weaker bisimulation. We start with discussing the example presented in the conclusion of (5). An extended version is shown in Fig. 6.1, where:

- In part (a) we have a Markovian transition out of state $s$ labeled with rate $2 \lambda$, meaning that the sojourn time in state $s$ is exponentially distributed with rate $2 \lambda$. Thus the probability of leaving it within time $a$ is $1-e^{-2 \lambda a}$. From $s^{\prime}$ we have a probabilistic transition labeled with $\tau$, leading to $t_{1}$ and $t_{2}$ with equal probability. Note the dashed arrows denote probabilistic transitions.
- Part (c) is similar to part (a), in the sense that first a probabilistic transition out of $r$ is enabled, followed with a Markovian transition with rate $2 \lambda$.
- Part (b) has only Markovian transitions. Starting with state $t$, the sojourn time is exponentially distributed with rate $2 \lambda$. If the transition is taken, there is a race between the transition to $t_{1}$ and $t_{2}$ respectively. The probability that the transition to state $t_{1}$ wins the race is thus $\frac{1}{2}$. As a result, the overall probability of reaching state $t_{1}$ within time $a$ is $\left(1-e^{-2 \lambda a}\right) \cdot \frac{1}{2}$. Note that from $t$ no probabilistic transitions can be reached.

The weak bisimulation defined in (5), written as $\approx_{e h z}$, identifies $s$ and $t: s \approx_{e h z} t$. Intuitively $s \approx_{e h z} t$ because both $s$ and $t$ will leave their original states after an exponential delay with rate $2 \lambda$, and after leaving $s$ and $t$ they will reach either $t_{1}$ with probability 0.5 , or $t_{2}$ with probability 0.5 .


Figure 6.1: Examples of Markov automata.

However the weak bisimulation distinguishes $t$ and $r$, i.e., $t \not \nsim e h z ~^{r}$. Different from $s, r$ will make a probabilistic choice first, and then move to either $t_{1}$ or $t_{2}$ after an exponential delay with rate $2 \lambda$. Thus the difference between $s$ and $r$ is just the order of the probabilistic choice and the Markovian transition. If one does not consider the intermediate states, but only the probability and time of reaching the states $t_{1}$ and $t_{2}$, obviously, all of the three states $s, t, r$ are behaving the same.

In this chapter, we propose early and late semantics for Markovian transitions reflecting the example above. Under early semantics, Markovian transitions are considered as a sequence of sojourn time distributions followed with probabilistic choices. The core contribution in this chapter is the notion of late weak bisimulation, which is obtained by interpreting Markovian transitions as a sequence of probabilistic choices followed by sojourn time distributions, as illustrated in the example. However, the late semantics is much more involved to define for MA, especially if from state $t$ also other probabilistic transitions labeled with $\alpha$ would have been enabled. In that case, under the late semantics this additional $\alpha$-probabilistic transition should also have been enabled after the probabilistic choices, even after potential internal transitions from $t_{1}$ or $t_{2}$. We show that late weak bisimulation is strictly coarser than early weak bisimulation.
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Both early and late weak bisimulations are defined over the derived structure of MA, namely through Markov labeled transition systems (MLTS), which is introduced by Deng and Hennesy in (6). Moreover, they have proposed another notion of weak bisimulation, denoted by $\approx_{d h}$, for MA. The weak bisimulation $\approx_{d h}$ enjoys the nice property of being a reduction barbed congruence (107), i.e., it is compositional, barbpreserving (simple experiments are preserved) and reduction-closed (nondeterministic choices are in some sense preserved). The relationship between $\approx_{e h z}$ and $\approx_{d h}$ is however unclear. In this chapter we clarify these relationships. We show that the early weak bisimulation induced under our early semantics gives rise to the weak bisimulation $\approx_{e h z}$, as well as $\approx_{d h}$. Thus, the proposed weak bisimulations $\approx_{e h z}$ and $\approx_{d h}$ agree with each other, and are strictly finer than our late weak bisimulation for MA. Since our late weak bisimulation is defined over the derived MLTS as well, applying a result in (6), even being coarser, our late weak bisimulation is a reduction barbed congruence as well.

Summarizing, the contributions of this chapter are as follows:

- For MA, we propose early and late semantics for Markovian transitions. Based on this notion, we propose early and late weak bisimulations. The latter is shown to be strictly coarser.
- We prove that our early weak bisimulation agrees with both the weak bisimulation proposed by Eisentraut, Hermanns and Zhang in (5), and with the weak bisimulation proposed by Deng and Hennesy in (6).
- We propose early and late weak simulations along the same line, and clarify the relation to weak simulations proposed in the literature.


### 6.2 Markov Automata

In this section we first introduce some notations and recall the definition of Markov automata. Then we introduce two different semantics: early and late semantics for Markov automata.

### 6.2.1 Preliminaries

Given a distribution $\mu$, if $\mu(S)=1$, it is called a full distribution, otherwise it is a sub distribution. Let $A \operatorname{Dist}(S)$ denote the set of all (sub or full) distributions over $S$,
ranged over by $\mu, \nu, \ldots$ too. To be clear, we will use $\operatorname{Dist}(S)$ to denote the set of all full distributions. We often write $\{\mu(s): s \mid s \in \operatorname{Supp}(\mu)\}$ alternatively for a distribution $\mu$. For instance, $\left\{0.4: s_{1}, 0.6: s_{2}\right\}$ denotes a distribution $\mu$ such that $\mu\left(s_{1}\right)=0.4$ and $\mu\left(s_{2}\right)=0.6$.

We first recall the definition of Markov automata introduced in (5). Then, we give the early and late semantics of Markov automata in terms of Markov labeled transition systems.

Definition 55 (Markov Automata). An MA $\mathcal{M}$ is a tuple $\left(S, A c t_{\tau}, \rightarrow, \rightarrow, s_{0}\right.$ ), where

- $S$ is a finite but non-empty set of states,
- Act $\tau_{\tau}=$ Act $\dot{\cup}\{\tau\}$ is a set of actions including internal action $\tau$,
- $\rightarrow \subset S \times \operatorname{Act}_{\tau} \times \operatorname{Dist}(S)$ is a finite set of probabilistic transitions,
- $\rightarrow C S \times R^{+} \times S$ is a finite set of Markovian transitions, and
- $s_{0} \in S$ is the initial state.

Again let $\alpha, \beta, \gamma, \ldots$ range over the actions in $A c t_{\tau}, \lambda$ range over the rates in $R^{+}$. Moreover, let $\alpha_{r}, \beta_{r}, \gamma_{r}, \ldots$ range over $\operatorname{Act}_{\tau} \cup R^{+}$. A state $s \in S$ is stable, written as $s \downarrow$, if $s \stackrel{\tau}{\longrightarrow}$, similarly $\mu$ is stable, written as $\mu \downarrow$, iff $s \downarrow$ for each $s \in \operatorname{Supp}(\mu)$. As in $(5,32)$, the maximal progress assumption is assumed, meaning that if state $s$ is not stable, no Markovian transitions can be executed.

Let

$$
\operatorname{rate}\left(s, s^{\prime}\right)=\sum\left\{\lambda \mid s \xrightarrow{\lambda} s^{\prime}\right\}
$$

denote the rate from $s$ to $s^{\prime}$. Also the function rate is overloaded such that

$$
\operatorname{rate}(s)=\sum_{s^{\prime} \in S} \operatorname{rate}\left(s, s^{\prime}\right)
$$

which denotes the exit rate of $s$. For a stable state $s$, the sojourn time at $s$ is exponentially distributed with rate equal to rate(s), and the probability of one of the Markovian transitions being taken within time $[0, a]$ is equal to $1-e^{-r a t e(s) a}$.

MA extend the well-known probabilistic automata (PA) (78) and interactive Markov chains (IMC) (32). Precisely, if the set of Markovian transitions is empty, i.e., $\rightarrow=\emptyset$, we obtain PA. On the other side, if distributions are all Dirac, i.e., $\rightarrow \subset S \times A c t_{\tau} \times \delta_{S}$ with $\delta_{S}=\left\{\delta_{s} \mid s \in S\right\}$, we obtain IMCs. Following (6), MA will be studied indirectly through the Markov labeled transition system:

Definition 56 (Markov Labeled Transition System). A Markov labeled transition system (MLTS) L is a triple $\left(S, A c t_{\tau}, \rightarrow\right)$ where $S$ and $A c t_{\tau}$ are the same as in Definition 55, and

$$
\rightarrow \subseteq S \times\left(A c t_{\tau} \cup R^{+}\right) \times \operatorname{Dist}(S)
$$

is a finite set of transitions satisfying $s \xrightarrow{\lambda_{1}} \mu_{1}$ and $s \xrightarrow{\lambda_{2}} \mu_{2}$ implies that $s \xrightarrow{\tau}, \lambda_{1}=\lambda_{2}$, and $\mu_{1}=\mu_{2}$.

Different from the definition of MA, in Definition 56 we require that $s \xrightarrow{\lambda_{1}} \mu_{1}$ and $s \xrightarrow{\lambda_{2}} \mu_{2}$ implies that $s \xrightarrow{\tau}, \lambda_{1}=\lambda_{2}$, and $\mu_{1}=\mu_{2}$. This means that each state in an MLTS can only have at most one Markovian transition, but after the Markovian transition, it will evolve into a distribution instead of a single state as in MA. This is not a restriction, but just expresses the race condition explicitly. In MLTS the maximal progress assumption is also embedded in the definition, i.e. $s \xrightarrow{\lambda} \mu$ implies that $s \xrightarrow{\tau}$.

As usual, a transition $\xrightarrow{\alpha_{r}}$ can be lifted to distributions, that is, $\mu \xrightarrow{\alpha_{r}} \mu^{\prime}$ iff for each $s \in \operatorname{Supp}(\mu)$ there exists $s \xrightarrow{\alpha_{r}} \mu_{s}$ such that $\sum_{s \in \operatorname{Supp}(\mu)} \mu(s) \cdot \mu_{s}=\mu^{\prime}$.

### 6.2.2 Early Semantics of Markov Automata

Definition 57 (Early Semantics). Let $\mathcal{M}=\left(S, A c t_{\tau}, \rightarrow, \rightarrow, s_{0}\right)$ be an MA. The early semantics of $\mathcal{M}$ is defined as an MLTS, denoted by $\bullet \mathfrak{M}=\left(S, A c t_{\tau}, \bullet\right)$, where $\rightarrow \subseteq \bullet$ and

$$
s \bullet^{\lambda} \mu, \text { iff } s \downarrow \wedge \lambda=\operatorname{rate}(s) \wedge \forall s^{\prime} \in \operatorname{Supp}(\mu) \cdot \mu\left(s^{\prime}\right)=\frac{\operatorname{rate}\left(s, s^{\prime}\right)}{\operatorname{rate}(s)} .
$$

In the equation above we require that $s$ is stable as usual due to the maximal progress assumption. As an example for the MA in Fig. 6.1(b), $t \xrightarrow{2 \lambda}\left\{\left(\frac{1}{2}: t_{1}\right),\left(\frac{1}{2}: t_{2}\right)\right\}$ according to the early semantics.

To define the late semantics for MA, we need the notion of weak transitions which shall be introduced in this section. In order to abstract from the internal action of $L$, we let $s \xlongequal{\alpha_{r}} \mu$ denote that a distribution $\mu$ is reached through a sequence of steps which are internal except one of which is equal to $\alpha_{r}$. Formally, the weak transitions for MLTSs are defined as follows:

Definition 58 (Weak Transitions for MLTS). The weak transition relation $\xlongequal{\alpha_{r}}$ is the least relation such that, $s \xrightarrow{\alpha_{r}} \mu$ iff

$$
\text { 1. } \alpha_{r}=\tau \text { and } \mu=\delta_{s} \text {, or }
$$

2. there exists a step s $\xrightarrow{\beta_{r}} \mu^{\prime}$ such that $\mu=\sum_{s^{\prime} \in \operatorname{Supp}\left(\mu^{\prime}\right)} \mu^{\prime}\left(s^{\prime}\right) \cdot \mu_{s^{\prime}}$, where $s^{\prime} \xrightarrow{\tau} \mu_{s^{\prime}}$ if $\beta_{r}=\alpha_{r}$, otherwise $s^{\prime} \xlongequal{\alpha_{r}} \mu_{s^{\prime}}$ and $\beta_{r}=\tau$.

Intuitively, through the weak transition, $s$ reaches the distribution $\mu$ through an history-dependent scheduler, very much the way it is introduced in (78). In more detail, the first clause says that in case $\alpha_{r}=\tau$, we can stop at $s$. Otherwise, from $s$ the action $\beta_{r}$ is chosen leading to the distribution $\mu^{\prime}$, such that:

- if $\beta_{r}=\alpha_{r}$, then each state $s^{\prime}$ in the support of $\mu^{\prime}$ reaches $\mu_{s^{\prime}}$ only through a sequence of $\tau$ actions,
- if $\beta_{r}=\tau$, then each state $s^{\prime}$ in the support of $\mu^{\prime}$ reaches $\mu_{s^{\prime}}$ through a weak transition $s^{\prime} \xrightarrow{\alpha_{r}} \mu_{s^{\prime}}$

Stated differently, we unfold a tree with the root $s$, the successor states are determined by the action chosen from the node. It is history dependent as each state $s$ may occur in different nodes in the tree, and each time a different transition may be chosen. We say that the weak transition $s \xlongequal{\alpha_{r}} \mu$ is a deterministic weak transition if in addition it satisfies the property that each state picks always the same transition whenever it is visited. In the sequel we shall use $s \xlongequal{\alpha_{r}}{ }_{D} \mu$ to denote deterministic weak transitions, which will be used later in defining the late semantics. Note that only finitely many deterministic weak transitions exist, see (80).

The weak transition defined in Definition 58 can be lifted to distributions in a straightforward way as for strong transitions. Equivalently, weak transitions can be formalized elegantly using trees as in (56), or using infinite sum (108). The advantage of this definition will be clear in proving the equivalence results of all the existing weak bisimulations.

### 6.2.3 Late Semantics of Markov Automata

When defining the early semantics of an MA in Definition 57, a stable state with Markovian transition is equipped with a transition labeled with its exit rate $\lambda$, followed by a distribution depending on the race condition. As discussed in the introduction, in the late semantics, we switch the interpretation, namely the state first evolves into a distribution according to the race condition, followed by a Markovian transition labeled with $\lambda$.
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In the late semantics we introduce the set of states

$$
\llbracket S \rrbracket:=\{\llbracket s, t \rrbracket \mid s, t \in S \wedge s \downarrow \wedge \operatorname{rate}(s)>0\} .
$$

The outgoing transitions from these new states are defined by: $\llbracket s, t \rrbracket$ be a state such that i) $\llbracket s, t \rrbracket \xrightarrow{\lambda} t$ where $\lambda=\operatorname{rate}(s)$, and ii) $\llbracket s, t \rrbracket \xrightarrow{\alpha} \mu$ iff $s \xrightarrow{\alpha} \mu$. Intuitively, $\llbracket s, t \rrbracket$ is a new state having exactly the same non-Markovian transitions as $s$, and can evolve into $t$ via a Markovian transition with rate equal to rate(s). Moreover, for a distribution $\mu$ over $S$, we let $\llbracket s, \mu \rrbracket$ denote the corresponding distribution over $\llbracket S \rrbracket$ satisfying $\llbracket s, \mu \rrbracket(\llbracket s, t \rrbracket)=\mu(t)$ for all $t \in S$. The late semantics is defined as follows.

Definition 59 (Late Semantics). Let $\mathcal{M}=\left(S, A c t_{\tau}, \rightarrow, \rightarrow, s_{0}\right)$ be an MA. Moreover, let the MLTS $\mathcal{M}=\left(S, A c t_{\tau}, \bullet\right)$ be its early semantics. The late semantics of $\mathcal{M}$, denoted by $\mathcal{N} \mathfrak{\bullet}=\left(S \cup \llbracket S \rrbracket\right.$, cct $\left._{\tau}, \longrightarrow\right)$, is the smallest MLTS such that for each $s \in S$

1. $s \stackrel{\alpha}{\longrightarrow} \mu$ implies that $s \xrightarrow{\alpha} \mu$,
2. $s \stackrel{ }{\lambda}^{\boldsymbol{\tau}}{ }_{D} \mu$ implies that $s \xrightarrow{\tau} \llbracket s, \mu \rrbracket$ and for all $\llbracket s, t \rrbracket \in \operatorname{Supp}(\llbracket s, \mu \rrbracket), \llbracket s, t \rrbracket \xrightarrow{\lambda}$ • $\delta_{t}$ and $\llbracket s, t \rrbracket \xrightarrow{\alpha} \nu$ iff $s{ }^{\alpha} \nu$.

The idea of Definition 59 is to postpone the exponentially distributed sojourn time distribution of $s$ after the probability choices. The first case is trivial where all other non-Markovian transitions from $s$ will be then copied. If $s \bullet^{\lambda}{ }^{\tau}{ }_{D} \mu$, then it can be seen that $\mu$ is obtained by applying the race condition after the Markovian transition. As a result in the late semantics we can let $s$ choose the successors according to the race condition first, and then perform other delayed actions. Therefore $s \xrightarrow{\tau} \llbracket s, \mu \rrbracket$ where for each $\llbracket s, t \rrbracket \in \operatorname{Supp}(\llbracket s, \mu \rrbracket)$, there exists a $t \in \operatorname{Supp}(\mu)$ such that all the delayed non-Markovian transition of $s$ is enabled at $\llbracket s, t \rrbracket$ i.e. $\llbracket s, t \rrbracket \xrightarrow{\alpha} \nu$ iff $s{ }^{\alpha}$, $\nu$, moreover $\llbracket s, t \rrbracket$ will leave for $\delta_{t}$ via Markovian transition with rate $\lambda$ i.e. $\llbracket s, t \rrbracket \xrightarrow{\lambda} \delta_{t}$. Essentially, for each $t \in \operatorname{Supp}(\mu)$ and $s$ we introduce a new state $\llbracket s, t \rrbracket \in \llbracket S \rrbracket$ such that all the delayed non-Markovian transition of $s$ and the delayed Markovian transition to $t$ are enabled at $\llbracket s, t \rrbracket$. The following two examples illustrate how the late semantics works.

Example 54. For the MA $t$ in Fig. 6.1(b), by adopting the late semantics, we have

$$
t \xrightarrow{\tau}\left\{\frac{1}{2}: \llbracket t, t_{1} \rrbracket, \frac{1}{2}: \llbracket t, t_{2} \rrbracket\right\}
$$

in the resulting MLTS where the only possible transitions for $\llbracket t, t_{1} \rrbracket$ and $\llbracket t, t_{2} \rrbracket$ are $\llbracket t, t_{1} \rrbracket \xrightarrow{2 \lambda} \delta_{t_{1}}$ and $\llbracket t, t_{2} \rrbracket \xrightarrow{2 \lambda} \delta_{t_{2}}$. Considering the MA in Fig. 6.1(a), since

$$
s \stackrel{2 \lambda}{\longrightarrow} \delta_{s^{\prime}} \stackrel{\tau}{\longrightarrow} \text { }\left\{\left(\frac{1}{2}: t_{1}\right),\left(\frac{1}{2}: t_{2}\right)\right\},
$$

according to Definition 59 we will also have

$$
s \xrightarrow{\tau}\left\{\frac{1}{2}: \llbracket s, t_{1} \rrbracket, \frac{1}{2}: \llbracket s, t_{2} \rrbracket\right\},
$$

in the resulting late semantics MLTS. Thus, the three systems are equivalent w.r.t. the late semantics. Note for states without Markovian transitions like r in Fig. 6.1 (c), we do not need to introduce extra states for them.

Example 55. Suppose we have an MA shown in Fig. 6.2(b). It is not hard to see that $s_{0} \stackrel{3 \lambda}{\longrightarrow} \mu$ such that $\mu=\left\{\frac{1}{3}: s_{3}, \frac{2}{3}: s_{4}\right\}$ according to the early semantics which is illustrated by the MLTS in Fig. 6.2(a). Instead if we adopt the late semantics, we can move the probabilistic choice upward, and thus postpone the execution of other actions. Specifically, we allow $s_{0}$ to have a transition $s_{0} \xrightarrow{\tau} \llbracket s_{0}, \mu \rrbracket$ where

$$
\llbracket s_{0}, \mu \rrbracket=\left\{\frac{1}{3}: \llbracket s_{0}, s_{3} \rrbracket, \frac{2}{3}: \llbracket s_{0}, s_{4} \rrbracket\right\},
$$

moreover $\llbracket s_{0}, s_{3} \rrbracket$ and $\llbracket s_{0}, s_{4} \rrbracket$ are two new states where all the delayed actions including the Markovian action are enabled i.e. $\alpha$ and $3 \lambda$ in this cased. Formally, $\llbracket s_{0}, s_{3} \rrbracket \xrightarrow{\alpha} \delta_{s_{1}}$ and $\llbracket s_{0}, s_{4} \rrbracket \xrightarrow{\alpha} \delta_{s_{1}}$ because of $s_{0} \xrightarrow{\alpha} \delta_{s_{1}}$, moreover $\llbracket s_{0}, s_{3} \rrbracket \xrightarrow{3 \lambda} \delta_{s_{3}}$ and $\llbracket s_{0}, s_{4} \rrbracket \xrightarrow{3 \lambda}$ $\delta_{s_{4}}$ because of rate $\left(s_{0}\right)=3 \lambda$. The correspondent MLTS of $s_{0}$ according to the late semantics is shown in Fig. 6.2(c).

A few remarks are in order:

1. We have used deterministic weak transitions $\stackrel{\tau}{\longleftrightarrow}$ D to define the late semantics. Using weak transitions would do the same job, but induces then late semantics with infinitely many transitions. As the deterministic weak transition in Definition 59 involves only internal $\tau$ transitions, the algorithm in (80) can be used directly for constructing the late semantics. The resulting late semantics can have exponentially many transitions.
2. Notice that in Definition 59 we consider each deterministic weak $\tau$ transition after the Markovian transition in the second clause. Indeed, it is not enough

(a)

(b)

(c)

Figure 6.2: Illustration of early and late semantics.
to only consider strong $\tau$ transitions. Intuitively, by using deterministic weak $\tau$ transition we can postpone the execution of the exponentially distributed sojourn time distribution after any probabilistic internal transitions, not just that with one step. Refer to Example 59 in the next section for more details.
3. The size of $\llbracket S \rrbracket$ is in the worst case $|S|^{2}$. By the definition of late semantics, we only need to consider states $\llbracket s, t \rrbracket$ such that $s \downarrow$, and $t$ is reachable from $s$ via $\tau$
transitions after the Markovian transition. Thus, in a real model the size of $\llbracket S \rrbracket$ is expected to be much smaller.

### 6.3 Weak Bisimulations

Before we introduce early and late weak bisimulations, we define some notations about transitions for MLTS. For a given MLTS $L=\left(S, A c t_{\tau}, \rightarrow\right)$, we define ${ }^{\alpha_{r}}{ }_{\rho}$ and $\xrightarrow{\alpha_{r}}{ }_{\rho}$ as following:

Definition 60. 1. $\mu \xrightarrow{\alpha_{r}}{ }_{\rho} \mu^{\prime}$ with $\rho \in(0,1]$ iff there exists a $\mu=\mu_{1}+\mu_{2}$ such that $\rho=\left|\mu_{1}\right| \quad$ and either $\alpha_{r}=\tau$ and $\mu^{\prime}=\frac{1}{\rho} \cdot \mu_{1}$, or $\frac{1}{\rho} \cdot \mu_{1} \xrightarrow{\alpha_{r}} \mu^{\prime}$,
2. $\mu \stackrel{\alpha_{r}}{\Longrightarrow} \rho \mu^{\prime}$ with $\rho \in(0,1]$ iff there exists a $\mu=\mu_{1}+\mu_{2}$ such that $\rho=\left|\mu_{1}\right|$ and $\frac{1}{\rho} \cdot \mu_{1} \xrightarrow{\alpha_{r}} \mu^{\prime}$.

Intuitively, the index $\rho$ is the part of the distribution of $\mu$ which makes the move to $\mu^{\prime}$, which is scaled by $\frac{1}{\rho}$ such that $\mu^{\prime}$ is a full distribution. Note that the condition " $\alpha_{r}=\tau$ and $\mu^{\prime}=\frac{1}{\rho} \cdot \mu_{1}$ " in clause 1 of Definition 60 is necessary, refer to the Example 56 for a detail discussion. In the following let

$$
\operatorname{Suc}(\mu)=\left\{\nu \mid \exists \rho>0 .\left(\mu \xrightarrow{\alpha_{r}} \nu\right)\right\}
$$

denote the successors of $\nu$, and $S u c^{*}(\mu)$ be the transitive closure, called the derivatives of $\mu$.

### 6.3.1 Early and Late Weak Bisimulations

Below follows the definition of our weak bisimulation for MLTSs.

Definition 61 (Weak Bisimulation). Let $L=\left(S, A c t_{\tau}, \rightarrow\right)$ be an MLTS. A relation $\mathcal{R} \subseteq \operatorname{Dist}(S) \times \operatorname{Dist}(S)$ is a weak bisimulation over $L$ iff $\mu \mathcal{R} \nu$ implies that

1. whenever $\mu \xrightarrow{\alpha_{r}} \rho \mu^{\prime}$, there exists a $\nu \stackrel{\alpha_{r}}{\rho} \nu^{\prime}$ such that $\mu^{\prime} \mathcal{R} \nu^{\prime}$,
2. whenever $\nu{\xrightarrow{\alpha_{r}}}_{\rho} \nu^{\prime}$, there exists a $\mu \stackrel{\alpha_{r}}{\rho} \mu^{\prime}$ such that $\mu^{\prime} \mathcal{R} \nu^{\prime}$.
$\mu$ and $\nu$ are weakly bisimilar, written as $\mu \approx^{L} \quad \nu$, iff there exists a weak bisimulation $\mathcal{R}$ such that $\mu \mathcal{R} \nu$. Moreover $s \approx^{L} r$ iff $\delta_{s} \approx^{L} \delta_{r}$.

## 6. MARKOV AUTOMATA



Figure 6.3: Two distributions which should not be weakly bisimilar.

Intuitively, if two distributions $\mu$ and $\nu$ are weakly bisimilar, then whenever $\mu$ is able to make a transition labeled with $\alpha_{r}$ with probability $\rho, \nu$ must be able to mimic the transition with the same probability such that their resulting distributions should be weakly bisimilar as well. As mentioned before, the condition " $\alpha_{r}=\tau$ and $\mu^{\prime}=\frac{1}{\rho} \cdot \mu_{1}$ " in clause 1 of Definition 60 cannot be omitted, refer to the following counterexample.

Example 56. Suppose there are two distributions $\mu$ and $\nu$ given in Fig. 6.3 (a) and (b) respectively where $\alpha_{i}(1 \leq i \leq 4)$ are pairwise different, then if we omit the condition " $\alpha_{r}=\tau$ and $\mu^{\prime}=\frac{1}{\rho} \cdot \mu_{1}$ " in Definition 60, $\mu$ only has four strong transitions: $\mu \xrightarrow{\alpha_{1}} \delta_{t_{1}}$, $\mu \xrightarrow{\alpha_{2}} \delta_{\frac{1}{2}} \delta_{t_{2}}, \mu \xrightarrow{\alpha_{3}} \delta_{\frac{1}{2}} \delta_{t_{3}}$, and $\mu \xrightarrow{\alpha_{4}} \delta_{t_{4}}$, each of which can be simulated by $\nu$ and vice versa. Therefore we will conclude that $\mu$ and $\nu$ are weakly bisimilar according to Definition 61. This is against intuition since $\mu$ can evolve into $s_{1}$ with probability $\frac{1}{2}$ where only transitions labeled with $\alpha_{1}$ and $\alpha_{2}$ are possible, this cannot be simulated by $\nu$.

Definition 61 is defined upon MLTSs. For MA, below we shall introduce early and late weak bisimulations based on the early and late semantics, respectively:

Definition 62 (Early and Late Weak Bisimulation). Let $\mathcal{M}=\left(S, A c t_{\tau}, \rightarrow, \rightarrow, s_{0}\right)$ be an MA. Then, $\mu, \nu \in \operatorname{Dist}(S)$ are

1. early weakly bisimilar, written as $\mu \approx \nu$, iff $\mu \approx^{0 \mathcal{M}} \nu$,
2. late weakly bisimilar, written as $\mu \approx \nu$, iff $\mu \approx \mathcal{N P}^{\bullet} \nu$.


Figure 6.4: Example of late weakly bisimilar states.

In the above definition, we skip the superscript $\mathcal{M}$ in ${ }^{\bullet} \approx$ and $\approx^{\bullet}$, as we assume there is a given MA $\mathcal{M}=\left(S, A c t_{\tau}, \rightarrow, \rightarrow, s_{0}\right)$, if not mentioned explicitly, throughout the remaining parts.

Example 57. Recall the example given in Fig. 6.1, we have shown that $s=t$, but $s \not \not \approx r$ since $\delta_{r}$ can evolve into $\nu$ via a $\tau$ transition where $\nu$ cannot be simulated by $\delta_{s}$ or any derivative of it. But by considering the late semantics, s will also have a transition similar to $r$, that is, $s \xrightarrow{\tau} \llbracket s, \mu \rrbracket$ which is obviously able to simulate $\nu$ since $s \stackrel{2 \lambda}{\longrightarrow} \stackrel{\tau}{\longrightarrow} \mu$, thus we have $s \approx r$.

Example 58. Suppose we are given an MA where the states $t_{0}$ and $t_{0}^{\prime}$ behave following the way described in Fig. 6.4(a) and (b) respectively. Then it can be shown that $t_{0} \approx t_{0}^{\prime}$. For instance for $s_{2}$ in Fig. 6.4(b), since

$$
s_{2} \stackrel{3 \lambda}{\longrightarrow} \stackrel{\tau}{\bullet}{ }_{D} \mu=\left\{\left(\frac{1}{3}: s_{3}\right),\left(\frac{2}{3}: s_{4}\right)\right\}
$$

according to the early semantics, we have $s_{2} \xrightarrow{\tau} \llbracket s_{2}, \mu \rrbracket$ according to the late semantics. It is easy to check that $\nu \approx \llbracket s_{2}, \mu \rrbracket$. The other cases can be checked in a similar way, therefore by Definition 62 $t_{0} \approx t_{0}^{\prime}$. Notice that $t_{0} \not \boldsymbol{*}^{\bullet M} t_{0}^{\prime}$ i.e. $t_{0} \not \approx t_{0}^{\prime}$, since $\nu$ cannot be simulated by any derivative of $t_{0}^{\prime}$. By interpreting $t_{0}^{\prime}$ using early semantics, $s_{2}$ can
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only evolve into $\left\{\left(\frac{1}{3}: s_{3}\right),\left(\frac{2}{3}: s_{4}\right)\right\}$ via Markovian transition with rate $3 \lambda$. Therefore $t_{0} \not \approx t_{0}^{\prime}$.

In Definition 59 we consider each deterministic weak $\tau$ transition after the Markovian transition, since it turns out that it is not enough to only consider strong $\tau$ transition, refer to the following counterexample.

Example 59. Let us consider $s$ and $r$ in Fig.6.1(a) and (c) again, if we only consider strong $\tau$ transition in Definition 59 i.e. replacing $s \stackrel{\lambda}{\longrightarrow}{ }^{\tau} \mu$ in the second clause by $s \xrightarrow{\lambda} \xrightarrow{\top} \mu$, then still $s \approx r$. But this does not work in general, for instance if we change $s$ a little bit by adding another intermediate state $s^{\prime \prime}$ such that $s^{\prime} \xrightarrow{\tau} s^{\prime \prime}$ and $s^{\prime \prime} \xrightarrow{\tau} \mu$, then $s \xrightarrow{2 \lambda} \bullet^{\tau} \delta_{s^{\prime \prime}}$, thus we will have $s \xrightarrow{\tau} \llbracket s, \delta_{s^{\prime \prime}} \rrbracket$ where $\llbracket s, s^{\prime \prime} \rrbracket \xrightarrow{2 \lambda} \delta_{s^{\prime \prime}}$. Since $s$ is the only state with Markovian transition in Fig. 6.1 (a), hence all the other states will have the same transitions in the late semantics MLTS. It is not hard to see that s $\nsim \boldsymbol{r}$ according to Definition 62, since neither $\delta_{r_{1}}$ nor $\delta_{r_{2}}$ can be simulated by any derivative of $s$, this is against our intuition.

### 6.3.2 Properties of Early and Late Weak Bisimulations

In Definition 61 we have used strong transitions on the left side of Clauses 1 and 2. As in the standard setting for transition systems, in the lemma below we show that the weak bisimulation does not change if we replace the strong transitions by weak transitions. This simple replacement is very useful for proving the transitivity, which we shall see later.

Lemma 36. Let $L=\left(S, A c t_{\tau}, \rightarrow\right)$ be an MLTS. A relation $\mathcal{R} \subseteq \operatorname{Dist}(S) \times \operatorname{Dist}(S)$ is a weak bisimulation iff $\mu \mathcal{R} \nu$ implies that

1. whenever $\mu \xlongequal{\alpha_{r}} \rho \mu^{\prime}$, there exists a $\nu \xlongequal{\alpha_{r}} \rho \nu^{\prime}$ such that $\mu^{\prime} \mathcal{R} \nu^{\prime}$,
2. whenever $\nu \xlongequal{\alpha_{r}} \rho \nu^{\prime}$, there exists a $\mu \stackrel{\alpha_{r}}{\Longrightarrow} \mu^{\prime}$ such that $\mu^{\prime} \mathcal{R} \nu^{\prime}$.

Proof. Let

$$
\mathcal{R}=\left\{(\mu, \nu) \mid \mu \approx^{L} \nu\right\},
$$

and suppose that $\mu \mathcal{R} \nu$ and $\mu \xlongequal{\alpha_{r}} \rho \mu^{\prime}$, we are going to show that there exists a $\nu \xlongequal{\alpha_{r}} \rho \nu^{\prime}$ such that $\mu^{\prime} \mathcal{R} \nu^{\prime}$ by structural induction. According to the definition of $\xlongequal{\alpha_{r}} \rho$, there exists $\mu \xrightarrow{\alpha_{r}} \rho_{1} \mu_{1} \xrightarrow{\tau} \rho_{\rho_{1}^{\prime}} \mu_{1}^{\prime}$ and $\mu \xrightarrow{\tau}_{\rho_{2}} \mu_{2} \xrightarrow{\alpha_{r}} \rho_{\rho_{2}^{\prime}} \mu_{2}^{\prime}$ such that

$$
\rho_{1} \cdot \rho_{1}^{\prime}+\rho_{2} \cdot \rho_{2}^{\prime}=\rho \text { and }\left(\frac{\rho_{1} \cdot \rho_{1}^{\prime}}{\rho} \cdot \mu_{1}^{\prime}+\frac{\rho_{2} \cdot \rho_{2}^{\prime}}{\rho} \cdot \mu_{2}^{\prime}\right) \equiv \mu .
$$

Since $\mu \approx^{L} \quad \nu$, there exists $\nu \xlongequal{\alpha_{r}} \rho_{\rho_{1}} \nu_{1}$ and $\nu \xlongequal{\tau} \rho_{\rho_{2}} \nu_{2}$ such that $\mu_{1} \approx^{L} \quad \nu_{1}$ and $\mu_{2} \approx^{L} \nu_{2}$. By induction there exists $\nu_{1} \xrightarrow{\alpha_{r}} \rho_{1}^{\prime} \nu_{1}^{\prime}$ and $\nu_{2} \xlongequal{\tau} \rho_{2}^{\prime} \nu_{2}^{\prime}$ such that $\mu_{1}^{\prime} \approx^{L} \nu_{1}^{\prime}$ and $\mu_{2}^{\prime} \approx^{L} \nu_{2}^{\prime}$, so there exists a

$$
\nu \stackrel{\alpha_{r}}{\Longrightarrow} \nu^{\prime} \equiv\left(\frac{\rho_{1} \cdot \rho_{1}^{\prime}}{\rho} \cdot \nu_{1}^{\prime}+\frac{\rho_{2} \cdot \rho_{2}^{\prime}}{\rho} \cdot \nu_{2}^{\prime}\right)
$$

such that $\mu^{\prime} \approx^{L} \nu^{\prime}$ i.e. $\mu^{\prime} \mathcal{R} \nu^{\prime}$.
The other direction is trivial since the strong transition is a special case of the weak transition.

The following theorem shows that the weak bisimulation defined in Definition 61 is an equivalence relation, and $\approx$ is strictly coarser than $\approx$.

Theorem 46. For any MLTS $L, \approx^{L}$ is an equivalence relation. For any MA, $\approx$, and $\approx$ are equivalence relations, moreover $\approx \subset \approx$.

Proof. We first prove that $\approx^{L}$ is an equivalence relation. The symmetry and reflexivity is easy to prove and is omitted here. We only show how to prove the transitivity. Suppose that $\mu_{1} \approx^{L} \mu_{2}$ and $\mu_{2} \approx^{L} \mu_{3}$, we need to prove that $\mu_{1} \approx^{L} \mu_{3}$. By Definition 61, if $\mu_{1} \approx^{L} \mu_{2}$ and $\mu_{2} \approx^{L} \mu_{3}$, then there exists two weak bisimulations $\mathcal{R}_{1}$ and $\mathcal{R}_{2}$ such that $\mu_{1} \mathcal{R}_{1} \mu_{2}$ and $\mu_{2} \mathcal{R}_{2} \mu_{3}$. Let

$$
\mathcal{R}=\left\{\left(\nu_{1}, \nu_{3}\right) \mid \exists \nu_{2} . \nu_{1} \mathcal{R}_{1} \nu_{2} \wedge \nu_{2} \mathcal{R}_{2} \nu_{3}\right\} .
$$

It is clear that $\mu_{1} \mathcal{R} \mu_{3}$, so once we can prove that $\mathcal{R}$ is a weak bisimulation, we can say that $\mu_{1} \approx^{L} \mu_{3}$. Suppose that $\mu_{1} \xlongequal{\alpha_{r}} \rho \mu_{1}^{\prime}$, then there exists a $\mu_{2} \xlongequal{\alpha_{r}} \rho \mu_{2}^{\prime}$ such that $\mu_{1}^{\prime} \mathcal{R}_{1} \mu_{2}^{\prime}$. Since we also have $\mu_{2} \mathcal{R}_{2} \mu_{3}$ where $\mathcal{R}_{2}$ is a weak bisimulation, so there exists a $\mu_{3} \xrightarrow{\alpha_{r}} \rho \mu_{3}^{\prime}$ such that $\mu_{2}^{\prime} \mathcal{R}_{2} \mu_{3}^{\prime}$. By definition of $\mathcal{R}$, we have $\mu_{1}^{\prime} \mathcal{R} \mu_{3}^{\prime}$, so $\mathcal{R}$ is a weak bisimulation.

Secondly, we prove that ${ }^{\bullet} \approx \subset \approx \bullet$. Suppose that $\mathbb{M}=\left(S, A c t_{\tau}, \bullet\right)$ and $\mathcal{M} \bullet=$ $\left(S^{\prime}, A c t_{\tau}, \longrightarrow\right)$. First we show that $\mu \approx \nu$ implies $\mu \approx \nu$. Let

$$
\mathcal{R}=\{(\mu, \nu) \mid \mu \approx \nu\} \cup \mathcal{R}^{\prime}
$$

where $\mathcal{R}^{\prime}$ is the least relation satisfying:

- $(\llbracket s, \mu \rrbracket, \llbracket r, \nu \rrbracket) \in \mathcal{R}^{\prime}$ with $\delta_{s} \approx \delta_{r}$ and $\mu \approx \nu$,
- $(\mu, \nu) \in \mathcal{R}$ if there exists $\mu_{1} \mathcal{R} \nu_{1}$ and $\mu_{2} \mathcal{R} \nu_{2}$ such that $\mu=\rho \cdot \mu_{1}+(1-\rho) \cdot \mu_{2}$ and $\nu=\rho \cdot \nu_{1}+(1-\rho) \cdot \nu_{2}$.

Then according to Definition 62 it is enough to show that $\mathcal{R}$ is a weak bisimulation w.r.t. $\mathcal{M} \cdot$. Let $(\mu, \nu) \in \mathcal{R}$. We need to prove that whenever $\mu \xrightarrow{\alpha_{r}} \mu_{\rho} \mu^{\prime}$, there exists a $\nu \xlongequal{\alpha_{r}} \boldsymbol{o}_{\rho} \nu^{\prime}$ such that $\mu^{\prime} \mathcal{R} \nu^{\prime}$. First assume that $(\mu, \nu) \notin \mathcal{R}^{\prime}$, implying that $\operatorname{Supp}(\mu), \operatorname{Supp}(\nu) \subseteq S$. We then consider the following cases:

1. $\alpha_{r}=\alpha \in$ Act. If $\mu \xrightarrow{\alpha} \boldsymbol{\rho}_{\rho} \mu^{\prime}$, then according to Clause $1 \mu \bullet{ }^{\alpha} \rho \mu^{\prime}$. Since $\mu \approx \nu$, then there exists a $\nu \stackrel{\alpha}{\Longleftrightarrow} \rho \nu^{\prime}$ such that $\mu^{\prime} \approx \nu^{\prime}$, therefore there also exists $\nu \xrightarrow{\alpha} \bullet_{\rho} \nu^{\prime}$ such that $\mu^{\prime} \mathcal{R} \nu^{\prime}$ since $s{ }^{\alpha} \mu^{\prime \prime}$ implies that $s \xrightarrow{\alpha} \mu^{\prime \prime}$ for each $s$.
2. $\alpha_{r}=\tau$. We prove by induction $n$ i.e. the size of $\operatorname{Supp}(\mu)$. If $n=1$ and $\mu=\delta_{s}$ for some $s$, then by Definition 59 whenever $\delta_{s} \xrightarrow{\tau} \mu^{\prime}$ for some $\mu^{\prime}$, we know that either
$\bullet s \stackrel{\tau}{\longrightarrow} \mu^{\prime}$, or
$\bullet s \bullet \stackrel{\tau}{\longleftrightarrow} D \mu^{\prime \prime}$ such that $\mu^{\prime}=\llbracket s, \mu^{\prime \prime} \rrbracket$.
For the first case, it is similar as Clause 1, and is omitted here. For the second case, since $\delta_{s} \approx \nu$, there exists a $\nu \stackrel{\lambda}{\Longleftrightarrow} \nu^{\prime \prime}$ such that $\mu^{\prime \prime} \approx \nu^{\prime \prime}$, that is,

$$
\nu \stackrel{\tau}{\rightleftarrows} \nu_{1} \stackrel{\lambda}{\rightleftarrows} \stackrel{\tau}{\rightleftarrows} \nu^{\prime \prime}
$$

where $\delta_{s} \approx \nu_{1}$. According to Definition $59 \nu \xlongequal{\tau} \llbracket \nu_{1}, \nu^{\prime \prime} \rrbracket$ where $\llbracket \nu_{1}, \nu^{\prime \prime} \rrbracket=\llbracket r, \nu^{\prime \prime} \rrbracket$ for some $r \in \operatorname{Supp}\left(\nu_{1}\right)$, obviously $\llbracket s, \mu^{\prime \prime} \rrbracket \mathcal{R} \llbracket \nu_{1}, \nu^{\prime \prime} \rrbracket$. As a result there exists a $\nu \xlongequal{\tau} \bullet \nu^{\prime}=\llbracket \nu_{1}, \nu^{\prime \prime} \rrbracket$ such that $\mu^{\prime} \mathcal{R} \nu^{\prime}$. When $n>1$, for some $s \in \operatorname{Supp}(\mu)$, there exists a $\nu \stackrel{\tau}{\longleftrightarrow} \nu_{1}+\nu_{2}$ such that $\mu(s)=\left|\nu_{1}\right|$ and $\delta_{s} \approx\left(\frac{1}{\left|\nu_{1}\right|} \cdot \nu_{1}\right)$. The following proof is straightforward by induction.
3. $\alpha_{r}=\lambda$. This case is impossible, since according to Definition 59 only states in $\llbracket S \rrbracket$ can perform Markovian transitions.

For the case $(\mu, \nu) \in \mathcal{R}^{\prime}$ we prove that $\llbracket s, \mu \rrbracket \approx \llbracket r, \nu \rrbracket$ provided that $\delta_{s} \approx \delta_{r}$ and $\mu \approx \nu$. Suppose that $\llbracket s, \mu \rrbracket \xrightarrow{\alpha} \oplus_{\rho} \mu^{\prime}$, then it must be the case that $\delta_{s} \stackrel{\alpha}{\longrightarrow} \mu^{\prime}$. Since $\delta_{s} \approx \delta_{r}$, there exists a $\delta_{r} \stackrel{\alpha}{\Longrightarrow} \nu^{\prime}$ such that $\mu^{\prime} \approx \nu^{\prime}$, so we have $\llbracket r, \nu \rrbracket \xlongequal{\alpha} \boldsymbol{\bullet}_{\rho} \nu^{\prime}$ such that $\mu^{\prime} \mathcal{R} \nu^{\prime}$. If $\llbracket s, \mu \rrbracket \xrightarrow{\lambda} \bullet_{\rho} \mu^{\prime}$, then $\mu \stackrel{\tau}{\longrightarrow} \rho \mu^{\prime}$. Since $\mu \approx \nu$, there exists a $\nu \stackrel{\tau}{\longrightarrow} \rho \nu^{\prime}$ such that $\mu^{\prime} \approx \nu^{\prime}$, thus we have $\llbracket r, \nu \rrbracket{ }_{\Longrightarrow}^{\boldsymbol{\bullet}} \rho \nu^{\prime}$ such that $\mu^{\prime} \mathcal{R} \nu^{\prime}$. This completes the proof.

For the counterexample of $\approx=\boldsymbol{\approx}$, refer to Example 57.

### 6.3.3 Compositionality

In this section we show that ${ }^{\bullet} \approx$ and $\approx \bullet$ are congruence relations for time-convergent MA. First we recall the notion of time-convergent and time-divergent MA.

Definition 63 (Time-convergent). A state $s$ is time-convergent iff there exists $s \xrightarrow{\tau} \mu$ such that $\mu \downarrow$, otherwise it is time-divergent. Let $\mathcal{M}=\left(S, A c t_{\tau}, \rightarrow, \rightarrow, s_{0}\right)$, then $\mathcal{M}$ is time-convergent iff for each $s \in S$, s is time-convergent, otherwise $\mathcal{M}$ is time-divergent.

The reason to distinguish time-divergent and time-convergent states is because of the maximal progress assumption, that is, the internal action takes no time and can exempt the execution of Markovian transitions, thus for a time-divergent state, it will have infinite $\tau$ transitions with positive probability according to Definition 63, as a consequence it will block the execution of Markovian transitions.

Now we recall the parallel composition defined in (5) as follows:
Definition 64 (Parallel Composition). Let $\mathcal{M}_{1}=\left(S_{1}\right.$, Act $\left.{ }_{\tau}, \rightarrow{ }_{1}, \rightarrow_{1}, s_{0}^{\prime}\right)$ and $\mathcal{M}_{2}=$ $\left(S_{1}\right.$, Act $\left.t_{\tau}, \rightarrow_{2}, \rightarrow_{2}, s_{0}^{\prime \prime}\right)$ be two MA, then $\mathcal{M}_{1} \|_{A} \mathcal{M}_{2}=\left(S, A c t_{\tau}, \rightarrow, \rightarrow, s_{0}\right)$ such that

- $S=\left\{s_{1} \|_{A} s_{2} \mid\left(s_{1}, s_{2}\right) \in S_{1} \times S_{2}\right\}$,
- $\left(s_{1}\left\|_{A} s_{2}, \alpha, \mu_{1}\right\|_{A} \mu_{2}\right) \in \rightarrow$ iff either $\alpha \in A$ and $s_{i} \xrightarrow{\alpha} \mu_{i}$ or $\alpha \notin A, s_{i} \xrightarrow{\alpha} \mu_{i}$, and $\mu_{3-i}=\delta_{s_{3-i}}$ with $i \in\{1,2\}$,
- $\left(s_{1}\left\|_{A} s_{2}, \lambda, s_{1}^{\prime}\right\|_{A} s_{2}^{\prime}\right) \in \rightarrow$ iff either

$$
\begin{aligned}
& -s_{i}=s_{i}^{\prime}, s_{i} \xrightarrow{\lambda_{i}} s_{i}^{\prime} \text {, and } \lambda=\lambda_{1}+\lambda_{2}, \text { or } \\
& -s_{i} \xrightarrow{\lambda} s_{i}^{\prime} \text { and } s_{3-i}^{\prime}=s_{3-i}
\end{aligned}
$$

with $i \in\{1,2\}$.

- $s_{0}=s_{0}^{\prime} \|_{A} s_{0}^{\prime \prime}$,
where $\mu_{1} \|_{A} \mu_{2}$ is a distribution such that $\left(\mu_{1} \|_{A} \mu_{2}\right)\left(s_{1} \|_{A} s_{2}\right)=\mu_{1}\left(s_{1}\right) \cdot \mu_{2}\left(s_{2}\right)$.
The theorem below shows that both ${ }^{\bullet} \approx$ and $\approx^{\bullet}$ are congruent w.r.t. $\|_{A}$ for time-convergent MA:

Theorem 47. For time-convergent MA, it holds that:


## 6. MARKOV AUTOMATA

2. $\left(\mu \|_{A} \mu_{1}\right) \approx\left(\nu \|_{A} \mu_{1}\right)$ for any $\mu_{1}$ provided that $\mu \approx \nu$.

Proof. We only prove Clause 1 since the proof of Clause 2 is similar, and can be obtained in a straightforward way by considering $\mathcal{N} \mathbb{C}^{\bullet}$ instead of $\mathbb{M}$. The proof strategy for this result follows the standard way. Let $\mathcal{M}$ be the given MA and $\mathcal{M}$ be the resulting MLTS according to the early semantics in Definition 57. We first define the relation

$$
\mathcal{R}=\left\{\left(\mu\left\|_{A} \mu_{1}, \nu\right\|_{A} \mu_{1}\right) \mid \mu \approx^{\mathfrak{M}} \nu \wedge \mu_{1} \in \operatorname{Dist}(S)\right\}
$$

then, it is sufficient to show that $\mathcal{R}$ is a weak bisimulation. Let $\left(\mu_{0}, \nu_{0}\right) \in \mathcal{R}$ with $\mu_{0} \equiv \mu \|_{A} \mu_{1}$ and $\nu_{0} \equiv \nu \|_{A} \mu_{1}$. Moreover, let $\mu_{0} \xrightarrow{\alpha_{r}} \rho \mu_{0}^{\prime}$, We need to prove that there exists a $\nu_{0} \xrightarrow{\alpha_{r}} \nu_{0}^{\prime}$ such that $\mu_{0}^{\prime} \mathcal{R} \nu_{0}^{\prime}$.

Suppose that $\operatorname{Supp}(\mu)=\left\{s_{i} \mid i \in I\right\}, \operatorname{Supp}(\nu)=\left\{s_{j}^{\prime} \mid j \in J\right\}$, and $\operatorname{Supp}\left(\mu_{1}\right)=\left\{t_{k} \mid\right.$ $k \in K\}$ where $I, J$, and $K$ are three finite index sets, then

$$
\begin{aligned}
& \operatorname{Supp}\left(\mu_{0}\right)=\left\{s_{i} \|_{A} t_{k} \mid i \in I \wedge k \in K\right\}, \\
& \operatorname{Supp}\left(\nu_{0}\right)=\left\{s_{j}^{\prime} \|_{A} t_{k} \mid j \in J \wedge k \in K\right\} .
\end{aligned}
$$

The analysis of the compositional distribution requires some attention, thus we discuss first different cases needed for the weak transition $\mu_{0} \xlongequal{\alpha_{r}} \rho \mu_{0}^{\prime}$. Whenever $\mu_{0} \xlongequal{\alpha_{r}} \rho \mu_{0}^{\prime}$, then we know there exists a set of states $C \subseteq \operatorname{Supp}\left(\mu_{0}\right)$ such that $\mu_{0}(C)=\rho$ and $r \xlongequal{\alpha_{r}} \mu_{r}$ for each $r \in C$ where

$$
\mu_{0}^{\prime}=\sum_{r \in C} \frac{\mu_{0}(r)}{\rho} \cdot \mu_{r} .
$$

While the case $\alpha_{r} \in A$ is more clear, the other case when $\alpha_{r} \notin A$ is a bit more involved. Let $r \equiv s_{i} \|_{A} t_{k}$ for some $i \in I$ and $k \in K$, so if $r \xlongequal{\alpha_{r}} \mu_{r}$ with $\alpha_{r} \notin A$, then either $s_{i} \xlongequal{\alpha_{r}} \mu_{s}$ and $t_{k} \xrightarrow{\tau} \mu_{t}$, or $s_{i} \xlongequal{\tau} \mu_{s}$ and $t_{k} \xlongequal{\alpha_{r}} \mu_{t}$ such that $\mu_{s} \|_{A} \mu_{t}=\mu_{r}$. As a result it is not simple if it is possible to prove only by structural induction, instead we need to prove by induction on structure and on the size of $\operatorname{Supp}(\mu)$ simultaneously. There are several cases we need to consider.

1. $\alpha_{r} \notin A$.

Suppose that $\mu$ is a Dirac distribution, that is, $\mu=\delta_{s}$ for a $s$, then there exists a $\mu_{1} \xlongequal{\tau} \mu_{1}^{g}+\mu_{1}^{s}$ such that

$$
\mu_{0}=\left(\delta_{s} \|_{A} \mu_{1}^{g}\right)+\left(\delta_{s} \|_{A} \mu_{1}^{s}\right) .
$$

Moreover we also have

$$
\frac{1}{\left|\mu_{1}^{g}\right|} \cdot\left(\delta_{s} \|_{A} \mu_{1}^{g}\right) \stackrel{\alpha_{r}}{\rho_{1}} \mu_{s} \|_{A} \mu_{2}^{g}
$$

where $\delta_{s} \xrightarrow{\alpha_{r}} \mu_{s}$ and $\frac{1}{\left|\mu_{1}^{g}\right|} \cdot \mu_{1}^{g} \xrightarrow{\tau} \rho_{\rho_{2}} \mu_{2}^{g}$, and

$$
\frac{1}{\left|\mu_{1}^{s}\right|} \cdot\left(\delta_{s} \|_{A} \mu_{1}^{s}\right) \stackrel{\alpha_{r}}{\Longrightarrow} \rho_{2}\left(\mu_{s}^{\prime} \|_{A} \mu_{2}^{s}\right)
$$

where $\delta_{s} \xlongequal{\tau} \mu_{s}^{\prime}$ and $\frac{1}{\left|\mu_{1}^{s}\right|} \cdot \mu_{1}^{s} \xlongequal{\alpha_{r}} \rho_{2} \mu_{2}^{s}$ such that $\rho=\rho_{1}+\rho_{2}$ and $\frac{\rho_{1}}{\rho} \cdot\left(\mu_{s} \|_{A}\right.$ $\left.\mu_{2}^{g}\right)+\frac{\rho_{2}}{\rho} \cdot\left(\mu_{s}^{\prime} \|_{A} \mu_{2}^{s}\right)=\mu_{0}^{\prime}$. In other words we can divide $\mu_{0}$ into two parts: $\delta_{s} \|_{A} \mu_{1}^{g}$ and $\delta_{s} \|_{A} \mu_{1}^{s}$ where in $\delta_{s} \|_{A} \mu_{1}^{g}$ the action $\alpha_{r}$ is performed by $\delta_{s}$ while in $\delta_{s} \|_{A} \mu_{1}^{s}$ it is performed by $\mu_{1}^{s}$. Now we can use the structural induction. Since $\mu \approx^{\Omega} \quad \nu$, whenever $\mu \xlongequal{\alpha_{r}} \mu^{\prime}$ i.e. $\mu \stackrel{\alpha_{r}}{\Longrightarrow} \mu^{\prime}$, there exists a $\nu \xlongequal{\alpha_{r}} \nu^{\prime}$ such that $\mu^{\prime} \approx^{M} \nu^{\prime}$, so the following proof is straightforward by structural induction.
Suppose now that the support of $\mu$ contains more than one element, then there exists a $\mu \xlongequal{\tau} \mu^{g}+\mu^{s}$ such that

$$
\mu_{0}=\left(\mu^{g} \|_{A} \mu_{1}\right)+\left(\mu^{s} \|_{A} \mu_{1}\right)
$$

Since $\mu \approx^{\mathcal{M}} \quad \nu$, then there exists a $\nu \xlongequal{\tau} \nu^{g}+\nu^{s}$ such that $\mu^{g} \approx^{\bullet M} \quad \nu^{g}$ and $\mu^{s} \approx^{\mathfrak{M}} \nu^{s}$. Also for $\mu_{0} \xlongequal{\alpha_{r}} \rho \mu_{0}^{\prime}$, there must exist

$$
\begin{aligned}
& \frac{1}{\left|\mu^{g}\right|} \cdot\left(\mu^{g} \|_{A} \mu_{1}\right) \xrightarrow{\alpha_{r}}{ }_{\rho_{1}} \mu_{0}^{g} \text { and } \\
& \frac{1}{\left|\mu^{s}\right|} \cdot\left(\mu^{s} \|_{A} \mu_{1}\right) \xrightarrow{\alpha_{r}}{ }_{\rho_{2}} \mu_{0}^{s}
\end{aligned}
$$

such that $\rho=\rho_{1}+\rho_{2}$ and

$$
\frac{\rho_{1}}{\rho} \cdot \mu_{0}^{g}+\frac{\rho_{2}}{\rho} \cdot \mu_{0}^{s}=\mu_{0}^{\prime}
$$

Since $\mu^{g}$ and $\mu^{s}$ contain less elements in their support than $\mu$, we can apply our induction hypothesis on them, and the following proof is trivial and omitted.
2. $\alpha_{r} \in A$.

As in the first case we first suppose that $\mu$ is Dirac distribution such that $\mu=\delta_{s}$ for a $s$. Then there exists a $\mu_{1} \xlongequal{\tau} \mu_{1}^{g}+\mu_{1}^{s}$ such that $\rho=\left|\mu_{1}^{g}\right|$ and

$$
\mu_{0}=\left(\delta_{s} \|_{A} \mu_{1}^{g}\right)+\left(\delta_{s} \|_{A} \mu_{1}^{s}\right) .
$$

Moreover $\frac{1}{\left|\mu_{1}^{g}\right|} \cdot\left(\delta_{s} \|_{A} \mu_{1}^{g}\right) \xrightarrow{\alpha_{r}} \mu_{0}^{\prime}$ where $\delta_{s} \xrightarrow{\alpha_{r}} \mu_{s}^{\prime}, \frac{1}{\left|\mu_{1}^{g}\right|} \cdot \mu_{1}^{g} \xlongequal{\alpha_{r}} \mu_{2}^{g}$, and $\mu_{0}^{\prime}=$ $\mu_{s}^{\prime} \|_{A} \mu_{2}^{g}$. Intuitively, we divide $\mu_{0}$ into two parts: $\delta_{s} \|_{A} \mu_{1}^{g}$ and $\delta_{s} \|_{A} \mu_{1}^{s}$ where the synchronization only happens between $s$ and $\operatorname{Supp}\left(\mu_{1}^{g}\right)$. Note that we can do such division only because that $\mu$ is a Dirac distribution, otherwise we cannot
always divide $\mu_{0}$ in this way, because each state in $\operatorname{Supp}(\mu)$ is not necessary to synchronize with the same set of states in $\operatorname{Supp}\left(\mu_{1}\right)$. Since $\mu \approx^{\sim M} \nu$, the following proof is straightforward by structural induction.

The case when $\mu$ is not a Dirac distribution can be proved similarly as the first case, and is omitted here.
3. $\alpha_{r}=\lambda$.

Again we first consider the case where $\mu=\delta_{s}$ for a $s$. Then there exists a $\mu_{1} \xlongequal{\tau} \mu_{1}^{g}+\mu_{1}^{s}$ such that $\rho=\left|\mu_{1}^{g}\right|$ and

$$
\mu_{0}=\left(\delta_{s} \|_{A} \mu_{1}^{g}\right)+\left(\delta_{s} \|_{A} \mu_{1}^{s}\right) .
$$

Moreover $\frac{1}{\left|\mu_{1}^{g}\right|} \cdot\left(\delta_{s} \|_{A} \mu_{1}^{g}\right) \xrightarrow{\lambda} \mu_{0}^{\prime}$ where either
(a) $\delta_{s} \xrightarrow{\lambda_{1}} \mu_{s}^{\prime}, \frac{1}{\left|\mu_{1}^{g}\right|} \cdot \mu_{1}^{g} \xrightarrow{\lambda_{2}} \mu_{2}^{g}$, and

$$
\mu_{0}^{\prime}=\frac{\lambda_{1}}{\lambda} \cdot\left(\mu_{s}^{\prime} \|_{A}\left(\frac{1}{\left|\mu_{1}^{g}\right|} \cdot \mu_{1}^{g}\right)\right)+\frac{\lambda_{2}}{\lambda} \cdot\left(\delta_{s} \| \mu_{2}^{g}\right), \text { or }
$$

(b) $\delta_{s} \stackrel{\lambda}{\Longrightarrow} \mu_{0}^{\prime}, \frac{1}{\left|\mu_{1}^{g}\right|} \cdot \mu_{1}^{g} \stackrel{\lambda^{\prime}}{\Longrightarrow}$, and $\frac{1}{\left|\mu_{1}^{g}\right|} \cdot \mu_{1}^{g} \xlongequal{\tau} \mu_{2}^{g}$ such that $\mu_{2}^{g} \downarrow$, or
(c) $\frac{1}{\left|\mu_{1}^{g}\right|} \cdot \mu_{1}^{g} \xrightarrow{\lambda} \mu_{0}^{\prime}, \delta_{s} \stackrel{\lambda^{\prime}}{\Longrightarrow}$, and $\delta_{s} \xlongequal{\tau} \mu_{s}^{\prime}$ such that $\mu_{s}^{\prime} \downarrow$.

The following proof is straightforward by structural induction. The case when $\operatorname{Supp}(\mu)$ is greater than 1 is similar with the first case and omitted here.

The above theorem does not hold for time-divergent MA. A detailed discussion is given in Section 6.6.1.

### 6.4 Weak Simulations

In this section we introduce the weak simulations w.r.t. early and late semantics respectively. We first give their definitions, and then show their properties.

### 6.4.1 Early and Late Weak Simulations

Given the definition of weak bisimulation in Definition 61, we can define weak simulation in a straightforward way as follows:

Definition 65 (Weak Simulation). Let $L=\left(S, A c t_{\tau}, \rightarrow\right)$ be an MLTS. A relation $\mathcal{R} \subseteq \operatorname{Dist}(S) \times \operatorname{Dist}(S)$ is a weak simulation over $L$ iff $\mu \mathcal{R} \nu$ implies that whenever $\mu \xrightarrow{\alpha_{r}} \mu^{\prime}$, there exists a $\nu \xrightarrow{\alpha_{r}}{ }_{\rho} \nu^{\prime}$ such that $\mu^{\prime} \mathcal{R} \nu^{\prime}$.

Let $\mu$ and $\nu$ be weakly similar, written as $\mu \underset{\approx}{ }{ }^{L} \nu$, iff there exists a weak simulation


As in Section 6.3 , we shall introduce two weak simulations based on early and late semantics of MA respectively.

Definition 66 (Early and Late Weak Simulation). Two distributions $\mu, \nu$ over $S$ are

1. early weakly similar, written as $\mu \stackrel{\approx}{\approx} \nu$, iff $\mu{\underset{\sim}{~}}^{\circ M} \nu$,
2. late weakly similar, written as $\mu \underset{\sim}{\approx}$, iff $\mu \underset{\approx}{\approx}{ }^{\mathfrak{N}} \nu$.

Bellow we give a simple example illustrating the early and late weak simulations.
Example 60. Let $s, t$, and $r$ be the three MA in Fig. 6.1, moreover let $s_{0}$ be the MA same as $s$ except that it has an extra transition: $s_{0} \xrightarrow{\alpha} s_{0}^{\prime}$. Then it is not hard to see that $t \underset{\sim}{\approx} s_{0}, t \underset{\sim}{\approx} s_{0}$, and $r \underset{\approx}{\approx} s_{0}$, but $r \underset{\approx}{\approx} s_{0}$ does not hold. Since $r$ can evolve into $\nu$ which cannot be simulated by $r$ under the early semantics.

If we omit the state $s^{\prime}$ and its related transition in Fig. 6.1 (a), then $s$ and $r$ can be seen as the resulting MLTSs by interpreting $t$ according to the early and late semantics respectively. As mentioned in Example 54, we have $s \approx r$. Also note that $s \approx r$, but $r \not \approx s$ with the same argument as $r \not s_{0}$. In other words, by interpreting $t$ according to the late semantics we actually preserve the weak simulation.

### 6.4.2 Properties of Early and Late Weak Simulations

In this section we will show several properties of the weak simulations. We first prove that they are preorders. In order to do so, we introduce the following lemma similar to Lemma 36 showing that the weak simulation does not change if we replace the strong transitions by weak transitions.

Lemma 37. Let $L=\left(S, A c t_{\tau}, \rightarrow\right)$ be an MLTS. A relation $\mathcal{R} \subseteq \operatorname{Dist}(S) \times \operatorname{Dist}(S)$ is a weak simulation iff $\mu \mathcal{R} \nu$ implies that whenever $\mu \xlongequal{\alpha_{r}} \rho \mu^{\prime}$, there exists a $\nu \xlongequal{\alpha_{r}} \rho \nu^{\prime}$ such that $\mu^{\prime} \mathcal{R} \nu^{\prime}$.
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Proof. The proof is similar with the proof of Lemma 36. Let

$$
\mathcal{R}=\left\{(\mu, \nu) \mid \mu{\underset{\approx}{2}}^{L} \nu\right\},
$$

and suppose that $\mu \mathcal{R} \nu$ and $\mu \stackrel{\alpha_{r}}{\Longrightarrow} \rho \mu^{\prime}$, we are going to show that there exists a $\nu{\xlongequal{\alpha_{r}}}_{\rho} \nu^{\prime}$ such that $\mu^{\prime} \sqsubseteq_{\mathcal{R}} \nu^{\prime}$ by structural induction. According to the definition of $\xlongequal{\alpha_{r}}{ }_{\rho}$, there exists $\mu \xrightarrow{\alpha_{r}} \rho_{\rho_{1}} \mu_{1} \xrightarrow{\tau} \rho_{\rho_{1}^{\prime}} \mu_{1}^{\prime}$ and $\mu \xrightarrow{\tau}_{\rho_{2}} \mu_{2} \xrightarrow{\alpha_{r}} \rho_{\rho_{2}^{\prime}} \mu_{2}^{\prime}$ such that $\rho_{1} \cdot \rho_{1}^{\prime}+\rho_{2} \cdot \rho_{2}^{\prime}=\rho$ and $\left(\frac{\rho_{1} \cdot \rho_{1}^{\prime}}{\rho} \cdot \mu_{1}^{\prime}+\frac{\rho_{2} \cdot \rho_{2}^{\prime}}{\rho} \cdot \mu_{2}^{\prime}\right) \equiv \mu$. Since $\mu \underset{\approx}{\precsim^{L}} \nu$, there exists $\nu \xlongequal{\alpha_{r}} \rho_{1} \nu_{1}$ and $\nu \xlongequal{\tau} \rho_{2} \nu_{2}$ such
 such that $\mu_{1}^{\prime} \gtrsim^{L} \nu_{1}^{\prime}$ and $\mu_{2}^{\prime} \precsim_{\approx}^{L} \nu_{2}^{\prime}$, so there exists a

$$
\nu{\stackrel{\alpha_{r}}{\Longrightarrow}}_{\rho} \nu^{\prime} \equiv\left(\frac{\rho_{1} \cdot \rho_{1}^{\prime}}{\rho} \cdot \nu_{1}^{\prime}+\frac{\rho_{2} \cdot \rho_{2}^{\prime}}{\rho} \cdot \nu_{2}^{\prime}\right)
$$

such that $\mu^{\prime} \gtrsim^{L} \nu^{\prime}$ i.e. $\mu^{\prime} \mathcal{R} \nu^{\prime}$.
The other direction is trivial since the strong transition is a special case of the weak transition.

The following lemma shows that the weak simulation for MLTSs defined in Definition 65 is a preorder for any $L$, and as in Section $6.3 \underset{\approx}{\approx}$ is strictly coarser than 릊.

Theorem 48. For any MLTS $L, \precsim_{\approx}^{L}$ is a preorder. For any MA, $\stackrel{\precsim}{\approx}$, and $\underset{\approx}{\precsim}$ are preorders, moreover $\gtrsim \subset \subset$.

Proof. We first show that $\precsim^{L}$ is a preorder. The reflexivity is easy to prove and is omitted here. We only show how to prove the transitivity. Suppose that $\mu_{1} \gtrsim^{L} \mu_{2}$ and $\mu_{2} \gtrsim^{L} \mu_{3}$, we need to prove that $\mu_{1} \precsim^{L} \mu_{3}$. By Definition 65, if $\mu_{1} \gtrsim^{L} \mu_{2}$ and $\mu_{2} \widetilde{\approx}^{L} \mu_{3}$, then there exists two weak simulations $\mathcal{R}_{1}$ and $\mathcal{R}_{2}$ such that $\mu_{1} \mathcal{R}_{1} \mu_{2}$ and $\mu_{2} \mathcal{R}_{2} \mu_{3}$. Let

$$
\mathcal{R}=\left\{\left(\nu_{1}, \nu_{3}\right) \mid \exists \nu_{2} . \nu_{1} \mathcal{R}_{1} \nu_{2} \wedge \nu_{2} \mathcal{R}_{2} \nu_{3}\right\} .
$$

It is clear that $\mu_{1} \mathcal{R} \mu_{3}$, so once we can prove that $\mathcal{R}$ is a weak simulation, we can say that $\mu_{1} \precsim^{L} \mu_{3}$. Suppose that $\mu_{1} \xlongequal{\alpha_{r}} \rho \mu_{1}^{\prime}$, then there exists a $\mu_{2} \xlongequal{\alpha_{r}} \rho \mu_{2}^{\prime}$ such that $\mu_{1}^{\prime} \mathcal{R}_{1} \mu_{2}^{\prime}$. Since we also have $\mu_{2} \mathcal{R}_{2} \mu_{3}$ where $\mathcal{R}_{2}$ is a weak simulation, so there exists a $\mu_{3} \xrightarrow{\alpha_{r}} \rho \mu_{3}^{\prime}$ such that $\mu_{2}^{\prime} \mathcal{R}_{2} \mu_{3}^{\prime}$. By definition of $\mathcal{R}$, we have $\mu_{1}^{\prime} \mathcal{R} \mu_{3}^{\prime}$, so $\mathcal{R}$ is a weak simulation. The proof of $\underset{\sim}{\approx}$ and $\underset{\sim}{\approx}$ being preorders is straightforward, since both $\mathbb{M}$ and $\mathcal{M e}^{\bullet}$ are special MLTSs.

The proof of $\bullet \precsim \subset \underset{\sim}{\precsim}$ is similar as Theorem 46 and is omitted here. Intuitively, according to Definition 59 we can defer the execution of all the Markovian transitions,
thus the order of the Markovian transitions and internal transitions does not matter in MLTS.

Bellows we show that both $\stackrel{\bullet}{\approx}$ and $\underset{\sim}{\approx}$ are congruences w.r.t. the operator $\|_{A}$ on time-convergent MA.

Theorem 49. For time-convergent MA, it holds that:

1. $\left(\mu \|_{A} \mu_{1}\right) \stackrel{\approx}{\approx}\left(\nu \|_{A} \mu_{1}\right)$ for any $\mu_{1}$ provided that $\mu \stackrel{\widetilde{\sim}}{\approx} \nu$.
2. $\left(\mu \|_{A} \mu_{1}\right) \underset{\approx}{\approx}\left(\nu \|_{A} \mu_{1}\right)$ for any $\mu_{1}$ provided that $\mu \underset{\approx}{\approx} \nu$.

Proof. The proof is similar with the proof of Theorem 47, we only sketch the proof here. First we assume that $\mu$ is a Dirac distribution i.e. its support only contains one element, then we analysis by cases depending on i) whether $\mu$ and $\mu_{1}$ synchronize with each other or not, ii) whether the transition is a Markovian transition or not. Then we can extend the proof to the case where $\mu$ is not Dirac, the proof is by induction on the number of elements in $\operatorname{Supp}(\mu)$.

Let $\mathcal{R}^{-1}$ denote the reverse of $\mathcal{R}$, then the weak simulation kernel $\precsim^{L} \cap(\overbrace{}^{L})^{-1}$ is strictly coarser than $\precsim^{L}$ shown in the following lemma.

Lemma 38. For any MLTS $L, \approx^{L} \subset\left(\precsim^{L} \cap\left(\gtrsim^{L}\right)^{-1}\right)$.
Proof. We omit the parameter $L$ through the proof. The proof of $\approx \subset\left(\precsim \cap \precsim^{-1}\right)$ is trivial and omitted here. To show that $\left(\underset{\approx}{\Omega} \precsim^{-1}\right)$ is strictly coarser than $\approx$, it is enough to give a counterexample. Suppose we have three states $s_{1}, s_{2}$, and $s_{3}$ such that $s_{1} \precsim s_{2} \precsim s_{3}$ but $s_{3} \not \approx s_{2} \not \approx s_{1}$. Let $s$ and $r$ be two states such that $L(s)=L(r)$. In addition $s$ has three transitions: $s \xrightarrow{1} \delta_{s_{1}}, s \xrightarrow{1} \delta_{s_{2}}, s \xrightarrow{1} \delta_{s_{3}}$, and $r$ only has two transitions: $s \xrightarrow{1} \delta_{s_{1}}, s \xrightarrow{1} \delta_{s_{3}}$. Then it should be easy to check that $s \underset{\sim}{\precsim} r$ and $r \underset{\approx}{\precsim}$, the only non-trivial case is when $s \xrightarrow{1} \delta_{s_{2}}$. Since $s_{2} \gtrsim s_{3}$, thus there exists $r \xrightarrow{\approx} \delta_{s_{3}}$ such that $\delta_{s_{2}} \sqsubseteq_{\gtrsim} \delta_{s_{3}}$. But obviously $s \not \approx r$, since the transition $s \xrightarrow{1} \delta_{s_{2}}$ cannot be simulated by any transition of $r$.

As a direct consequence of Lemma 38, it also holds that

$$
\approx \subset\left(\underset{\sim}{\approx} \cap(\underset{\sim}{\approx})^{-1}\right) \text { and } \approx \subset\left(\underset{\sim}{\approx} \cap(\underset{\sim}{\approx})^{-1}\right) .
$$

### 6.5 Comparing $\approx, \approx \sim \approx_{e h z}$ and $\approx_{d h}$

In this section we compare our weak bisimulations with the weak bisimulation $\approx_{e h z}$ in (5), and $\approx_{d h}$ in (6) defined upon an MLTS. We show that our early weak bisimulation agrees with both $\approx_{e h z}$ and $\approx_{d h}$, implying that $\approx_{e h z}=\approx_{d h}$. First, we shall recall the definitions of $\approx_{e h z}$ and $\approx_{d h}$ in the following.

### 6.5.1 Weak Bisimulation à la Eisentraut, Hermanns and Zhang

In this section we recall the definition of weak bisimulation introduced in (5). For simplicity we do not consider combined transitions here, since all the bisimulations defined in this chapter can be changed accordingly by taking combined transitions into account without affecting the theories. According to Lemma 2 in (5) we adopt the following definition of $\approx_{e h z}$ which shall be easier for proving the relationship to our weak bisimulations.

Definition 67 (EHZ-Weak Bisimulation). Let $L=\left(S, A c t_{\tau}, \rightarrow\right)$ be an MLTS. A relation $\mathcal{R} \subseteq A \operatorname{Dist}(S) \times \operatorname{ADist}(S)$ is an EHZ-weak bisimulation iff $\mu \mathcal{R} \nu$ implies that $|\mu|=|\nu|$ and

- whenever $\mu \stackrel{\tau}{\Longrightarrow} \mu^{g}+\nu^{s}$, there exists a $\nu \xlongequal{\tau} \nu^{g}+\nu^{s}$ such that
- $\mu^{g} \mathcal{R} \nu^{g}$ and $\mu^{s} \mathcal{R} \nu^{s}$,
- if $\mu^{g} \xrightarrow{\alpha_{r}} \mu^{\prime}$, then there exists a $\nu^{g} \xlongequal{\alpha_{r}} \nu^{\prime}$ such that $\mu^{\prime} \mathcal{R} \nu^{\prime}$.
- symmetrically for $\nu$.
$\mu$ and $\nu$ are EHZ-weakly bisimilar, written as $\mu \approx_{\text {ehz }}^{L} \quad \nu$, iff there exists an EHZ-weak bisimulation $\mathcal{R}$ such that $\mu \mathcal{R} \nu$. Moreover s $\approx_{\text {ehz }}^{L} r$ iff $\delta_{s} \approx_{\text {ehz }}^{L} \delta_{r}$.

Intuitively for $\mu$ and $\nu$ being EHZ-weakly bisimilar, their sizes must coincide. Moreover if $\mu$ can split into $\mu^{g}$ and $\nu^{s}$ i.e. $\mu \xlongequal{\tau} \mu^{g}+\mu^{s}$, then $\mu$ should also be able to split into two parts i.e. $\nu \xlongequal{\tau} \nu^{g}+\nu^{s}$ such that $\mu^{g} \approx_{\text {ehz }}^{L} \nu^{g}$ and $\mu^{s} \approx_{\text {ehz }}^{L} \nu^{s}$. Also if $\mu^{g}$ can evolve into $\mu^{\prime}$ via weak $\alpha_{r}$ transition, in order to simulate it, $\nu^{g}$ is also able to evolve into $\nu^{\prime}$ via weak transition with the same label $\alpha_{r}$, and their resulting distributions $\mu^{\prime}$ and $\nu^{\prime}$ are still EHZ-weakly bisimilar.

Even though $\approx_{e h z}^{L}$ is originally defined on any distributions in (5), we can easily change it to deal only with full distributions due to normalization:

Lemma 39. Let $\mu$ and $\nu$ be two distributions. Then $\mu \approx_{\text {ehz }}^{L} \quad \nu$ iff $|\mu|=|\nu|$ and $\left(\frac{1}{|\mu|} \cdot \mu\right) \approx_{e h z}^{L}\left(\frac{1}{|\nu|} \cdot \nu\right)$.

Proof. First we show that $\mu \approx_{e h z}^{L} \nu$ implies $|\mu|=|\nu|$ and $\left(\frac{1}{|\mu|} \cdot \mu\right) \approx_{e h z}^{L}\left(\frac{1}{|\nu|} \cdot \nu\right)$. The fact that $|\mu|=|\nu|$ is trivial from Definition 67. Let

$$
\mathcal{R}=\left\{\left.\left(\left(\frac{1}{|\mu|} \cdot \mu\right),\left(\frac{1}{|\nu|} \cdot \nu\right)\right) \right\rvert\, \mu \approx_{e h z}^{L} \nu\right\}
$$

we are going to prove that $\mathcal{R}$ is an EHZ-weak bisimulation. It is obvious that $\left|\left(\frac{1}{|\mu|} \cdot \mu\right)\right|=$ $\left|\left(\frac{1}{|\nu|} \cdot \nu\right)\right|$, and $\operatorname{Supp}(\mu)=\operatorname{Supp}\left(\left(\frac{1}{|\mu|} \cdot \mu\right)\right)$. For each $t \in \operatorname{Supp}\left(\left(\frac{1}{|\mu|} \cdot \mu\right)\right)$, we also have $t \in \operatorname{Supp}(\mu)$. Since $\mu \approx_{\text {ehz }}^{L} \quad \nu$, there exists a $\nu \xlongequal{\tau} \nu^{g}+\nu^{s}$ such that

- $\left(\mu(t) \cdot \delta_{t}\right) \approx_{e h z}^{L} \nu^{g}$ and $(\mu-t) \approx_{e h z}^{L} \nu^{s}$,
- $\left(\mu(t) \cdot \delta_{t}\right) \xrightarrow{\alpha_{r}} \mu^{\prime}$,
then there exists a $\nu^{g} \xlongequal{\alpha_{r}} \nu^{\prime}$ such that $\mu^{\prime} \approx_{\text {ehz }}^{L} \nu^{\prime}$. Therefore there exists a

$$
\left(\frac{1}{|\nu|} \cdot \nu\right) \xlongequal{\tau}\left(\left(\frac{1}{|\nu|} \cdot \nu^{g}\right)\right)+\left(\left(\frac{1}{|\nu|} \cdot \nu^{s}\right)\right)
$$

such that

- $\left(\frac{1}{|\mu|} \cdot \mu(t) \cdot \delta_{t}\right) \mathcal{R}\left(\frac{1}{|\nu|} \cdot \nu^{g}\right)$ and $\left(\frac{1}{|\mu|} \cdot \mu-t\right) \approx_{e h z}^{L}\left(\frac{1}{|\nu|} \cdot \nu^{s}\right)$,
- $\left(\left(\left(\frac{1}{|\mu|} \cdot \mu\right)(t)\right) \cdot \delta_{t}\right) \xrightarrow{\alpha_{r}}\left(\frac{1}{|\mu|} \cdot \mu^{\prime}\right)$,
then there exists a $\left(\frac{1}{|\nu|} \cdot \nu^{g}\right) \xrightarrow{\alpha_{r}}\left(\frac{1}{|\nu|} \cdot \nu^{\prime}\right)$ such that

$$
\left(\frac{1}{|\mu|} \cdot \mu^{\prime}\right) \mathcal{R}\left(\frac{1}{|\nu|} \cdot \nu^{\prime}\right),
$$

so $\mathcal{R}$ is an EHZ-weak bisimulation.
The proof of the other direction is similar and omitted here.

According to the lemma above, we shall restrict the discussions to full distributions while discussing the relationships between various weak bisimulation relations in the following sections.

### 6.5.2 Weak Bisimulation à la Deng and Hennesy

In (6) another definition of weak bisimulation is proposed but with the definition of MLTSs being slightly different. By lifting their weak bisimulation to the MLTSs defined in Definition 56, we obtain the following definition.

Definition 68 (DH-Weak Bisimulation). Let $L=\left(S, A c t_{\tau}, \rightarrow\right)$ be an MLTS. A relation $\mathcal{R} \subseteq \operatorname{Dist}(S) \times \operatorname{Dist}(S)$ is a DH-weak bisimulation if $\mu \mathcal{R} \nu$ implies that

1. whenever $\mu \xlongequal{\alpha_{r}} \sum_{i \in I} p_{i} \cdot \mu_{i}$, there exists a $\nu \xlongequal{\alpha_{r}} \sum_{i \in I} p_{i} \cdot \nu_{i}$ such that $\mu_{i} \mathcal{R} \nu_{i}$ for each $i \in I$,
2. whenever $\nu \xlongequal{\alpha_{r}} \sum_{i \in I} p_{i} \cdot \nu_{i}$, there exists a $\mu \xlongequal{\alpha_{r}} \sum_{i \in I} p_{i} \cdot \mu_{i}$ such that $\mu_{i} \mathcal{R} \nu_{i}$ for each $i \in I$.
where $I$ is a finite set of indexes and $\sum_{i \in I} p_{i}=1$. Let $\mu$ and $\nu$ be DH-weakly bisimilar, written as $\mu \approx_{d h}^{L} \quad \nu$, iff there exists a DH-weak bisimulation $\mathcal{R}$ such that $\mu \mathcal{R} \nu$. Moreover $s \approx_{d h}^{L} r$ iff $\delta_{s} \approx_{d h}^{L} \delta_{r}$.

Definition 67 and 68 are defined upon a given MLTS, similar as in Definition 62 we can lift them to an MA in a straightforward way. In both (5) and (6), only the early semantics is considered, thus we have the following definition.

Definition 69. Given an $\mathrm{MA} \mathcal{M}=\left(S\right.$, Act $\left._{\tau}, \rightarrow, \rightarrow, s_{0}\right)$ and distributions $\mu$ and $\nu$ over $S$, $\mu \approx_{\text {ehz }} \nu$ iff $\mu \approx_{\text {ehz }}^{\text {M }} \nu$, similarly $\mu \approx_{d h} \nu$ iff $\mu \approx_{d h}^{\text {M }} \nu$.

Example 61. Given an MA where $s, t$, and $r$ are depicted as Fig. 6.1, by the early semantics, $t$ has a similar transition as $s$, and can evolve into distribution $\mu$ via a Markovian transition labeled with $2 \lambda$, i.e. $t \stackrel{2 \lambda}{\longrightarrow} \mu=\left\{\frac{1}{2}: s_{1}, \frac{1}{2}: s_{2}\right\}$. Let

$$
\mathcal{R}=\left\{\left(\delta_{s}, \delta_{t}\right),\left(\delta_{s}^{\prime}, \mu\right)\right\} \cup I D
$$

where ID is the identity relation, it is not hard to see that $\mathcal{R}$ is both an EHZ-weak bisimulation and a DH-weak bisimulation by Definition 67 and 68, thus $s \approx_{\text {ehz }} t$ and $s \approx_{d h} t$. But for $r$ there is no way for $s$ and $t$ to simulate it, for instance $r_{1}$ can evolve into $t_{1}$ directly via a Markovian transition labeled with $2 \lambda$, while no state or distribution in $s$ and $t$ can do so, thus neither $t \approx_{\text {ehz }} r$ nor $t \approx_{d h} r$.

### 6.5.3 $\approx_{e h z}$ and $\approx_{d h}$ are Equivalent

In this section we show that $\bullet \approx$ agrees with both $\approx_{e h z}$ and $\approx_{d h}$. To be clear it is worthwhile to emphasize that the definition of $\approx^{\bullet}$ is upon the late semantics of the given MA, while all the others are defined upon the early semantics, therefore we first consider the relations of $\bullet \approx, \approx_{e h z}$ and $\approx_{d h}$. The following theorem shows that $\bullet \approx$ coincides with both $\approx_{e h z}$ and $\approx_{d h}$ :

Theorem 50. $\approx=\approx_{e h z}=\approx_{d h}$.
Proof. We first prove that $\approx=\approx_{\text {ehz }}$, it is enough to show that $\approx^{L}=\approx_{\text {ehz }}^{L}$ according to Definition 62 and 69 for any MLTS $L$. First we prove $\approx_{e h z}^{L} \subseteq \approx^{L}$. Let

$$
\mathcal{R}=\left\{(\mu, \nu) \mid \mu \approx_{e h z}^{L} \nu\right\},
$$

then it is sufficient to show that $\mathcal{R}$ is a weak bisimulation according to Definition 61. For each $\mu \xlongequal{\alpha_{r}} \rho \mu^{\prime}$, we need to prove that there exists a $\nu \xlongequal{\alpha_{r}} \rho \nu^{\prime}$ such that $\mu^{\prime} \mathcal{R} \nu^{\prime}$. By definition of $\Longrightarrow{ }_{\rho}$, there exists a $\mu \xlongequal{\tau} \mu^{g}+\mu^{s}$ such that $\left|\mu^{g}\right|=\rho$ and $\left(\frac{1}{\left|\mu^{g}\right|} \cdot \mu^{g}\right) \xlongequal{\alpha_{r}} \mu^{\prime}$. Since $\mu \approx_{\text {ehz }}^{L} \nu$, then $\nu \xlongequal{\tau} \nu^{g}+\nu^{s}$ such that

$$
\begin{gathered}
\left(\frac{1}{\left|\mu^{g}\right|} \cdot \mu^{g}\right) \approx_{e h z}^{L}\left(\frac{1}{\left|\nu^{g}\right|} \cdot \nu^{g}\right) \text { and } \\
\quad\left(\frac{1}{\left|\mu^{s}\right|} \cdot \mu^{s}\right) \approx_{e h z}^{L}\left(\frac{1}{\left|\nu^{s}\right|} \cdot \nu^{s}\right)
\end{gathered}
$$

by Definition 67 and Lemma 39. In addition $\left(\frac{1}{\left|\nu^{g}\right|} \cdot \nu^{g}\right) \stackrel{\alpha_{r}}{\Longrightarrow} \nu^{\prime}$ such that $\mu^{\prime} \approx_{e h z}^{L} \nu^{\prime}$, thus $\mu^{\prime} \mathcal{R} \nu^{\prime}$. As a result there exists a $\nu \xlongequal{\alpha_{r}} \nu^{\prime}$ such that $\mu^{\prime} \mathcal{R} \nu^{\prime}$, so $\mathcal{R}$ is indeed a weak bisimulation.

For the other direction we prove $\approx^{L} \subseteq \approx_{e h z}^{L}$. Similarly we need to prove that

$$
\mathcal{R}=\left\{(\mu, \nu) \mid \mu \approx^{L} \nu\right\}
$$

is an EHZ-weak bisimulation. Suppose that $\mu \mathcal{R} \nu$ and $\mu \xlongequal{\tau} \mu^{g}+\mu^{s}$, then we first prove that there exists $\nu \xlongequal{\tau} \nu^{g}+\nu^{s}$ such that

1. $\left(\frac{1}{\left|\mu^{g}\right|} \cdot \mu^{g}\right) \mathcal{R}\left(\frac{1}{\left|\nu^{g}\right|} \cdot \nu^{g}\right)$ and $\left(\frac{1}{\left|\mu^{s}\right|} \cdot \mu^{s}\right) \mathcal{R}\left(\frac{1}{\left|\nu^{s}\right|} \cdot \nu^{s}\right)$,
2. whenever $\left(\frac{1}{\left|\mu^{g}\right|} \cdot \mu^{g}\right) \xrightarrow{\alpha_{r}} \mu^{\prime g}$, there exists a $\left(\frac{1}{\left|\nu^{g}\right|} \cdot \nu^{g}\right) \xrightarrow{\alpha_{r}} \nu^{\prime g}$ such that $\mu^{\prime g} \mathcal{R} \nu^{\prime g}$. If $\mu \xlongequal{\tau} \mu^{g}+\mu^{s}$, then $\mu \xlongequal{\tau} \rho\left(\frac{1}{\left|\mu^{g}\right|} \cdot \mu^{g}\right)$ with $\rho=\left|\mu^{g}\right|$. Since $\mu \approx^{L} \nu$, then there exists a weak transition $\nu \xlongequal{\tau} \rho\left(\frac{1}{\left|\nu^{g}\right|} \cdot \nu^{g}\right)$ such that $\left(\frac{1}{\left|\mu^{g}\right|} \cdot \mu^{g}\right) \approx^{L}\left(\frac{1}{\left|\nu^{g}\right|} \cdot \nu^{g}\right)$, thus
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$\left(\frac{1}{\left|\mu^{g}\right|} \cdot \mu^{g}\right) \mathcal{R}\left(\frac{1}{\left|\mu^{g}\right|} \cdot \nu^{g}\right)$, then the second clause is easy to verify. It only remains to prove that $\left(\frac{1}{\left|\mu^{s}\right|} \cdot \mu^{s}\right) \mathcal{R}\left(\frac{1}{\left|\nu^{s}\right|} \cdot \nu^{s}\right)$. Suppose it holds that $\left(\frac{1}{\left|\mu^{s}\right|} \cdot \mu^{s}\right) \not \not^{L}\left(\frac{1}{\left|\nu^{s}\right|} \cdot \nu^{s}\right)$, there must exist $\left(\frac{1}{\left|\mu^{s}\right|} \cdot \mu^{s}\right) \xrightarrow{\alpha_{r}} \rho \mu^{\prime s}$ such that there does not exist $\left(\frac{1}{\left|\nu^{s}\right|} \cdot \nu^{s}\right) \xrightarrow{\alpha_{r}} \rho \nu^{\prime s}$ with $\mu^{\prime s} \approx^{L} \nu^{\prime s}$. By definition of $\xlongequal{\alpha_{r}} \rho$, we have $\mu \xlongequal{\alpha_{r}} \rho_{\rho^{\prime}} \mu^{\prime}$ where $\rho^{\prime}=\left|\mu^{s}\right| \cdot \rho$ and $\mu^{\prime}=\mu^{\prime s}$, so there exists a $\nu \xlongequal{\alpha_{r}}{ }_{\rho^{\prime}} \nu^{\prime}$ such that $\mu^{\prime} \approx^{L} \nu^{\prime}$ but $\nu^{\prime} \neq \nu^{\prime s}$. As a result it must holds that $\left(\frac{1}{\left|\nu^{g}\right|} \cdot \nu^{g}\right) \xlongequal{\alpha_{r}} \rho_{1} \nu_{1}$ and $\left(\frac{1}{\left|\nu^{s}\right|} \cdot \nu^{s}\right) \xlongequal{\alpha_{r}} \rho_{2} \nu_{2}$ such that $\rho_{1} \cdot\left|\nu^{g}\right|+\rho_{2} \cdot\left|\nu^{s}\right|=\rho^{\prime}$ and $\left(\frac{\rho_{1} \cdot\left|\nu^{g}\right|}{\rho^{\prime}} \cdot \nu_{1}+\frac{\rho_{2} \cdot\left|\nu^{s}\right|}{\rho^{\prime}} \cdot \nu_{2}\right)=\nu^{\prime}$. Since $\left(\frac{1}{\left|\mu^{g}\right|} \cdot \mu^{g}\right) \approx^{L}\left(\frac{1}{\left|\nu^{g}\right|} \cdot \nu^{g}\right)$, there exists a weak transition $\left(\frac{1}{\left|\mu^{g}\right|} \cdot \mu^{g}\right) \xrightarrow{\alpha_{r}} \rho_{\rho_{1}} \mu_{1}$ such that $\mu_{1} \approx^{L} \nu_{1}$, so we have

$$
\mu \xlongequal{\alpha_{r}}\left(\left|\mu^{g}\right| \cdot \rho_{1}+\left|\mu^{s}\right| \cdot \rho\right)\left(\frac{\left|\mu^{g}\right| \cdot \rho_{1}}{\left|\mu^{g}\right| \cdot \rho_{1}+\left|\mu^{s}\right| \cdot \rho} \cdot \mu^{g}+\frac{\left|\mu^{s}\right| \cdot \rho}{\left|\mu^{g}\right| \cdot \rho_{1}+\left|\mu^{s}\right| \cdot \rho} \cdot \mu^{\prime s}\right)
$$

which cannot be simulated by $\nu$, and this contradicts with the assumption that $\mu \approx^{L} \nu$, thus

$$
\left(\frac{1}{\left|\mu^{s}\right|} \cdot \mu^{s}\right) \mathcal{R}\left(\frac{1}{\left|\nu^{s}\right|} \cdot \nu^{s}\right) .
$$

By Lemma $39, \mathcal{R}$ is an EHZ-weak bisimulation.
Secondly, we show that $\approx=\approx_{d h}$. As in the proof of $\approx=\approx_{e h z}$, it is enough to prove that $\approx^{L}=\approx_{d h}^{L}$ for any MLTS $L$. We first show that $\mu \approx_{d h}^{L} \nu$ implies that $\mu \approx^{L} \nu$. We need to prove that

$$
\mathcal{R}=\left\{(\mu, \nu) \mid \mu \approx_{d h}^{L} \nu\right\}
$$

is a weak bisimulation. Suppose that $\mu \mathcal{R} \nu$ and $\mu \xlongequal{\alpha_{r}} \rho \mu^{\prime}$, there exists a $\nu \xlongequal{\alpha_{r}} \rho \nu^{\prime}$ such that $\mu^{\prime} \mathcal{R} \nu^{\prime}$. By definition of $\xlongequal{\alpha_{r}} \rho$, there exists

$$
\mu \xlongequal{\tau} \mu^{g}+\mu^{s}=\left(\left|\mu^{g}\right| \cdot \frac{1}{\left|\mu^{g}\right|} \cdot \mu^{g}+\left|\mu^{s}\right| \cdot \frac{1}{\left|\mu^{s}\right|} \cdot \mu^{s}\right)
$$

such that $\rho=\left|\mu^{g}\right|$ and $\frac{1}{\rho} \cdot \mu^{g} \xrightarrow{\alpha_{r}} \mu^{\prime}$. Since $\mu \approx_{d h}^{L} \nu$, there exists a

$$
\nu \xlongequal{\tau}\left(\left|\nu^{g}\right| \cdot \frac{1}{\left|\nu^{g}\right|} \cdot \nu^{g}+\left|\nu^{s}\right| \cdot \frac{1}{\left|\nu^{s}\right|} \cdot \nu^{s}\right)=\nu^{g}+\nu^{s}
$$

such that $\left|\mu^{g}\right|=\left|\nu^{g}\right|, \frac{1}{\left|\mu^{g}\right|} \cdot \mu^{g} \approx_{d h}^{L} \frac{1}{\left|\nu^{g}\right|} \cdot \nu^{g}$ and $\frac{1}{\left|\mu^{s}\right|} \cdot \mu^{s} \approx_{d h}^{L} \frac{1}{\left|\nu^{s}\right|} \cdot \nu^{s}$, so there exists a $\frac{1}{\left|\nu^{g}\right|} \cdot \nu^{g} \xlongequal{\alpha_{r}} \nu^{\prime}$ such that $\mu^{\prime} \approx_{d h}^{L} \quad \nu^{\prime}$. Therefore there exists a $\nu \xlongequal{\alpha_{r}} \rho \nu^{\prime}$ such that $\mu^{\prime} \mathcal{R} \nu^{\prime}$.

Secondly we show that $\mu \approx^{L} \nu$ implies that $\mu \approx_{d h}^{L} \nu$ by proving that

$$
\mathcal{R}=\left\{(\mu, \nu) \mid \mu \approx^{L} \nu\right\}
$$

is a DH-weak bisimulation. Suppose that $\mu \mathcal{R} \nu$ and $\mu \xlongequal{\alpha_{r}} \sum_{i \in I} p_{i} \cdot \mu_{i}$, then we need to show that there exists a $\nu \xlongequal{\alpha_{r}} \sum_{i \in I} p_{i} \cdot \nu_{i}$ such that $\mu_{i} \mathcal{R} \nu_{i}$ for each $i \in I$. We prove


Figure 6.5: Summary.
by induction on the size of $I$. The case when $|I|=1$ is simple and we assume that $|I|>1$. Since $\mu \stackrel{\alpha_{r}}{\Longrightarrow} \sum_{i \in I} p_{i} \cdot \mu_{i}$, there exists a $\mu \stackrel{\tau}{\Longrightarrow} \mu^{g}+\mu^{s}$ such that $\left|\mu^{g}\right|=p_{1}$ and $\left|\mu^{s}\right|=\sum_{i \neq 1 \wedge i \in I} p_{i}$. In addition $\frac{1}{p_{1}} \cdot \mu^{g} \xrightarrow{\alpha_{r}} \mu_{1}$ and

$$
\frac{1}{1-p_{1}} \cdot \mu^{s} \stackrel{\alpha_{r}}{\Longrightarrow} \frac{1}{1-p_{1}} \cdot \sum_{i \neq 1 \wedge i \in I} p_{i} \cdot \mu_{i}
$$

Therefore by the similar argument as in the proof of ${ }^{\bullet} \approx=\approx_{e h z}$, there exists a $\nu \stackrel{\tau}{\Longrightarrow}$ $\nu^{g}+\nu^{s}$ such that $\left|\mu^{g}\right|=\left|\nu^{g}\right|, \frac{1}{\left|\mu^{g}\right|} \cdot \mu^{g} \quad \approx^{L} \frac{1}{\left|\nu^{g}\right|} \cdot \nu^{g}$, and $\frac{1}{\left|\mu^{s}\right|} \cdot \mu^{s} \approx^{L} \frac{1}{\left|\nu^{s}\right|} \cdot \nu^{s}$. By induction there exists $\frac{1}{p_{1}} \cdot \nu^{g} \xrightarrow{\alpha_{r}} \nu_{1}$ and

$$
\frac{1}{1-p_{1}} \cdot \nu^{s} \stackrel{\alpha_{r}}{\Longrightarrow} \frac{1}{1-p_{1}} \cdot \sum_{i \neq 1 \wedge i \in I} p_{i} \cdot \nu_{i}
$$

such that $\mu_{i} \approx^{L} \nu_{i}$ for each $i \in I$, so there exists a $\nu \stackrel{\alpha_{r}}{\Longrightarrow} \sum_{i \in I} p_{i} \cdot \nu_{i}$ such that $\mu_{i} \mathcal{R} \nu_{i}$ for each $i \in I$. This completes the proof.

### 6.5.4 Summary

Let $\precsim_{e h z}$ and $\precsim_{d h}$ denote EHZ-weak simulation (109) and DH-weak simulation, whose definitions can be obtained by omitting Clause 2 in Definition 67 and 68 respectively. With a similar proof as Theorem 50 , we can show that $\xlongequal[\approx]{\approx} \varliminf_{\text {ehz }}=\precsim d h$. We summarize all the relations in Fig. 6.5 where $\rightarrow$ denotes "implication" while $\rightarrow$ denotes that the implication does not hold. Moreover ${ }^{\bullet} \approx \approx_{e h z}$, and $\approx_{d h}$ are in the same node meaning that they are equivalent, similarly for ${ }^{\bullet}$, $\precsim_{e h z}$, and $\precsim_{d h}$.

## 6. MARKOV AUTOMATA

### 6.6 Related Work

Weak bisimulations have been studied for various stochastic models, for instance for Markov chains $(24,54)$, interactive Markov chains (32), probabilistic automata (53, 78), and alternating automata (56). MA arise as a combination of probabilistic automata and interactive Markov chains. Two - seemingly - different weak bisimulation semantics have been proposed in $(5,6)$ for MA . They have been shown to be equivalent in this chapter, moreover, we have proposed a weaker version - the late weak bisimulation in this chapter. Another interesting related work is (98), where Rabe and Schewe have shown that finite optimal control exists w.r.t. reachability probability for MA.

Below we discuss how the compositionality result for late weak bisimulation (early as well) generalizes to time-divergent systems, and that it is a reduction barbed congruence.

### 6.6.1 Compositionality for Time-Divergent MA

We have shown that ${ }^{\approx}$ agrees with both $\approx_{e h z}$ and $\approx_{d h}$. The latter two relations have been shown to be congruences w.r.t. parallel compositions, but only for time-convergent MA. The reason why Theorem 47 does not apply for general MA can be understood by the following example considered in chapter (6).

Example 62. Assume that we have two states $s, r$ with $s$ having no transition available while $r$ only has a self loop labeled with $\tau$. It easy to check that $s$ and $r$ are weakly bisimilar according to all the three weak bisimulation definitions. Now consider another state $t$ with only a self loop labeled with $\lambda$. After parallel composition with $s$ and $r$, $\left(s \|_{A} t\right)$ and $\left(r \|_{A} t\right)$ are no longer weakly bisimilar, as the $\lambda$ loop has no effect for state $r \|_{A} t$ because of the maximal progress assumption.

This problem was elegantly solved in (32) by adding a third condition for defining a divergence sensitive weak bisimulation, that is, two weakly bisimilar states either both are divergent or none of them diverges. We could also modify our notion of weak bisimulations along this line, then Theorem 47 could also be shown to be true for all MA. In this case states $s$ and $t$ would not be weakly bisimilar anymore.

Recently, Deng and Hennesy (6) have proposed another nice solution to deal with compositionality for time-divergent MA, by giving a new semantics for the parallel oper-
ator ${ }^{1}$, using the notion of indefinite delays associated with transition. These transitions are also referred to as passive transitions. For $s \|_{A} t$ being able to perform a Markovian transition $\xrightarrow{\lambda}, s$ needs be able to perform $\xrightarrow{\lambda}$ and $t$ needs to perform a passive transition, or vice versa. Thus the Markovian transition will be blocked by participating component without Markovian or passive transitions. Under this new semantics, $\approx_{d h}$ is shown to be congruent w.r.t. all MA. In our previous example we have then $s \approx_{d h} r$, and moreover $s\left\|_{A} t \approx_{d h} r\right\|_{A} t$, as $s \|_{A} t$ cannot perform Markovian transitions due to the fact that $s$ cannot perform any Markovian transition even with indefinite rate.

More importantly, in (6) Deng and Hennesy have shown that $\approx_{d h}$ enjoys the nice properties of being barb-preserving, reduction-closed, and compositional i.e. $\approx_{d h}$ is the largest reduction barbed congruence relation. In the following section, we shall argue that our late weak bisimulation also enjoys these properties even though our relation is strictly coarser than $\approx_{d h}$.

### 6.6.2 Late Weak Bisimulation is Reduction Barbed Congruence

In (6) Deng and Hennesy have proved that $\approx_{d h}$ is the coarsest relation which is a reduction barbed congruence, i.e., it is barb-preserving, reduction-closed, and compositional w.r.t. a process language ( mCCS ) with underlying semantics as a MLTS - with extension of passive transitions ${ }^{2}$. In Theorem 46 we have shown that $\approx 0$ is strictly coarser than $\approx_{d h}$, therefore it seems that $\approx^{\bullet}$ should not be a reduction barbed congruence. Interestingly, $\approx \boldsymbol{*}$ is indeed such a congruence. The reason that $\boldsymbol{\sim}$ is coarser than $\approx_{d h}$ is because that they are defined upon different semantics: $\approx \sim$ is based on the late semantics while $\approx_{d h}$ is upon the early semantics. Moreover, both semantics are in terms of MLTSs. In the proof of Theorem 50 we have proved that $\approx^{L}$ coincides with $\approx_{d h}^{L}$ for any MLTS $L$. Therefore if we define $\approx_{d h}$ upon the late semantics of a given MA $\mathcal{M}$, it will be equivalent to $\approx$ due to $\approx_{d h}^{\mathcal{N e}^{\bullet}}=\approx^{\mathcal{N}^{\bullet}}$. Since $\mathcal{N e}^{\bullet}$ is an MLTS, thus as a direct consequence of $(6), \approx \mathfrak{}$ is also the coarsest relation which is bard-preserving, reduction-closed, and compositional w.r.t. mCCS.
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## Chapter 7

## Conclusion and Future Work

We conclude this thesis in this section. First we summary our contributions in Section 7.1, and then in Section 7.2 we point out some possible directions for future work.

### 7.1 Conclusion

In this thesis we mainly work on two things: i) probabilistic process calculi for MANETs, and ii) (bi)simulations and their characterizations on different probabilistic models. We first propose a discrete process calculus with which we can model unreliable wireless connections, and moreover the network topology changes can also be modeled by a probabilistic mobility function. We then define several variants of bisimulations and simulations for both networks and PMFs. We then propose a continuous-time process calculus for MANETs by extending the discrete process calculus in several ways. First of all we allow a mobility step to change part of a network topology not just a single connection. This is inspired by the fact that the movement of a node may affect a large part of the network topology, not just a connection with one of its neighbors. Secondly, we introduce stochastic time behavior for processes running at certain locations. Due to the introduction of the group broadcast and flooding avoidance operators, we also present a novel broadcast abstraction enabling that a broadcast action can be simulated by several broadcast actions in a sequence.

The semantics of the two process calculi gives rise to two different widely used probabilistic models i.e. probabilistic automata and Markov automata respectively, therefore in this thesis we also investigate some related problems for these two models.

## 7. CONCLUSION AND FUTURE WORK

For PA we discuss a variant of (bi)simulations and their logic characterizations w.r.t. PCTL* and its sublogics. We propose a sequence of strong $i$-depth bisimulations which can be characterized by a sequence of sublogics of PCTL*. This sequence of bisimulations will converge to PCTL* equivalence finally, similarly for weak bisimulations and simulations. Since CTMDP can be seen as a continuous-time counterpart of PA, thus we can extend the work to CTMDP in a natural way. Differently, we show that for a subclass of CTMDP i.e. 2-step recurrent CTMDP, the weak bisimulation can be characterized by CSL equivalence without the next operator.

An MA is a compositional behavior model with both probabilistic transitions and exponentially distributed random delays, and is a combination of PA and IMC. Previously, two different weak bisimulations, denoted as $\approx_{e h z}$ and $\approx_{d h}$ respectively, have been proposed by different authors, and the relation between $\approx_{e h z}$ and $\approx_{d h}$ is unclear. In this thesis, we propose two different semantics for MAs, early and late semantics respectively. Based on the semantics, we can define two variants of weak bisimulation for MAs: early and late weak bisimulation correspondingly. We also show that late weak bisimulation is strictly coarser than early weak bisimulation, while the early weak bisimulation coincides both $\approx_{e h z}$ and $\approx_{d h}$, thus as a side contribution we prove that $\approx_{e h z}$ and $\approx_{d h}$ are equivalent essentially. Early and late weak simulations are also defined.

### 7.2 Future Work

A number of directions for future work are possible. Since time is important for wireless networks, one extension is to consider a timed version of our calculus like in (110), which enables us to model behaviors like "each node will wait for at most 2 seconds before it sends acknowledgement to the parent."

Even though there always exists $n$ such that $\sim_{n}^{b}$ can be characterized by PCTL equivalence, it turns out that it is expensive to compute the $\sim_{n}^{b}$, actually it has been shown in (91) that it is NP-complete to compute the $\sim_{1}^{b}$. But we also observe that in practice the worst case when computing $\sim_{n}^{b}$ can hardly happen. As we mentioned before the sequence of $\sim_{i}^{b}$ will converge to PCTL equivalence eventually. Suppose that $\sim_{n}^{b}=\sim_{\text {PCTL }}$, then each $\sim_{i}^{b}$ such that $i<n$ can be seen as an approximation of $\sim_{\text {PCTL }}$. Similar as in $(111,112,113,114)$, we can build an abstract system of a given PA based on $\sim_{1}^{b}$ (or even coarser relations) initially in order to verify certain properties, and we
keep refining the abstract system until a real counterexample of the verified property is found, or the property is proved to be true. This technique will work for other variants of (bi)simulations as well as for the continuous case.

As we have extended the work in Chapter 4 to countable state space, therefore another future work will be the extension of the work in Chapter 5 to countable state space. Since we have shown in Section 5.7.3 that the weak simulation for CTMC proposed in (54) is only sound but not complete w.r.t. $\mathrm{CSL}_{s \mid \times}^{0}$ (safe fragment of CSL without next operator and all the time bounds are in the form of $[0, t)$ ), so a natural question is that can we adopt the original definition of weak simulation in (54) such that it is both sound and complete w.r.t. $\mathrm{CSL}_{s \backslash \backslash}^{0}$.

Markov automata have been introduced as a compositional behavioral model supporting both probabilistic transitions and exponentially distributed random delays. To the best of our knowledge, no logic has been proposed which enables us to describe the properties of MA, so another future work would be to consider a proper logic for MA as well as its model checking algorithm. In Chapter 6 we proposed different variants of weak (bi)simulations for MA, we could also study their logic characterizations.
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[^0]:    ${ }^{1} \mathbb{R}_{\leq 1}$ is the set of real numbers in $[0,1]$

[^1]:    ${ }^{1}$ Summation is defined by: $p+q=\nu x(x\langle y\rangle\|x(y) \cdot p\| x(y) \cdot q)$.

[^2]:    ${ }^{1} R^{+}$is the set of all the positive rational numbers.

[^3]:    ${ }^{1}$ By standard measure theory this algebra is a $\pi$-algebra and all its elements are the measurable sets of paths.

[^4]:    ${ }^{1} R^{+}$is the set of positive real numbers.

[^5]:    ${ }^{1}$ For simplicity we assume that $s_{i}(i \geq 1)$ belong to different equivalence classes.
    ${ }^{2}$ We assume here that $c_{i} \geq b_{i}$ and $b_{j} \geq c_{j}$

[^6]:    ${ }^{1}$ The steady-state operator is omitted here for simplicity of presentation.

[^7]:    ${ }^{1}$ The Sucs $=1$ can be covered by taking $C_{2}=\emptyset$ in the proof.

[^8]:    ${ }^{1}$ For instance if $a_{k}>b_{k}, c_{k}, s$ will evolve into $s_{k}$ with higher probability than $r$, so $\varphi$ is easy to give.
    ${ }^{2}$ By solving two equations: $a_{k} \cdot \rho_{1}+a_{j} \cdot \rho_{2}>b_{k} \cdot \rho_{1}+b_{j} \cdot \rho_{2}$, and $a_{k} \cdot \rho_{1}+a_{j} \cdot \rho_{2}>c_{k} \cdot \rho_{1}+c_{j} \cdot \rho_{2}$, such $\rho_{1}$ and $\rho_{2}$ always exists due to that there does not exists $w_{1}, w_{2}$ such that $w_{1} \cdot b_{k}+w_{2} \cdot c_{k}=a_{k}$ and $w_{1} \cdot b_{j}+w_{2} \cdot c_{j}=a_{j}$.

[^9]:    ${ }^{1}$ Assume that $\mathcal{R}=\{(s, r) \mid L(s)=L(r)\}$, and same for the following examples.

[^10]:    ${ }^{1}$ A slight difference is that in (6) \| is considered instead of $\|_{A}$.
    ${ }^{2}$ Our discussion here holds directly for the extension with passive transitions.

