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English Abstract

Original equipment manufacturers have started to transform and servitize their business models and processes. This transformation entails shifting their focus from the product development towards the product usage phase. In this phase, they can monetize aftersales services such as maintenance, repair, overhaul, and spare parts delivery. However, low-cost competitors threaten the potential gains from this transformation. This threat requires original equipment manufacturers to become more customer-centric and exploit their internal resources better. Artificial intelligence (AI) has the potential to enable such customer-centric B2B service strategies. However, especially in B2B contexts, professionals and researchers lack guidance about how to design and implement effective AI systems.

In reaction to this, I conducted three action design research (ADR) studies at MAN Energy Solutions that follow the dual-mission of information systems research, to create utility for practitioners while extending the scientific body of knowledge. These ADR studies resulted in three implementations of novel AI systems. The systems represent the state-of-the-art in AI value creation while addressing the specific challenges of B2B aftersales contexts. In addition to this, I developed a set of design principles that explicitly guide practitioners and researchers on how to design and implement AI systems for B2B aftersales decision support.

These AI systems, in turn, enable B2B firms in general and original equipment manufacturers, in particular, to adopt technology-driven and customer-centric service strategies and thereby to create competitive advantages by providing personalized and high-quality service that the low-cost competition cannot provide.
Dansk Abstrakt


Disse AI-systemer gør det både muligt for B2B-virksomheder i almindelighed, og i særdeleshed for producenter af originalt udstyr, at adoptere teknologidrevne og kundecentriske servicestrategier. Derved kan de skabe konkurrencefordele, ved at levere personlig service af høj kvalitet, som lav-pris konkurrenter ikke kan levere.
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Part A
1 Introduction

Original equipment manufacturers (OEMs) are undergoing a transformational process of servitizing their business processes and models (Baines et al. 2017; Lightfoot et al. 2013; Luoto et al. 2017). For OEMs, this means shifting the focus from product development and selling physical products only to the more customer-focused product usage phase (aftersales) in which one can monetize, e.g., spare parts, repair, and maintenance services (Sundin 2009). Baines and Lightfoot (2012) differentiated three levels of aftersales services and servitization: “base” (e.g., product installation and spare parts provisioning), “intermediate” (maintenance, repair, and overhaul), “advanced” (service contracts, product output focused-contracts). Research suggests that many OEMs have successfully established structures to capitalize on the base level of aftersales services and especially on provisioning (selling) spare parts to their main-product customers, but that advanced services are rarely offered (Adrodegari et al. 2014).

Nevertheless, already the first stage of servitization is potentially highly profitable. However, competition from numerous and often small third party companies selling non-original spare parts at low prices threatens such profits significantly (Gallagher et al. 2005). However, compared to this low-price competition, OEMs have many resources that they can turn into competitive advantages. They usually have stronger customer relationships, better supply chains, stronger engineering capabilities, more knowledgeable technical support, and, generally, higher product quality, and quality assurance (Gallagher et al. 2005). Nevertheless, OEMs struggle to exploit these resources fully (Cohen et al. 2006).

Research suggests that instead of competing on low-prices, OEMs should exploit their resources to increase their service quality (Cohen et al. 2006; Gallagher et al. 2005). This view is equivalent to perceiving customers as intangible assets that one should invest in so that they not only generate cash-flow in the present (transaction focus) but also in the future (relationship focus; Blattberg et al. 2001; Gupta and Lehmann 2005). However, despite the resource advantage that OEMs have, they cannot drastically increase service quality for all customers. Therefore, “[a] high level of service for one customer may, therefore, necessitate a lower level of service for another.” (Cohen et al. 2006) Instead, research suggests that firms should invest only in those
customers that have high future value for the firm (Ascarza et al. 2017; Fader 2012). However, to identify those customers accurately, “the firm must have access to rich customer-level data from both internal and external sources, along with the capabilities to analyze these data.” (Ascarza et al. 2017, p. 2)

Huang and Rust (2017), on the other hand, argue that increased availability of data along with new digital technologies and particularly AI, not only enables to identify high potential customers but to approach all customers with nuanced “technology-driven service strategies.” In particular, they suggest that firms that have customers with heterogeneous demand patterns, such as OEMs in the aftersales market (Bartezzaghi et al. 1999; Bartezzaghi and Kalchschmidt 2011), should exploit AI and big data resources to design personalized instead of standardized services. Moreover, such firms should approach high potential customers with a “dynamic personalization” strategy while they should approach low potential customers with a “static personalization” strategy. Examples of static personalization would be to use customer segmentation to send targeted newsletters or advertising or to adjust the design of an e-commerce platform based on a customer’s segment. A static personalization strategy makes only sense if many low-potential customers can be approached efficiently, e.g., via an e-commerce platform.

Conversely, a dynamic personalization strategy could involve frontline worker:

“In contrast to static personalization, dynamic personalization adapts to a specific customer’s preferences based on his/her active input and based on observing his/her behavior over time, rather than relying mostly on cross-sectional like-minded customer data inference. The longer and deeper the relationship, the better the personalization can be adapted over time.” (Huang and Rust 2017)

AI is especially suitable for such dynamic personalization strategies as “[c]ompared to the more static data- and text-mining techniques that focus on discovering patterns from a large scale of cross-sectional data, AI is more adaptive and focuses on learning from an individual customer’s past behavior.” (Huang and Rust 2017)
Nevertheless, while some business to consumer (B2C) organizations have already established such customer-centric and data-driven approaches, they are less established in business to business (B2B) and specifically OEM aftersales contexts (Martínez-López and Casillas 2013; Mora Cortez and Johnston 2017; Stormi et al. 2018). Martínez-López and Casillas (2013) call for more scientific contributions on applications of AI in industrial marketing contexts and Mora Cortez and Johnston (2017), criticize the B2C focus in scientific outlets and argue that there is a gap between the real-work challenges that B2B practitioners face and the guidance that B2B theory can provide. They propose data analytics as one of the key areas of research that B2B marketing should focus on to “resolve real problems that B2B marketers will face during the next three to five years.” (p. 6) In particular, they call for “[e]stablishing procedures for data gathering and analysis to improve decision-making.” (p. 9)

Based on the discussion above, I motivate the first research question of this Ph.D. project with the high potential of AI systems for enabling customer-centric aftersales service processes and personalized technology-driven service strategies. Lacking research that focuses on how to design AI systems and procedures for data-driven decision support in B2B marketing motivates the research question further:

*RQ1: How to design AI systems that support B2B aftersales processes and strategies?*

To answer the research question, I defined three research goals:

**G1:** To design AI systems that are informed by state-of-the-art knowledge about AI value creation

**G2:** To design AI systems addressing the particular challenges of B2B aftersales contexts

**G3:** To develop design principles that guide designers in constructing artifacts of the class of AI systems for B2B aftersales decision support in particular, and, where applicable, the broader class of AI decision support systems

This PhD project approaches these research goals and the research question by conducting an action design research (ADR) program at MAN Energy Solution, one of the leading OEMs for large two- and four-stroke diesel engines. To fulfill G1, the PhD project started with an intensive
study of the existing literature on AI value generation mechanisms. The existing research shows strong evidence for the superiority of AI decision making over human decision making (Ágisdóttir et al. 2006; Dawes 1979; Dawes et al. 1989; Grove et al. 2000; Grove and Meehl 1996; Meehl 1954). Also, studies could demonstrate the effects of using AI systems on an organizational level (Brynjolfsson et al. 2011; Müller et al. 2018). These studies focus on the effects of the technology itself and do not say much about the social-technical complexities that arise when AI artifacts are deployed in organizations (see Sharma et al. 2014). Sharma et al. (2014) argue that AI and analytics value creation involves circumventing challenges not only in converting data to insights, but in converting such insights into decisions, and such decisions into actions and value. They call for research that investigates the role that organizational structures and human decision making processes play in the design and implementation of AI and analytics systems and how such systems shape their organizational environment. During the initial literature review on AI value creation mechanisms, it became apparent that the research gap that Sharma et al. (2014) identified was still not addressed in a way that is suitable to inform the design of effective AI solution artifacts. Therefore, the PhD project follows a second research question, which helps to fill this research gap but eventually guides fulfilling G1 in the overall ADR program.

*RQ2: How can organizations create and sustain value through applications of AI?*

The PhD project follows RG4 to answer RQ2.

*RG4: To create behavioral knowledge about how real-world designers approach the holistic data-to-insights-to-decisions-to-actions-to-value path with organizational applications of AI*

The ADR program consisted of three separate ADR studies, in which we designed and implemented three AI systems that help to solve relevant field problems along the B2B aftersales service funnel. In the first ADR study, we designed and implemented an AI system for data-driven lead generation that enables pro-active customer relationship processes and improved conversion rates from leads to requests for aftersales quotations. In the second ADR study, we designed and implemented an AI system that predicts the win-propensity of
aftersales quotations, and thereby, supports sales professionals in their quotation follow-up processes. In the third ADR study, we designed and implemented an AI system that supports pricing analysts in estimating the impact of value-based pricing strategies on aftersales orders. Overall, ADR Study 2 and ADR Study 3 support the conversion process of aftersales quotations into aftersales orders.

A behavioral study informs all three ADR projects of key challenges, enablers, and mechanisms in AI value creation that we conducted in parallel to the ADR studies. Figure 1 shows the overall timeline of the different studies that comprise this PhD project. We started ADR study 1 already before starting the PhD project. My unpublished master thesis reports on the first iterations of the designed data-driven lead generation artifact. The two papers about this study that are part of this PhD thesis, report on further iterations of the artifact, and present a much more developed conceptualization of design principles. Figure 1 also shows that we conducted the AI value creation study in parallel to the three ADR studies. While it mostly informed the conceptualization of design principles for ADR Study 1, for the two other ADR studies, it guided the decision of the mayor theoretical bases that we inscribed into the artifacts, namely interpretable AI, and causality. Moreover, these behavioral results structure the discussion of the designed AI systems and their underlying design principles.
The thesis is structured as follows. In Section 2, it discusses the theoretical background in further detail. Section 3 describes the B2B aftersales context at MAN Energy Solutions. Section 4 further describes the ADR methodology that the overall research program followed. Section 5 summarizes the main research results of the different sub-studies that comprise this cumulative PhD thesis. Finally, Section 6 discusses the overall contributions of this PhD project, the implications for research, practice, some limitations, and concludes Part A. Part B presents the papers related to the different studies in full detail.

Table 1 lists the publication, outlet, ranking, status, study, and the research goals that the study aims to achieve. In the ranking column, I show the bibliometric research indicator (BFI), which is a fundamental part of the Danish university system. Based on the BFI, one makes decisions about funding allocations to universities and researchers. The BFI gives points between 1 and 3.
for original peer-reviewed publications. Here, 1 stands for ordinary publications, 2 for distinguished, and 3 for excellent and most prestigious. Moreover, I show the JOURQUAL3 (JQ3) ranking for information systems research provided by the Verband Deutscher Hochschullehrer. Here A stands for a leading scientific outlet, B for an important scientific outlet, C for a respected scientific outlet, and D for a scientific outlet. Moreover, the column shows the ranking of the Wissenschaftliche Kommission für Wirtschaftsinformatik (WKWI) that has the same interpretation as the JQ3, and, when accessible, the acceptance rate (AR) of the outlet.

Table 1. Publication Overview

<table>
<thead>
<tr>
<th>Publication</th>
<th>Outlet</th>
<th>Ranking</th>
<th>Status</th>
<th>Study</th>
<th>Goal(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Müller, Thiess, Hopf, and Shollo, “Challenges and Enablers along the AI Value Creation Process”</td>
<td>California Management Review (CMR)</td>
<td>BFI: 2, JQ3: B</td>
<td>Under review</td>
<td>AI Value Creation</td>
<td>1 and 4</td>
</tr>
</tbody>
</table>
2 Theoretical Background

This chapter discusses the theoretical background of this thesis. It gives a background to the AI Value Creation Study but mostly discusses the theory that informed the design of AI systems 1, 2, and 3 that are the focus of ADR studies 1, 2, and 3. In particular, 2.1 discusses essential concepts and terms such as artificial intelligence, machine learning, and data scientist that repeatedly appear in this thesis. As the AI systems that this thesis presents support human decision making, Section 2.2 discusses human decision making processes and capabilities and how AI can augment them. Section 2.3 discusses the theory that directly informed the problem formulation and solution design of AI System 2 and AI System 3.

2.1 Artificial Intelligence, Machine Learning, and Related Concepts

The recent surge in artificial intelligence (AI) related breakthroughs like self-driving cars (Brynjolfsson and Mitchell 2017a) or advanced disease diagnostics (McKinney et al. 2020) has put it on the agenda of scientific debate. While many definitions of AI exist, this PhD thesis follows a well-accepted definition (more than 35,000 citations) by Russel and Norvig (2009) who perceive AI as information technology (IT) based artifacts that either think or act like humans or think or act like rational agents. Here they base their definition of thinking like humans on Bellmann (Bellman 1978), who argues that it involves “activities that we associate with human thinking, activities such as decision-making, problem-solving, learning.” Moreover, acting like humans was defined as “to make computers do things at which, at the moment, people are better.” (Rich and Knight 1990) While thinking like rational agents was defined as “computations that make it possible to perceive, reason, and act.” (Winston 1992) Moreover, acting like rational agents refers to “intelligent behavior in artifacts.” (Nilsson 1998)

The first successful AI applications were so-called expert systems, which mimic human experts (Russel and Norvig, 2009). They are logic-based and consist of numerous what-if rules that, when applied on data, can give new answers. However, this PhD focusses on the human-like thinking capabilities of AI technologies and, in particular, on machine learning. One can distinguish different machine learning types. In supervised learning, algorithms try to find a function $h(x) = y$ based on input vectors that contain a set of features ($x$) and historical
observations of the target ($y$; Russel and Norvid, 2009). Here, supervised learning of a discrete target variable is a classification task, while supervised learning of a continuous target variable is a regression task. Figure 2 illustrates the supervised learning process in ML-based systems and compares this to how non-learning rule-based systems generate outputs in the form of inferences or recommendations based on knowledge and data.

Other concepts that are related to this PhD thesis are data-driven decision making (DDD), big data, big data analytics, data science, and statistics. Data-driven decision making (DDD), emphasizes the utilization of data and statistical algorithms rather than solely relying on human decision making (Brynjolfsson et al., 2011). According to Provost and Fawcett (2013), data science is based on engineering and processing of data and big data and enables company-wide DDD. Here, they define data science as “principles, processes, and techniques for

Figure 2. Difference between rule-based and ML-based systems
understanding phenomena via the (automated) analysis of data.” (p. 53). They define big data from a technological viewpoint as “datasets that are too large for traditional data-processing systems and that therefore require new technologies.” (p. 54) This PhD thesis follows the above-outlined definitions while perceiving data science as a broader set of activities that are necessary to turn data into value. Consequently, this PhD thesis perceives data scientists as the key organizational actors that design and implement machine learning algorithms to create AI systems and organizational value. Moreover, following Leek and Peng (2015), I differentiate the term statistics (or data analysis) into descriptive statistics (summarizing data without interpretation), inferential statistics (quantifying the relationship between independent and dependent variables on a population level), predictive statistics (using the quantified relationships and new data to predict an unobserved value of the dependent variable for a single unit), and causal statistics (causal inference):

“A causal data analysis seeks to find out what happens to one measurement on average if you make another measurement change. Such an analysis identifies both the magnitude and direction of relationships between variables on average.” (p. 1315)

In this PhD, I perceive descriptive statistics not as AI, while I perceive inferential and causal statistics as forms of machine learning, and, thus, AI that follow explanatory goals and predictive statistics as a form of machine learning that follows predictive goals (Shmueli, 2010). Moreover, in all three cases, one applies supervised learning algorithms such as linear or logistic regression that learn rules and find functions $h(x) = y$ from data in the above-described and in Figure 2 illustrated way.

### 2.2 Human and AI-augmented Decision Making

As most AI systems support and augment human decision making rather than entirely replacing it, because of this, the following section, discusses, first, research on human decision making under risk (2.2.1) and uncertainty (2.2.2), and, second, how AI augments human decision making (2.2.3).

#### 2.2.1 Human Decision Making under Risk: Objective Rationality
Decision theory suggests that rational decision-makers, when confronted with a decision problem, should choose the option that maximizes a subjective expected utility function. Often people express such utility monetarily (Edwards 1954; Leonard and others 1954; von Neumann and Morgenstern 1944). Nevertheless, in organizational contexts, one can doubt how strictly people follow the normative theories of rational decision theory. Inspired by the von-Neumann-Morgenstern theorem (von Neumann and Morgenstern 1944), Simon (1997) developed an objectively rational decision making process that consists of three steps:

1.) listing of all the alternative strategies
2.) the determination of all the consequences that follow upon each of these strategies
3.) the comparative evaluation of these sets of consequences

However, according to Simon, an individual’s objective rationality is limited: “It is impossible for the behavior of a single, isolated individual to reach any high degree of rationality. The number of alternatives he must explore is so great, the information he would need to evaluate them so vast that even an approximation to objective rationality is hard to conceive.” (Simon 1997)

Based on such realizations, newer views on decision making processes (Bazerman and Moore 2008; Goodwin and Wright 2014) do not include definite terms such as “all” but are more implying that people, for instance, generate “some” alternatives:

1.) problem definition
2.) criteria identification and weighting
3.) alternative generation
4.) alternative rating for each criterion
5.) computation of optimal decision
6.) decision implementation

2.2.2 Human Decision Making under Uncertainty: Satisficing and Bounded Rationality
Several studies have shown the superiority of ML and related approaches over human decision making in numerical prediction tasks (Ágisdóttir et al. 2006; Dawes 1979; Dawes et al. 1989; Grove et al. 2000; Grove and Meehl 1996; Meehl 1954). A possible explanation for this is the “psychological limits of the organism (particularly with respect to computational and predictive ability).” (Simon 1955) Simon perceives individuals’ rationality as limited or bounded by their value system, knowledge, skills, and the information that is accessible at the point of decision making (Simon 1997). To cope with such limitations, Simon (Simon 1979) argues that humans “satisfice either by finding optimum solutions for a simplified world or by finding satisfactory solutions for a more realistic world.” (p. 498) He further clarifies, “[o]nly those factors that are most closely related in cause and time can be taken into consideration.” (Simon 1997, p. 94-95) He describes the former as “[isolating] from the rest of the world a closed system containing only a limited number of variables and a limited range of consequences […]” (Simon 1997, p. 94-95), and the latter as an individual’s behavior of choosing the first alternative whose valuation satisfies a priorly-set value-threshold, the value-threshold, however, can be lowered if no alternative satisfies it (Simon 1955).

Based on Simon’s seminal work, Kahneman and Tversky (Tversky and Kahneman 1974) started an intensive study of judgment and decision making under uncertainty with an explicit focus on heuristics and biases. Kahneman (Kahneman 2003) argues that heuristics are mental shortcuts mostly governed by an unconscious, associative, automatic, and effortless thinking (System 1) that stands in contrast with a conscious, rule-based, sequential, and effortful thinking system (System 2; see also Stanovich and West 2003). It is in System 2, where most deliberate reasoning happens. In particular, Kahneman and Frederick (Kahneman and Frederick 2002) argue that heuristics are explained by the process of attribute substitution, according to their theory, when faced with a cognitively demanding decision problem, humans, substitute it unconsciously with a simpler one. Heuristics, in turn, can be seen as biases since they deviate from the normative models of objectively rational decision making as described above (Tversky and Kahneman 1974).
However, Gigerenzer (2008) argues that in general, heuristics are efficient mechanisms considering the time and resource constraints that decision-makers are faced with in real-life situations, while Kahneman and Tversky (Tversky and Kahneman 1974) see biases as deviations from objectively rational decision making, mostly due to their intuitive System 1 characteristic. Gigerenzer’s viewpoint is more aligned with Simon’s view on bounded rationality (Simon 1955) as he argues for ecological rationality (2008) by stating that the violation of objective rationality was empirically proven to be, in fact, rational in particular problem environments. Gigerenzer (2008) views heuristics as decision strategies that one can use deliberately, thus, governed by Kahneman’s (2003) System 2 thinking. In summary, one can argue that heuristics, when used via the intuitive System 1 thinking, are prone to cause decision errors and cognitive biases in light of most views on rationality. When used via the deliberate System 2 thinking, however, they can be a rational decision strategy considering the limitations of both the decision-maker, and the complexity induced by the decision environment.

For Simon, the implications of his theory of bounded rationality (1955; 1997) are that one can improve organizational decision making both by (re-)designing the external environment (e.g., structural complexity, time pressure, group behavior) and the internal environment (e.g., skills, habits). According to Simon, designing is a deliberate problem-solving process: “Everyone designs who devises courses of action aimed at changing existing situations into preferred ones.” (Simon 2019)

2.2.3 AI-augmented Decision Making
In deliberate human decision making, several steps require numerical judgments; for instance, when estimating the utility of decision alternatives. Such numerical judgments are predictions since the human anticipates—based on knowledge and information—how likely a future consequence materializes (Kahneman and Frederick, 2002).

In the case of augmented decision making, humans can get AI support in a much more structured and reliable way, given that behavioral research has shown that humans are particularly bad at numerical predictions (Kahneman and Frederick 2002). They often replace, for example, the difficult numerical prediction problem with a simpler similarity matching task.
(heuristics). AI systems, on the other hand, have their core strengths in the accurate prediction of numerical values and, in particular, the estimation of probabilities (see section 2.1.). Therefore, it is no wonder that several empirical studies report the superiority of AI in prediction problems (e.g., Grove et al., 2000; Grove and Meehl, 1996). Nevertheless, AI systems are still dependent on their human choice architects in the form of data scientists, developers, user interface (UI) designers, etc., that make many subjective decisions, e.g., about data selection, processing, modeling, algorithm selection, UI design, IT architecture and system execution. This PhD thesis perceives such choice architects as the main target group.

2.3 AI Value Creation Challenges: Causes, Consequences, and Enablers

Among the key findings of the AI value creation study (Müller, Thiess, Hopf, and Shollo, see Section 5.1.) are seven challenges for AI value creation along with a set of enablers. The three AI artifacts developed during this PhD ADR program address four of those. In the following, I discuss the theories that either inspired the initial solution design or justified a solution design for the challenges ex-post. Finding solutions for a problem requires understanding the causes of the problem and its consequences. As the focus of this PhD was on designing novel AI artifacts, I did not conduct explanatory studies for understanding the causes behind each challenge. However, I followed a pragmatic approach and explained the causes in terms of abduction to the best explanation. Therefore, the search for theory that can explain the theoretical and later also practical challenges that this PhD project faced, is not exhaustive but limited by my own knowledge and that of my supervisor and colleagues that I consulted.

2.3.1 The AI Interpretability Challenge and Decision Acceptance

I approached to understand the cause of the Interpretability challenge as the inability to compare one’s mental model with the AI model due to their often intransparent and black-boxed properties.

Du et al. (2020) argue that “the lack of transparency behind” the “behaviors” of black-box AI systems based on, e.g., neural networks, is one of their most severe limitations as it
leaves users with little understanding of how particular decisions are made by these models. Consider, for instance, [if] an advanced self-driving car equipped with various machine learning algorithms doesn’t brake or decelerate when confronting a stopped firetruck. This unexpected behavior may frustrate and confuse users, making them wonder why. Even worse, the wrong decisions could cause severe [unintended] consequences if the car is driving at highway speeds and might finally crash the firetruck. The concerns about the black-box nature of complex models have hampered their further applications in our society, especially in those critical decision-making domains.

Research on using AI for decision making has mainly focused on converting data into high-quality insights and decisions. However, to create value from implementing them successfully, high-quality decisions are not enough (Sharma et al. 2014). Based on Maier (1963), Hollander et al. (1973) argued that effective decisions are a function of its quality, its acceptance by the stakeholders that shall implement it, and its complexity (in terms of the time one has to invest in making the decision). Moreover, they argued the extent to which stakeholders participate in and influence decision making processes increases the acceptance of the eventual decision.

Another important factor that impacts the acceptance of an AI system is the interpretability of its underlying decision making processes because “[if] human decision makers do not know the rationale behind the suggested recommendation, they are typically skeptical of the output produced and are therefore reluctant to use such systems.” (Umanath and Vessey 1994, p. 796) Kayande et al. (2009) reasoned “that a lack of user understanding of the logic underlying [decision support system] output leads to poor perceptions of the value such model-based [decision support systems] offer, leading to user resistance and impeded system use.” (p. 528) Lilien et al. (2004) emphasized the “perception-reality gap” between objectively making high-quality decisions when using decision support systems and subjectively evaluating such decisions as low-quality. They stated that their “results suggest that what managers get from a [decision support system] may be substantially better than what they see.” (p. 216) Based on this, they proposed that one should design decision support systems so that users can align
their subjective perception of the systems’ quality with its real quality. In particular, they proposed “to design in features that encourage interaction with the [decision support system], offer explanations for recommendations, generate visual outputs, and provide structured cognitive and outcome feedback.” (p. 233)

Kayande et al. (2009) introduced the 3-gap framework (see Figure 3). It suggests, firstly, that a gap between the decision maker’s mental model and the AI model affects AI system acceptance, secondly, that a gap between the AI model and the true model (reality) affects the AI system performance, and, thirdly, that a gap between the decision maker’s mental model and the true model (reality) affects the decision maker’s performance. Here, a lack of a decision maker’s understanding of the logic behind the recommendations that the AI system produces enlarges the gap. This creates a conflict between the AI “model’s recommended course of action and that implied by the user’s mental model […] resulting in decision uncertainty.” (Kayande et al., 2009, p. 529, referring to Einhorn and Hogarth 1985) Moreover, based on a theory of preferences with risk adjustments (Keeney et al. 1993), Kayande et al. (2009) proposed that in reaction to such decision uncertainty, especially risk-averse decision-makers would subjectively evaluate the quality of the AI systems as lower than it objectively is. Based on this, they suggested that the inability of AI system designs to close Gap 1 between the decision maker’s mental model and the AI model is a potential cause of the above-described perception-reality gap in AI system evaluation, and AI system acceptance in general.
In their argumentation, Kayande et al. (2009) assumed that Gap 2 is always smaller than Gap 3, and the AI system, therefore, always superior to the decision maker’s mental model in terms of decision quality. Martens and Provost (2014) criticized this based on the argument that it may be unrealistic to assume that AI systems are always superior to human decision-makers in terms of decision quality, due to the introduction of biases during the model building process, or overfitting a model on training data. In reaction to this, they extend the 3-gap framework, e.g., by adding with developers, managers, and clients different roles of stakeholders to the framework. The result of this was a 7-gap framework that implies, for instance, that closing the gap between a developer’s mental model and the AI model can both facilitate the developers understanding and acceptance of the model, but also improve the model, in cases were the decision quality of the developer’s mental model is superior to the decision quality of the AI model.

Gregor and Benbasat (1999) proposed that users will use explanations when they observe a failure or an anomaly in the output of an AI system. Moreover, they proposed, based on Gregor

---

1 I changed the term “manager’s” to “decision maker’s” and “DSS model” to “AI model” based on the above-introduced definitions
that users will use explanation when they want to achieve “long-term learning” that goes beyond the mere implementation of the system generated recommendations. Here, they argued that novices would rather use explanations for learning (based on Mao 1995), while experts will use explanations for “resolving anomalies (disagreement) and for verification.” (p. 514, based on Mao 1995 and Ye 1991) Also, they proposed, based on Everett (1995), Gregor (1996), and Mao (1995), that users will use explanations when they lack the knowledge needed for a problem-solving task. Concerning the complexity of explanations, Gregor and Benbasat proposed that “[e]xplanations that require less cognitive effort to access and assimilate will be used more and will be more effective with respect to performance, learning, or user perceptions.” (p. 514) This, they argued, based on Everett (1995) and Moffit (1989), especially affects explanations that are “always present” and “automatic,” but also explanations that are “case-specific rather than generic” (based on Berry and Broadbent 1987, and Dhaliwal 1993). Finally, based on Toulmin’s model of argumentation (1984 and 1958) and empirical studies by Everett (1994), and Ye (1991), they suggested that justificatory explanations, which, for instance, justify the process of how the AI system transformed data into insights, are more favorable regarding user perception and acceptance than other types of explanations.

Based on the discussion above, I theorized that a lack of AI system interpretability due to their often black-boxed and intransparent nature leads to the inability for humans to control and learn from AI, and a perception-reality gap between what a system potentially can, and what user believes it can. This, then, leads to unintended consequences, underutilization of the AI system, and algorithm aversion (lack of acceptance or rejection of the AI system; see Figure 4).
Martens and Provost (2014), added to the arguments by Gregor and Benbasat as they further differentiate justificatory explanations into global and local explanations. Global explanations, they argued, are equivalent to the model parameters of linear models. However, more complex black-boxed algorithms such as neural networks (Bishop 1995) lack such built-in global explainability features. For these cases, researchers have developed decision tree-based methods that simulate the behavior of trained algorithms closely to extract rules that explain how particular variables generally contribute to predictions (Craven and Shavlik 1996; Martens et al. 2007). More recently, researchers have developed local explanation methods that help to explain the contribution of variables to a particular prediction of a machine learning model on an instance level via numerical scores (Baehrens et al. 2010; Scott M. Lundberg et al. 2018; Lundberg and S.-I. Lee 2017; Ribeiro et al. 2016a; Robnik-Šikonja and Kononenko 2008; Štrumbelj et al. 2009; Štrumbelj and Kononenko 2010).

I discussed why explanations are important in addressing the Interpretability challenge, but what are explanations actually? According to Lewis (1986), one can explain an event by providing historical information about its causes. However, as Lipton (Lipton 1990) noted, “causal histories are long and wide […] The big bang, [for instance], is part of the causal history of every event, but explains only a few.” (p. 249) So which causes explain an event and which do not? According to Lipton: “explanation is ‘interest-relative, and […] we can analyse some of this relativity with a contrastive analysis of the phenomenon to be explained’.
explained is not simply ‘Why this?’, but ‘Why this rather than that?’” (p. 249 citing Van Fraassen 1980 and Garfinkel 1981) Based on this, Lipton introduces the concepts of “fact” and “foil.” Here, a fact is an actually observed event that one tries to explain, while a foil is a contrastive counterfactual event: “We may not [simply] ask why the leaves turn yellow in November [...], but only, for example [...] why they turn yellow in November [, the fact,] rather than turning blue [, the foil].” (p. 249) But how does one ask a good contrastive question, and most importantly, how does one select a good foil to contrast with a fact? According to Lipton (as cited in Miller 2019, p. 9), “[the ]central requirement for a sensible contrastive question is that the fact and the foil have a largely similar history, against which the differences stand out. When the histories are disparate, we do not know where to begin to answer the question.” Based on this, Miller (2019) reasoned that to determine a foil for a sensible contrastive question, “people could use the similarity of the history of facts and possible foils.” (p. 9)

Lipton (1990) proposed that the selection of explanatory causes for contrastive explanations (why facts and not foil?) is interest-relative. This selection process can be seen as “inference to the best explanation” (Harman 1965). Josephson and Josephson (1996, pp. 1–2) explicate this abductive inference process as follows:

D is a collection of data (facts, observations, givens).
H explains D (would, if true, explain D ).
No other hypothesis can explain D as well as H does.
Therefore, H is probably true

Referring to the above-introduced decision making literature, one can argue that humans satisfice (Simon, 1955) when generating and selecting candidate explanations by only taking information into account that is available and easy to process at the time of explanation.

2.3.2 Accountability and Management Related AI Challenges
In psychology, researchers have focused on the effects that especially different forms of accountability have on decision making and employees. Accountability can be broadly defined as the need to validate one’s own viewpoints and acts towards others (e.g., Simonson et al.
Research suggests that accountability leads to a more analytical decision making process and increased investments of time and effort (e.g., De Dreu et al. 2006; McAllister et al. 1979). Tetlock (1985; 1985; 1983) showed the debiasing effects of accountability on human judgment, e.g., by alleviating the impact of first-impressions bias (see also Lerner and Tetlock 1999; Tetlock et al. 1989). However, Tetlock and Lerner (1999) argue such effects should only occur under certain conditions: “Accountability attenuated bias on tasks to the extent that (a) suboptimal performance resulted from lack of self-critical attention to the judgmental process and (b) improvement required no special training in formal decision rules, only greater attention to the information provided.” (p. 263) One can argue that accountability forces decision-makers to use their more analytical, rational, conscious and resource-intensive System 2 Thinking, instead of the intuitive, quick, and heuristics-based System 1 Thinking that is prone to many cognitive biases (see Kahneman, 2003).

Simonson and Staw (1992) differentiate between process accountability and outcome accountability. Under process accountability, managers have to justify their decision making processes, while under outcome accountability, they have to justify their outcomes (Simonson and Staw, 1992). They showed that process accountability reduced the commitment to initially selected decision alternatives by increasing self-critical and decreasing self-defending behaviors, while outcome accountability showed opposite effects.

“When one is accountable for outcomes, the need for justification may be heightened along with any increase in decisional vigilance. However, with accountability for process, individuals who use proper decision strategies and who thoroughly evaluate the available alternatives before reaching a decision should be favorably evaluated regardless of the decision’s outcome. Thus, one could expect accountability for process to be a superior deescalation technique to accountability for outcomes.” (p. 421)

According to the conflict theory by Janis and Mann (1977), situations in which the success of an important decision is highly uncertain create high levels of stress for decision-makers. Mano (1992) showed that stress could lead to simpler and more extreme decisions. Based on this, Siegel-Jacobs and Yates (1996) argued that outcome accountability could create such stressful
situations, which, therefore, could affect decision quality negatively. In the same study, they showed that process accountability could increase the predictive accuracy of decision-makers by processing more of the available relevant information, while outcome accountability can decrease predictive accuracy.

I approached to understand the causes of the challenges of inflated management expectations and managing AI projects like traditional IT projects. Here I argue that the AI knowledge asymmetries between data scientists and managers and a general AI hype cause these challenges.

In recent years, many AI-related breakthrough were made (Perrault et al. 2019). As such breakthroughs are covered broadly in the media, e.g., self-driving cars, or the first AI systems winning in games that were thought to be impossible to win for them like Jeopardy or GO, they create a hype that, in turn, leads to an increase in expectations and investments. This means that managers that believe the hype have high expectations towards AI outcomes but low understanding of their true potentials and especially about how much effort it takes for data scientists to create even intermediate AI outcomes. As a result of this, they treat AI projects just like IT projects and expect plannable outcomes. However, many AI projects are highly complex and still, in many cases, fail (Silver 2012). Based on this, one can argue that AI projects have a high outcome uncertainty. In such situations, research strongly suggests to evaluate employees not based on their outcomes, but rather on their inputs and processes to achieve such outcomes, as otherwise, they may be blamed for something that was fully out of their control (Tetlock et al. 2013). For managers, high expectations in AI projects paired with the high outcome uncertainty of AI projects should increase the potential for severe cognitive dissonance significantly (see Festinger 1957). For data scientists, this should increase their stress levels even more, as they should be more or less aware of the true potentials of AI and the effort it takes to exploit them.

Sharma (1997) argues that in such situations, when a layperson (in this case, an AI hyped manager) and an expert (in this case, a data scientist), knowledge asymmetries occur that have several negative effects. According to Sharma, this knowledge asymmetry leads to the opportunistic behaviors of experts. In such cases, Sharma (1997) argues that firms need to install
behavioral control mechanisms in contrast to evaluation experts on their outcomes only. Here, Sharma proposes that such behavioral controls require superordinate supervisors. However, Sharma focuses on cases in which it is comparatively easy for the expert to create an outcome, and, therefore, also easier to find superordinate supervisors. In the AI case, were finding superordinates that evaluate the work of data scientists should be difficult, it could lead to a vicious circle in which data scientists initially trigger the hyped manager even further to get valuable ressources, and support for their projects, knowing that the success probability is low, which should have negative effects on the firm, and in the long run on the data scientist that could not deliver too. Alternatively, it could lead to a scenario were the stress level of data scientists increases drastically, both because of the general outcome uncertainty involved in AI projects and because of a manager that will potentially be very unsatisfied, due to the expectation that with AI, one can create high value easily.

Based on this discussion, I theorized that the AI hype and knowledge asymmetries lead to inflated management expectations and managing AI projects like traditional IT projects. Furthermore, I theorized that this, leads to a situation in which data scientists are not made accountable for their actions at all, or they are solely made accountable for the outcomes they deliver, which, as discussed above can, in the long run, be bad both for managers, the data scientists, and the firm (see Figure 5).

Nevertheless, this implies a potential solution for these challenges too. As data scientists could use their expertise (knowledge asymmetries) and, e.g., AI interpretability methods to show managers a more realistic picture of what AI actually is and can do. At the same time, they would enable managers to better understand the effort and processes that go into the creation of an AI system, which would consequently allow managers to make data scientists process instead of outcome accountable only.
2.3.3 Causality and Causal Inference

One of the key challenges that we identified in (see Section 5.1) our AI value creation study was Causality. And, in particular, the confusion of associational questions with causal questions (see Leek and Peng 2015). When answering causal questions, one wants to identify and quantify causal relationships between a cause (treatment) and an effect (outcome). However, the interpretation of such cause and effect relations can lead to biased conclusions due to spurious associations. According to Hernan et al. (2002):

“Intuitively, two variables E and D will be statistically associated if one is a cause of the other (e.g., smoking and lung cancer), if they share a common cause (e.g., yellow fingers and lung cancer share smoking as a common cause), or both. If E precedes D, the overall association between E and D will have two components: a spurious one that is due to the sharing of common causes [confounding] and another due to the causal effect of E on D.” (p. 176 – 177)

The goal of causal analysis is “to eliminate a spurious association,” and ways to do this are “to adjust, stratify, or condition on the common cause; for example, we would find no association between yellow fingers and lung cancer among nonsmokers.” (Hernan, 2002, p. 177) Following this, “[c]onfounders are variables that when stratified on or adjusted for will eliminate (or diminish) the spurious component of the association between exposure and disease.” (Hernan,
A researcher’s assumptions about confounders can be represented as causal diagrams in the form of directed acyclic graphs (DAGs; Greenland et al. 1999; Hernán et al. 2002; Pearl 1995, 2009) as depicted in Figure 6. Based on the example by Hernan et al. (2002), here, E could represent a variable that measures whether subjects of a study had yellow fingers, D could measure whether they had developed lung cancer, while C could be a common cause (confounder) smoking of both E and D. If one is interested in the true causal effect of E on D, one has to eliminate the spurious association that C introduces. A way to do this would be to condition on C. This way, for instance, one could look at the effect that yellow fingers have on lung cancer among nonsmokers only. In this case, as mentioned above, one would not find a statistical association, which indicates that no such causal relationship exists. Hernan et al. (2002) emphasized the importance of researchers’ knowledge in causal analyses: “We wish to emphasize that causal inference from observational data requires prior causal assumptions or beliefs, which must be derived from subject-matter knowledge, not from statistical associations detected in the data.” (p. 181)

![Figure 6. Example of confounding](image)

Other causes of the Causality challenge are selection, measurement bias, and multi-collinearity. Selection bias occurs, for instance, when one wants to make inferences for a whole population of subjects based on an experimental study in which subjects were not selected randomly. Hernán et al. (2004, p. 615) provide an alternative definition: ‘A structural classification of bias distinguishes between biases resulting from conditioning on common effects (“selection bias”) and those resulting from the existence of common causes of exposure and outcome (“confounding”).’ Conditioning on common effects, could for instance happen, if one wants to
estimate the effects of a price change (treatment) on materials (subjects), but looks for instance, only at the materials, that had a comparable increase in sales volume (effect).

Measurement bias, on the other hand, simply relates to the issues that occur either due to low-quality data or because one wants to answer questions that the data does not permit. A typical example of measurement bias is to use of the Body Mass Index to measure obesity (Hernán and Cole 2009). As Hernán and Cole (2009), state: “Causal inferences about the effect of an exposure on an outcome may be biased by errors in the measurement of either the exposure or the outcome.” (p. 959)

Another threat to causal analyses that causal diagrams help to eliminate is collinearity or multicollinearity (Schisterman et al. 2017). It occurs when two or more independent variables in a model are highly correlated. It can, for instance, occur when a third variable (e.g., C) mediates the effect of a treatment (e.g., E) on an outcome (e.g., D; see Schisterman et al. 2017 and Figure 7).

Collinearity and multicollinearity are less relevant when building predictive models but very important when doing causal analyses:

Multicollinearity is not a problem unless either (i) the individual regression coefficients are of interest, or (ii) attempts are made to isolate the contribution of one explanatory variable to Y, without the influence of the other explanatory variables. Multicollinearity will not affect the ability of the model to predict. (Wheelwright et al. 1998, p. 288)
Based on this discussion, I theorized that confounding, selection bias, measurement bias, and (multi-)collinearity are all causes of the Causality challenge, which, in turn, leads to biased explanatory knowledge, and eventually low decision quality (see Figure 8).
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**Figure 8. Causes and consequences of the Causality challenge**

The common perception in quantitative research is that randomized controlled trials (RCTs) are the only approach that can really answer causal questions in an unbiased way (Cochrane 1972). Based on this, RCTs have been called the “gold standard” of causal analysis (Cartwright 2007). When perfectly set up, RCTs should remove all confounding (Cartwright 2007, 2009). Such RCTs assure a high internal validity (the degree to which the analysis can answer the question asked), but often lack external validity (generalizability to other contexts; Rothwell 2006).

Designing and conducting internally valid RCTs is a comparatively complex task, e.g., one has to randomly assign subjects to different groups, exposing them to different treatments, and measuring the difference of such treatments on an outcome variable. Schulz (1995) could show that a significant number of RCT-based studies used inadequate approaches, which resulted in biased treatment effect estimates. Due to such issues, Cartwright (2007) argued that “[t]here is no gold standard.”
Nowadays, researchers and organizations often have large amounts of observational data at hand. While doing causal analyses on such data may be preferable in terms of external validity, they introduce some additional challenges for internally valid analyzes (Kleinberg and Hripcsak 2011). A causal inference approach, which is somewhat in-between the spectrum of RCTs (high complexity, high internal, low external validity) and purely observational analyzes (low complexity, low internal, and high external validity), are quasi-experimental analyzes (medium complexity, medium internal, medium external validity; Price et al. 2015). In quasi-experimental analyzes (Cook et al. 1979; Shadish et al. 2002), just like in RCTs, one does manipulate an independent treatment variable. However, one does not assign subjects to groups randomly. Moreover, since one manipulates the treatment variable before one studies its effects on the outcome, the direction of a causal effect in quasi-experimental analyzes is already pre-defined (in contrast to purely correlational studies that only indicate an association between two variables but do not indicate which variable is the cause and which is the effect). Therefore, quasi-experiments solve the directionality problem of correlational analyzes but still suffer from confounding due to the non-random assignment of subjects (Price et al., 2015).

One type of quasi-experiments are difference-in-differences (DID) analyzes. In DID analyzes, such as Ashenfelter and Card (1985) and Card (1990), at first, one calculates the difference between the averages of an outcome variable (e.g., sales of materials in euro) for a treatment group (received treatment) and a control group (did not receive the treatment) in the pre-treatment period. Afterward, one does the same calculation for the post-treatment period. Finally, one takes the difference between those differences to get the treatment effect. Another approach called propensity score matching (Abadie and Imbens 2006; Rosenbaum and Rubin 1983) uses data of the pre-intervention treatment, pre-intervention control outcomes, and additional pre-intervention covariates to calculate scores based on which one matches each treatment subject, with one or more control subjects. Another approach is the synthetic control method (Abadie et al. 2010; Abadie and Gardeazabal 2003). In synthetic control methods, one constructs a synthetic control group as a weighted combination of control subjects that matches the treated subject closely in terms of pre-intervention period covariates and outcomes. The
post-intervention values of this synthetic control group simulate the counterfactual outcome of the treated subject that one could have expected to observe had the treatment not occurred. So while in propensity score matching, one finds one or more closely matching control subjects for a treated subject, in synthetic control methods, one constructs a closely matching control group for a treated subject.

The foundation of causal inference is the idea that one wants to compare the observed outcome of a subject after treatment with the outcome that would have been observed had the subject not been treated (Rubin 1974). While under the condition that time traveling is not an option, one cannot observe the second outcome, the above-described methods all try at least to simulate such counterfactual cases.

Following this, Hal Varian (2014, 2016), chief economist at Google, argued that constructing counterfactuals, in its essence is a predictive task: “The better predictive model you have for the counterfactual, the better you will be able to estimate the causal effect, a rule that is true for both pure experiments [, quasi-experiments,] and natural experiments.” (2014, p. 21) Moreover, he emphasized that while in scientific experiments and quasi-experiments, researchers focus on how a treatment (e.g., a drug) affects a subject (e.g., a patient), in business applications like in marketing, ‘the primary interest is often in how the treatment of the subjects affects the “experimenter.”’ Moreover, he implied that in such settings, practitioners are less interested in how exactly an intervention, e.g., on ad spend affects an outcome, e.g., webpage visits: “whether the increase is attributable to ad clicks, search clicks, or direct navigation may be of secondary importance.” (p. 7312) Based on this, he argued, that predictability may be a more important characteristic when selecting variables for simulating counterfactuals.

Following this, Varian (2016) proposes a conceptually simple approach to causal inference where one, first, manipulates a treatment variables such as ad spent for a certain period of time. The observed outcome, e.g., webpage visits, for the post-intervention period is then compared with the counterfactual case in which the treatment (ad spent) was not changed. He added: “[h]owever, where does the counterfactual come from? Answer: it is a predictive model developed using data from before the experiment was run.” (p. 7312) Brodersen et al. (2015),
Varian’s colleagues at Google, developed with causal impact analysis such a prediction focused causal inference approach. In causal impact analysis, one defines a point of intervention, e.g., when the ad spent was increased. Then one uses time-series data of the pre-intervention period to estimate a counterfactual via a Bayesian structural time-series model (BSTS; Scott and Varian 2014) for the post-intervention period. To calculate the causal impact (treatment effect), one takes the difference between the observed outcomes and the counterfactual outcomes in the post-intervention period. Here, one can basically use all variables that are highly correlated with the outcome in the pre-intervention period but were not directly affected by the intervention (treatment). An example of this can be lagged variables of the outcome itself, seasonality, holidays, working days, but also economic indices. Moreover, Brodersen et al. (2015) encourage to use of potential control groups as well. Such control groups could be, in the ad spent case, users in other regional markets, whose behavior was similar to the treated users before the intervention, e.g., because the ad spent was similar. Varian (2014) described this general approach as follows:

“This procedure does not use a control group in the conventional sense. Rather it uses a general time series model based on trend extrapolation, seasonal effects, and relevant covariates to forecast what would have happened without the ad campaign. A good predictive model can be better than a randomly chosen control group, which is usually thought to be the gold standard. To see this, suppose that you run an ad campaign in 100 cities and retain 100 cities as a control. After the experiment is over, you discover the weather was dramatically different across the cities in the study. Should you add weather as a predictor of the counterfactual? Of course! If weather affects sales (which it does), then you will get a more accurate prediction of the counterfactual and thus a better estimate of the causal effect of advertising.” (p. 24)

Moreover, to reduce the complexity that many variables introduce, the approach automatically selects variables with the help of spike and slab priors (Scott and Varian 2013).

3 The B2B Aftersales Context at MAN Energy Solutions
MAN Energy Solutions is an original equipment manufacturer of 2- and 4-stroke diesel engines, for ocean-going vessels and power plants, but also produces gas engines, dual-fuel engines, and turbomachines. They also offer power-generating 4-stroke engines, as well as propulsion solutions and turbochargers. Moreover, their global aftersales organization offers original spare parts as well as ad hoc and contract-based operating and maintenance services through a worldwide network of local sales companies. We conducted the ADR studies in MAN Energy Solutions’ aftersales service organization that operates in a complex and dynamic market, which is heavily dependent on the number of newly built ocean-going vessels (Danish Ship Finance 2018). At this moment, the new sales market for ship engines stagnated, as current vessel numbers were high. Because of this, the aftersales service business became more critical for MAN Energy Solutions.

This shift of focus made some significant changes to the company’s aftersales processes necessary. Usually, they approached customers via reactive-mechanisms and intensive key-account management. To better exploit the potential of the aftersales market, however, MAN Energy Solutions wanted to improve its traditional aftersales approach. They started, for instance, a digitalization initiative, of which a cornerstone was creating more proactive sales processes and services based on a thorough understanding of customer needs.

While their market for ship new building was very transparent, their aftersales market was less transparent. In the market for ship new building, most large shipyards were well known, as were the main competitors. Moreover, one must register new ships with the international maritime organization, which requires detailed information on the type of ship, ownership structure, and type of machinery. Moreover, MAN Energy Solutions collaborated with licensing partners that manufactured most of their original equipment and were, therefore, valuable trading partners.

In the aftermarket, it was not always clear for MAN Energy Solutions, who the competitors were, because not just original equipment manufacturers could service their equipment but also third-party companies, which, however, could usually not assure the same quality and security that MAN Energy Solutions could provide. The same licensees that manufacture MAN Energy
Solutions’ equipment were amongst the toughest competitors in their aftermarket as they could utilize regional networks with MAN Energy Solutions’ customers. Moreover, the aftermarket was uncertain since they only made a limited number of long-term service agreements with their customers. Thus, it was, for instance, unclear when a customer relationship started, when it ended, and when one could expect the next sale. Researchers call this a “noncontractual” setting. (Fader and Hardie 2009) Such an aftersales setting usually also shows heterogeneous and “lumpy” demand patterns (Bartezzaghi et al. 1999; Bartezzaghi and Kalchschmidt 2011).

Sales professionals at MAN Energy Solutions recommended how many running hours of the engine a spare part could last until it needs replacement. The problem was that they could only give some general advice to customers in the form of manuals, but they could only seldomly check the actual running hours of an installed engine during maintenance jobs. In reaction to this inaccessibility, MAN Energy Solutions started an initiative that aimed to access “live” engine data via smart assets, interfaces, and networks. Moreover, as this initiative was still quite new, they approached to estimate an engine’s running hours via satellite data from the automatic vessel identification system. This PhD project was another initiative to utilize data and advanced technology to enable more engine and customer lifecycle-based aftersales approaches.

4 Methodology

The following chapter describes first the action design research method that I used during this PhD project (Section 4.1). Afterward, Section 4.2 discusses design principles and how they were formulated during the ADR studies. Then Section 4.3 discusses what differentiates consulting, from design science research, and how design principles relate to design theory. And Section 4.4 describes the qualitative research method with which my co-authors and I conducted the AI Value Creation Study.

4.1 Action Design Research

I framed this PhD project as an action design research (ADR; Sein et al. 2011) program that consists of three ADR sub-studies and one qualitative interview study that informs the ADR
program. In each ADR study, we designed and implemented artifacts that belong to the overall class of AI system for customer-centric B2B aftersales decision support.

Sein et al. (2011) introduced the ADR method as an alternative to the design science research (DSR) methods by Hevner et al. (2004) and March and Smith (March and Smith 1995) that according to them focus too much on the sequential design and evaluation of IT artifacts, while largely neglecting socio-technical context. Based on the definition by Orlikowski and Iacono (2001), Sein et al. (2011) argue that one should understand IT artifacts as representations of the socio-technical relations that went into its construction:

This definition reflects a “technology as structure” view of the ensemble artifact, where structures of the organizational domain are inscribed into the artifact during its development and use […]. It accommodates designers’ building and organizational stakeholders’ shaping in a single definition, thereby softening the sharp distinction between development and use assumed in dominant DR thinking. (Sein et al. 2011, p. 38 citing Orlikowski and Iacono 2001)

Based on these arguments, they propose a method that consists of aspects of both artifact-focused DSR and context focused action research (AR; Baskerville and Wood-Harper 1996; Susman and Evered 1978). However, ADR is more than a combination of DSR and AR. In ADR, one starts with designing an initial theory ingrained solution in a DSR fashion but then intervenes with it into an organizational context (Sein et al. 2011), in reaction to the organizational shaping of the artifact, one continuously circles between design, intervention, evaluation, re-design. A traditional DSR study, on the other hand, usually stops at the conceptual design of an artifact and attempts to demonstrate and evaluate its utility with methods such as focus groups. Based on such evaluation, one then either starts a new conceptual design iteration or when it’s the evaluation was positive publish the results. While such forms of evaluation are possible in ADR too, the continuous evaluation in ADR is much more dynamic. When implementing a conceptually designed prototype of an information system in a real organizational context, for instance, it could turn out that the data quality is much worse than assumed, or that users do not accept and consequently use the system for
reasons that the designers did not anticipate. Such evaluations require immediate adjustments to the artifact design; otherwise, one might lose valuable momentum and, eventually, organizational support. Most likely, one would not get such feedback from demonstrating a prototype during a focus group session.

In concrete, the ADR method consists of four general stages and seven principles (Sein et al. 2011; see Figure 9).

The principles of practice-inspired research and theory-ingrained artifact are the fundaments of the problem formulation stage. The practice-inspired research principle is about perceiving practical field problems as opportunities for knowledge creation:
The intent of the ADR team should not be to solve the problem per se as a software engineer or a consultant might. Neither should it be only to intervene within the organizational context of the problem. Instead, the action design researcher should generate knowledge that can be applied to the class of problems that the specific problem exemplifies. (Sein et al. 2011, p. 40)

The *theory ingrained artifact* principle, in turn, emphasizes that ADR artifacts are theory-informed. Here, theory refers to Gregor’s (2006) five types of theory. In particular, ADR researchers can use theory “to structure the problem (...), to identify solution possibilities (...), and to guide the design” (Sein et al. 2011, p. 41). They note, however, that “this act of inscribing [...] results in only the initial design of the theory-ingrained artifact. It is then subjected to the organizational practice, providing the basis for cycles of intervention, evaluation, and further reshaping.” (p. 41)

Typical tasks in the problem formulation stage are (p. 41):

1. Identify and conceptualize the research opportunity
2. Formulate initial research questions
3. Cast the problem as an instance of a class of problems
4. Identify contributing theoretical bases and prior technology advances
5. Secure long-term organizational commitment
6. Set up roles and responsibilities

I have approached the problem formulation stages slightly different for each ADR study; however, on the more general level of the ADR program, they all follow a coherent approach. I have identified the field problem of costly and undifferentiated B2B aftersales service strategies due to a lack of customer-centricity. This allows low-cost competitors to threaten the potential gains of servitization and aftersales service focus. (Section 1). Also, researchers argue for the potentials of technology and particularly AI, but that guidance for practitioners in B2B contexts is sparse. I conceptualized this field problem as an opportunity to create knowledge about *how to design AI systems that support customer-centric aftersales processes and strategies*. While for the ADR sub-studies, I had to abstract and cast the problem as an instance of a class of problems, the overall ADR program was already on that abstract level. In the next step, I identified with
AI value-creation and industrial marketing literature contributing theoretical bases and particular with probabilistic models for customer-lifetime value estimations prior technological advances. Moreover, during the literature review in ADR Study 1, a knowledge gap became apparent. I addressed this gap with an AI value creation study that helped to structure the problem and to identify solution possibilities for the remaining two ADR studies. Moreover, I secured long-term organizational commitment with a research collaboration agreement, similar to a researcher-client agreement in AR (Davison et al. 2004), that the IT University of Copenhagen and MAN Energy Solutions set-up as part of the overall industrial PhD project. Finally, I set-up roles and responsibilities (see Figure 10). In general, during the design and implementation of all three AI systems (ADR studies 1-3), I was both the lead researcher and lead developer. While practitioners at MAN Energy Solutions were partly involved in the development and organizational support, they mostly contributed to domain knowledge and end-user feedback. Moreover, my supervisor and main co-author, Oliver Müller, was most of the time in the role of an external researcher that could help to structure and abstract the situated problems and solution designs at MAN Energy Solutions.

Figure 10. ADR roles (Sein et al. 2011)
The principles of reciprocal shaping, mutually influential roles, and authentic and concurrent evaluation are the fundamentals of the building, intervention, and evaluation stage (BIE; Sein et al. 2011).

The reciprocal shaping principle emphasizes the close interconnection of how an artifact shapes its environment after the intervention and how the environment in the following shapes the artifact. For example, “the ADR team may use its chosen design constructs to shape its interpretation of the organizational environment, use this increasing understanding of the organizational environment to influence the selection of design constructs, and/or interleave the two.” (Sein et al. 2011, p. 43)

The mutually influential roles principle emphasizes the shared learning that occurs when researchers bring their theoretical and technical knowledge, while the practitioners contribute with subject-matter knowledge and practice-based hypotheses derive from organizational work experiences (Sein et al. 2011). The researchers’ and practitioners’ contributions can both complement but also contest each other (Mathiassen 2002).

The authentic and concurrent evaluation principle is the crucial ADR differentiator from traditional stage-gate like DSR approach (see Hevner et al. 2004; Sein et al. 2011). In ADR, the evaluation of the alpha versions of artifacts (see Figure 11) is usually formative, while the evaluation of beta versions is summative, e.g., evaluating how effective the artifact was in solving the field problem (Sein et al. 2011). However, due to the “emerging” nature of ADR artifacts, “authenticity is a more important ingredient for ADR than controlled settings.” (p. 44) Remenyi and Sherwood-Smith (1999) describe formative evaluations as follows:

[w]hen systems analysts take their first glimpse at the information system supporting some departments activity they have very little knowledge of what the systems are and how the system work, but at the end of the first day they will have documented their analysis and the next day will present it to the department head who will jointly with the analyst evaluate the documented results. The analyst will express his or her impression of the system; the department head will endeavour to understand the
documented impression, both will have some issues to clarify and the understanding and perception of both parties will have evolved as a result of the exercise. The analysis and design process continues in this way and design decisions continue to be supported by this formative evaluation process. The formative evaluation process is further influenced by the objectives of the information systems development project. The systems analyst and head of department did not meet by chance. They were given terms of reference and systems objectives, and part of the formative evaluation process for both of them is to understand these terms of reference and systems objectives and then to evaluate their progress and design in the context of the objectives. (p. 24)

Figure 11 illustrates such a formative evaluation process that both acknowledges changing perceptions of the solution, but also changing perceptions of the design goals to achieve.

![Formative Evaluation Process Diagram](image)

Figure 11. A Formative Evaluation Process adapted from (Remenyi and Sherwood-Smith 1999)

In the BIE stage, typical tasks are (Sein et al. 2011, p. 43):

1. Discover initial knowledge-creation target
2. Select or customize BIE form
3. Execute BIE cycle(s)
4. Assess need for additional cycles, repeat
At the beginning of each ADR sub-study, we were defining design goals and constructed an initial alpha version of an IT artifact in close collaboration with practitioners and managerial stakeholders at MAN Energy Solutions. At this stage, “[e]arly designs and alpha versions serve[d] as lightweight interventions in a limited organizational context.” (Sein et al. 2011, p. 42)

In all our ADR sub-studies, we used a rather “IT-dominant BIE” form as we focused more on how the environment shaped the artifact and less on how the artifact shaped the environment (“organization-dominant BIE”; Sein et al. 2011) In an IT-dominant BIE form:

The emerging artifact, as well as the theories ingrained in it, are continuously instantiated and repeatedly tested through organizational intervention and subjected to participating members’ assumptions, expectations, and knowledge. This highly participatory process builds organizational commitment and guides the eventual design of the ensemble artifact. (Sein et al. 2011, p. 42)

Based on this, we executed the repeated BIE cycles until we evaluated our solution artifacts as satisfactory, which in concrete means that they met the agreed design goals and helped to solve the field problem.

The reflection and learning stage is about continuously abstracting the learnings from the situated design of IT artifact to the broader class of problems and solutions that this artifact belongs to (Sein et al. 2011). As Sein et al. (2011) put it: “[c]onscious reflection on the problem framing, the theories chosen, and the emerging ensemble is critical to ensure that contributions to knowledge are identified.” (p. 44). The principle of guided emergence is the fundament of this stage. The principle emphasizes that the eventual ensemble artifact will not only consist of traits of the initial theory-inscribed solution design but also of the interactions with the organization and the authentic and concurrent evaluation. When comparing the initial solution design and the final design of the ensemble artifact, one should expect “substantial changes” or “mutations” rather than “trivial fixes” (Sein et al. 2011, citing Walls et al. 1992 and Gregor and Iivari 2007). According to Sein et al. (2011), “[a]nticipated as well as unanticipated consequences prompt
these refinements during the BIE iterations, which provide an opportunity for the ADR team to generate and evolve design principles throughout the process.” (p. 44)

In the reflection and learning stage, typical tasks are (Sein et al. 2011, p. 44):

1. Reflect on the design and redesign during the project
2. Evaluate adherence to principles
3. Analyze intervention results according to stated goals

In our three ADR sub-studies, we continuously reflected on the design and redesign and conceptualized initial, emerging, and the final design principles with the help of a “coding” logbook. In general, we had access to large amounts of data. First of all, we had access to MAN Energy Solutions transactional aftersales services systems and databases. Also, we had access to many documents, such as process descriptions, slideshows about many strategic decisions and initiatives, standards and policy documents, etc. Moreover, we could participate in many workshops and events that were related to the companies aftersales service and digital strategies. Most of all, to evaluate and refine our artifacts, we conducted regular development meetings and presentations with key stakeholders such as managers and end-users. From such encounters, we wrote rich observational notes, following an approach similar to what Baskerville and Myers (2015) call “design ethnography.” In contrast to anthropological ethnography: “[d]esign ethnography is where the researcher goes beyond observation and actively engages with people in the field.” (Baskerville and Myers 2015)

Moreover, we evaluated adherence to principles. However, we focused less on whether a selected theory failed or succeeded in predicting anticipated consequences, but rather on which design principles contributed most to fulfilling the design goals and solving the field problems. This is because our design principles are targeted at practitioners and researchers trying to design effective AI systems for customer-centric B2B aftersales decision support and not at the researchers that developed the theories which inform our design principles.

In the formalization of learning stage, one develops more general theoretical concepts, based on the situated learnings from designing an IT ensemble artifact, that address a whole class of
problems and solutions. The principle of *generalized outcomes* is the basis of this stage. In particular, Sein et al. (2011, p. 44) propose three levels of generalization:

The first level consists of casting the original problem as an instance of a class (following the foundation laid in Principle 1). The second level entails reconceptualizing the specific solution instance into a class of solutions because an ADR effort will result in a highly organization-specific solution. The third level requires reconceptualizing the learning from the specific solution instance into design principles for a class of solutions.

In this stage, the typical tasks are (Sein et al. 2011, p. 45):

1. Abstract the learning into concepts for a class of field problems
2. Share outcomes and assessment with practitioners
3. Articulate outcomes as design principles
4. Articulate learning in light of theories selected
5. Formalize results for dissemination

In the different ADR sub-studies, we abstracted the learning to different classes of field problems, however, for all artifacts and design principles, the overall class of field problems is underutilization of servitization and B2B aftersales service potentials. We have shared our outcomes with practitioners, while some practitioners with a strong analytical focus were interested in the theoretical contributions as well, most practitioners were mostly interested in the implemented systems and their performance. Our main theoretical contribution was the development and formalization of design principles, while we, as mentioned before, focused less on testing or extending the theories that informed them.

4.2 Design Principles

Van Aken (2004) calls for “prescription-driven” rather than “description-driven” research to help managers in solving actual field problems. For her, prescription-driven research produces in “management theory” based on so-called “technological rules” that are of a heuristic nature, while description-driven research develops “organization theory.” She defines a technological rule as “a chunk of general knowledge, linking an intervention or artefact with a desired
outcome or performance in a certain field of application” (p. 228) Such rules are closely related to design principles in IS design science research (IS-DSR; Gregor et al. 2020). While most design science researchers acknowledge the importance of design principles, some researchers do not perceive them as design theory (or parts of it). Instead, they refer to them as constructs or methods that accompany the designed artifacts (e.g., Hevner et al. 2004; March and Smith 1995). Gregor and Jones (Gregor and Jones 2007), on the other hand, see design principles, and other constructs, methods, or models as “components” of theory.

Researchers develop design principles to transfer knowledge that is broader than the description of the situated implementation of IT artifacts (Gregor and Hevner 2013; Gregor and Jones 2007; Kruse et al. 2015; Seidel et al. 2018) In a design science research paper, researchers can present design principles in the discussion section or a specific design principles section. This way, readers are supported by explicitly formulating the prescriptive guidelines that they otherwise would have to deduce from the description of the artifact (Kruse et al. 2015).

Researchers should formulate design principles concisely so that designers can follow them easily (Kruse et al. 2015). Gregor and Jones (2007) argue based on Popper’s theory of three worlds (Popper 2002) that both material artifacts (physically existing things), abstract artifacts (e.g., descriptions of methods, or theories) and subjective understandings of such artifacts exist. Following this, one can then develop and formalize design principles based on subjective impressions from observing and interacting with material artifacts or by deducing design principles from abstract artifacts (Gregor and Jones 2007; Kruse et al. 2015; Shirley et al. 2013). According to Kruse et al. (2015, p. 4040), “[d]esign principles interpret descriptive, explanatory, and predictive knowledge—which can be referred to as the kernel theory—into something that can be used in the practice of building purposeful IS artifacts.”

Besides their usefulness in transferring prescriptive design knowledge, design principles allow generalizing design knowledge from the situated implementation of IS artifacts to a broader class of problems and solutions (Gregor and Hevner 2013; Kruse et al. 2015). In addition to this, they are a key component of more mature design theory (Gregor and Jones 2007).
argue that design principles are what differentiates design science research from the practice of design (Iivari 2007; Kruse et al. 2015).

Kruse et al. (2015, p. 4042-4043) empirically identified three types of design principles: “action oriented design principles” that prescribe what an artifact should allow its user to do, “materiality oriented design principles” that prescribe what features an artifact should have, and “action and materiality oriented design principles” that prescribe what an artifact should allow its user to do via a particular feature. The third type, therefore, combines the two preceding types. However, Kruse et al. (2015) noted that such types of design principles sometimes suffer from imprecise and inconsistent formulations. In reaction to this imprecision, they present a formulation template for design principles. The template suggests that one should formulate design principles in terms of how the features of an artifact (“material properties”) allow its users to perform particular actions in the presence of specific “boundary conditions” (Kruse et al. 2015, p. 4044).

In the three ADR sub-studies and the corresponding papers, we followed this template, however, not strictly. We formulated the material properties, for instance, less descriptive and more imperative targeted toward a particular designer, e.g., a data scientist, and a recipient. For instance, when following the template strictly, we could have stated, “the artifact should contain traces of domain knowledge [, the material property,] to allow managers [, the recipient,] to accept the artifact [, the action].” However, we stated, “incorporate domain knowledge [, the imperative towards a designer to add a material property,] into the data-driven decision-making process [, the artifact,] to encourage acceptance [, the action,] by managers [, the recipient].” Moreover, instead of on the actions that a material property enables, we sometimes focused on the effects or outcomes that the features shall cause. For instance: “schedule regular management presentations [, the imperative towards a designer to add a material property,] to increase data scientists’ [, the recipients,] need for justification [, the effect or outcome].”

4.3 Consulting, Design Principles, and Design Theory
Information systems research (IS) is about effectively designing, delivering, and using information technology, but also about the evaluation of its organizational and societal impact (Avison and Fitzgerald 1995). IS uniquely differentiates itself from other fields in its focus on artifact design and uses in socio-technical systems (Gregor 2002). It is, therefore, a discipline that concerns both the creation of knowledge about physical artifacts and behavioral phenomena (Gregor 2002). Here, the term artifact generally refers to human-made, and thus, artificial things (Simon 2019). While IS researchers have traditionally focused on developing descriptive, explanatory, and predictive theories about IT-based artifacts (Gregor 2006), an increasing amount of IS research shifts the focus towards the development of prescriptive theory about how to design such artifacts (Gregor and Jones 2007).

Such design theory is an alternative to the traditional descriptive, explanatory, and predictive theory types (Gregor, 2006). Design theory is, according to Gregor (2002), “a normative or prescriptive type of theory – it gives guidelines or principles that can be followed in practice.” This prescriptive “how-to” aspect is what uniquely differentiates design theory from other types of theory: “[Design theories] give explicit prescriptions on how to design and develop an artifact, whether it is a technological product or a managerial intervention.” (Gregor and Jones, 2007, P. 313)

Cook and Campbell (1979, p. 28) articulated the need for design theories (“recipes”) in the social sciences:

Knowledge of causal manipulanda, even the tentative, partial and probabilistic knowledge of which we are capable, can help improve social life. What policy makers and individual citizens seem to want from science are recipes that can be followed and that usually lead to desired positive effects, even if understanding of the micromediational processes is only partial and the positive effects are not invariably brought about.

Due to its pragmatic appeal, researchers condemned design research to be unscientific and easy to confuse with consulting work (Kasanen and Lukka 1993). However, as Gregor (2002, p. 18)
argues based on the design theory presented by Markus et al. (2002): “[Design theory] consists of general principles to solve a class of business problems, rather than a unique set of system features to solve a unique business problem. [This] abstraction and generalization […] distinguishes [design research] from what would occur in consulting.”

A further distinction of design research from consulting is the use of kernel theories (Walls et al. 1992) and justificatory knowledge (Gregor and Jones 2007). Kernel theories are reference theories that inform the design of artifacts or help to explain and justify their practical utility. They often come from disciplines outside of IS, such as the natural sciences or social sciences. Kernel theories are a form of justificatory knowledge, but they are broader, including also the experienced-based tacit knowledge of practitioners (Gregor and Jones 2007).

According to Merton (1968), design theories are mid-range theories that

“lie between the minor but necessary working hypotheses that evolve in abundance during data-to-day research and the all-inclusive systematic efforts to develop a unified theory that will explain all the observed uniformities of social behavior, social organization, and social change [, grand theory].”

Merton (1968) and Cook and Campbell (1979) emphasize that applied fields like IS or IT should focus on such mid-range theories.

The concept of artifacts in design science can appear fuzzy. This may be due to the fact that some types of design theory, e.g., development methods, can also be regarded as artifacts (Gregor and Hevner 2013). Goldkuhl (2002) proposes a rather strict definition of artifacts: “an artefact […] is used to perform material acts by virtue of its material properties.” (p. 4) Gregor and Hevner (2013), on the other hand, give a loser definition: “the term artifact is used […] to refer to a thing that has, or can be transformed into a material existence as an artificially made object (e.g., model instantiation) or process (e.g., method, software).” (p. 341)
Following this definition, a theory is different from an artifact in so far as it embodies knowledge that goes beyond “the description of a materially existing artifact.” (Gregor and Hevner 2013, p. 341)

Gregor and Hevner (2013) discuss three different abstraction levels of design science knowledge contributions:

1. situated implementations of artifacts (no theory),
2. nascent design theory (components of theory), and
3. well-developed design theory about embedded phenomena (full-blown theory; see also Gregor and Jones, 2007).

Gregor et al. (2020) argue that design principles in the form of prescriptive statements are the necessary, and most distinctive, but not the sufficient condition for design theory. Different views on the constituting elements of design theory exist, of which Walls et al. (1992) and Gregor and Jones (2007) are examples. While they are different in some points, they have some commonalities. Both of them state that a design theory should present at least:

1. A description of the goals and the class of systems that the design theory aims at
2. Design Principles in some form
3. Falsifiable propositional statements
4. Justificatory knowledge or kernel theory
5. The description of an implementation method

Furthermore, Gregor and Jones (2007) specify: “[a]s the word ‘design’ is both a noun and a verb, a theory can be about both the principles underlying the form of the design and also about the act of implementing the design in the real world (an intervention).” (p. 322)

### 4.4 Qualitative Research

To achieve research goal 4, jointly started a study of AI value creation mechanisms along the data-to-insight-to-action-to-value path (see Sharma et al. 2014). For this study, we followed an exploratory design based on semi-structured interviews and analyzed the data qualitatively.
We conducted two rounds of data collection. During the first round from October 2018 to January 2020, we interviewed 40 data scientists to get their retrospective accounts and bottom-up inside views (Plastino and Purdy 2018) from designing and implementing 57 organizational applications of AI, while they were specialized differently, their main specialization was implementing machine learning algorithms. During this study, we gave our “informants” an “extraordinary voice” (Gioia et al. 2013, p. 26) as we treated them like “knowledgeable agents” that “know what they are trying to do and can explain their thoughts, intentions, and actions.” (Gioia et al. 2013, p. 17) During the interviews, we started by asking our informants how they approached value creation with their applications of AI and in particular, how they approach turning from questions to the data or from data to questions, form data to knowledge, from knowledge to decisions, and from decisions to actions (Sharma et al. 2014; Thiess and Müller 2021). However, with the help of a logbook, we adjusted our interview guide based on our theorizing based on the informant’s accounts (Gioia et al. 2013). Here we focused on their perception of value contributing mechanisms, enablers, and value diminishing challenges. The interviews are, on average, 50 minutes long. We transcribed the recorded interviews in more than 600 pages.

Between January and June 2020, we conducted a second data collection round that focused on the validation of our findings. In particular, we held a focus-group workshop with 13 informants (seven earlier informants, and six new). During the workshop, we presented our findings and asked them to discuss and reflect upon them based on their field experiences. Moreover, we got substantial written feedback on the findings from ten informants.

During the study, we conducted two different overall analyses that resulted in two different papers (Paper 1 and Paper 2). In the first analysis, we stayed closer to the original interview guide and, based on this, conceptualized an AI value creation process along with seven critical challenges in each sub-stage of the process. In the second analysis, we re-adjusted the initial research guide more vividly, which resulted in the conceptualization of AI value creation mechanisms, corresponding AI system types, and necessary but not sufficient conditions for implementing them. Moreover, during the analysis, we focused on how firms shift between the
different value creation mechanism in response to changed objectives but mainly due to matches and mismatches in the conditions.

Our data analysis followed Gioia et al. (2013) as we analyzed the data in several rounds, of which the first resulted in a large number of open codes that are close to the original in vivo formulations of the informants. In later rounds, we used our experience and theoretical knowledge to condense our emerging concepts into themes and dimensions. Here, we tried to let the themes and dimensions emerge from the open codes and not to force them into pre-existing frames. Figure 12 shows an example of our coding for the value creation mechanism analysis.

Figure 12. From raw data over open codes to themes and dimensions

5 Summary of Results

The chapter summarizes the findings from the different studies that this PhD thesis encompasses. Figure 13 illustrates how the behavioral AI value creation study informed the ADR program. We identified the need for this behavioral study during the literature search for...
ADR Study 1. For this ADR study, the AI value creation process mostly informed the further development of a method for data-driven lead generation (based on AI System 1) that we published in Paper 4. For ADR Study 2, the behavioral research results informed the search for justificatory knowledge about its interpretability features and design principles. For ADR Study 3, the AI value creation study informed the problem formulation, the initial solution design, and the search for justificatory knowledge.

5.1 AI Value Creation Study
This study resulted in two papers, Paper I and Paper II. Paper I presents a conceptualization of the AI value creation process along with critical challenges in its sub-stages. Moreover, it suggests a selection of enablers to address the challenges. Paper II presents a conceptualization of AI value creation mechanisms along with a description of how firms shift through such mechanisms due to the match or mismatch of necessary but not sufficient conditions for realizing their value propositions.

5.1.1 Challenges Along the AI Value Creation Process
Figure 14 shows a conceptualization of the AI value creation process. The process consists of phases for planning, developing, and operating AI processes. An AI process is a decision making process that an AI system supports or fully executes. It involves sensing or collecting data, turning data to knowledge with the help of machine learning algorithms, turning knowledge to decisions by representing the knowledge in a user-friendly way via user interfaces, or by automatically making decisions with the help of artificial choice models (utility functions or optimizations). The Decisions to Actions phase is about implementing decisions into physical interventions into the environment in the form of human or machine actors.

The planning phase is concerned with problem definition, the initial design of AI solutions, project management activities, and overall project governance. The planning phase reflects the need for dynamic readjustments to initial project plans due to the high outcome uncertainty involved in developing and implementing advanced AI solutions. Therefore, it is continuous and runs in parallel to development, AI process execution, and operations. The development phase is closely connected to the planning phase and involves such as constructing databases, data pipelines, machine learning models, user interfaces, or interfaces to transactional systems. Moreover, it often involves the development of prototypes used to seek management buy-in for proceeding to integrate an AI system with an organization’s IT architecture. The operations phase is about continuously monitoring the AI process’ performance and, based on that, to improve it or, when necessary, to repair it.
As indicated in Figure 14 with a capital C, we identified critical challenges for each phase of the AI value creation process. C1 is called Inflated Management Expectations and about managers that assume that one can automate all kinds of knowledge with AI similarly to how one can automate less knowledge-intensive work with technology. Another instance of this challenge is managers that "think big" and want to go for "moonshot" projects right away. Instead, in the planning phase, one should rather assess whether a task is suitable for AI; in some cases, engage a consultancy or an analytics vendor, or conduct AI pilot projects first.

C2 refers to Managing AI Projects like Traditional IT Projects. It is about managers that neglect the inherent outcome uncertainty of AI projects, and, due to this, expect data scientists to deliver results and "quick-wins continuously." Another instance of this is that data scientists feel stressed and pressured to draw conclusions early and report intermediate findings without feeling sure about them. To avoid this, one needs managers with good AI skills that are able to realistically assess the potentials of AI projects, set appropriate KPIs, and understand how much effort it takes data scientists to create credible insights and stable AI systems. Moreover, data scientists can help to make managers more AI savvy by communicating their AI related work processes well.
C3 refers to Data Availability and Quality. This challenge is about the lack of appropriate training data. Even if companies nowadays have access to big data, it does not equate high-quality data. Moreover, even after often spending more than 80% of their work time on data processing and feature engineering, it can be hard to find the "signal" in the "noise." A remedy could be to collect new, high-quality data in the field, e.g., via sensors, or by using Amazon Mechanical Turk for data labeling. Also, a company-wide data culture helps to assure a higher quality, e.g., by making users of transactional systems aware that the data they enter is an asset that can be fortified via AI systems and processes.

C4 (Interpretability) refers to the problems for user understanding, acceptance, and learning that are caused by the black-boxed ways in which many machine learning algorithms train models. In the case of the Random Forest algorithm (Breiman 2001a), for instance, one cannot access the rules based on which a model makes predictions. While this is possible for traditional decision tree-based models, Random Forest is based on an ensemble approach in which the algorithm averages the predictions of many slightly different decision trees. This lack of interpretability creates a situation in which only the AI system learns but not its human developers and end-users. Potential solutions to this problem are algorithms such as linear and logistic regression, but also decision trees that are intrinsically interpretable fit a function of beta coefficients that enable humans to even predict with them with pen and paper. The downside of these models is, however, that they are less accurate. Due to this, researchers started to develop post-hoc explainability methods (Scott M. Lundberg et al. 2018; Lundberg and S.-I. Lee 2017; Lundberg and S. I. Lee 2017; Ribeiro et al. 2016a, 2016b) basically use the trained machine learning model for input-output simulations to estimate its underlying rules.

C5, Causality, refers to the challenge that is caused by the fact that people tend to confuse that association does not equal causation. Associational analyses often suffer from spurious correlations that are resulting from confounding variables that both affect the features, and the target variable of a machine learning model (see Pearl and Mackenzie 2018). To approach this challenge, randomized controlled trials (Cochrane 1972), and other quasi-experimental methods to causal inference (Cook et al. 1979; Varian 2016) can cope with many of such issues. However,
such analyses have the aim to "explain" rather than "predict" (Shmueli 2010). Nevertheless, for predictive analyses, causal modeling techniques that use diagrams and data scientists’ subject-matter knowledge to uncover confounders and potentially control for or condition on them can improve the validity of predictive models too.

C6, Missing Link to Transactional Systems and Processes, refers to situations in which it is, for technical, organizational, or legal reasons, hard or not possible at all to feed the knowledge that AI systems create back into the transactional systems based on which most of the organizational processes rely. As a result of this difficulty in accessing the AI-system-generated-knowledge, employees may simply ignore them. In such situations, robotic process automation can help to connect unconnected systems manually. However, they need to be developed, maintained, and operated too. Also, optimization algorithms that output not only knowledge, e.g., by scoring a set of alternatives, but make decisions (choosing the best alternative), can potentially “[make] it harder for decision makers to avoid using analytics - which is usually a good thing.” (Davenport 2013)

C7, Dynamic Environments, refers to the challenge that arises when the performance of AI systems diminishes, due to, e.g., unnoticed changes in the input data, or cases in which the system was implemented by a consultancy, however, once they implemented the AI system, there were no employees that could adjust or retrain the model. A potential way to deal in particular with input data related changes are machine learning operations that can entail monitoring the performance of AI systems continuously so that one can intervene and repair or improve the system when one observes a drastic drop in predictive performance.

5.1.2 Shifting AI Value Creation Mechanisms
As the second main result of this behavioral study, we identified three value creation mechanisms. To create value through AI Value Creation Mechanism 1, Knowledge Creation, organizations develop and implement knowledge creation AI systems that one often uses in data-intensive research projects. Such systems deploy machine learning algorithms to create new knowledge in the form of patterns and rules. The value target of such systems is organizational knowing (Shollo and Galliers 2016). Common types of machine learning that
these systems use are hypothesis testing, unsupervised clustering approaches, simulation, and causal inference. Usually, knowledge creation systems support non-programmable decisions on a tactical and strategic level. For such systems, both the decision-maker and action taker are typically humans.

AI Value Mechanism 2, Task Augmentation, one approaches with task augmentation systems, such systems train supervised machine learning models via a variety of algorithms such as random forest (Breiman 2001) or neural networks (Bishop 1995). A task augmentation system makes predictions on unseen data based on the rules and patterns that the trained model learned on old data. The predictions generated by these systems support human decision-makers in executing a programmed task on a tactical and operational level. We differentiate two task augmentation sub-types, low- and high discretion systems. The outputs of a high-discretion task augmentation system leave some room for human influence on the eventual decision about what particular course of action one should take. Low-discretion augmentation systems, however, commonly use a decision function that already makes the decision about what alternative course of action one should take, leaving human decision-makers only with the choice to accept or reject the decision that the system made. Also, in some cases, humans are in the loop only to control and make sure that the system works error-free, in situations where the trust in such systems is low, or one has to meet certain legal requirements.

AI Value Mechanism 3, Process Automation, one achieves with AI process automation systems. Their value targets are increased productivity through process exploitation, but also creating new value offerings through intelligent products and services, e.g., smart chatbots. The main outputs of such systems are prescriptions as they utilize machine learning models to make predictions and scores about alternative decision options and use decision functions to find the best option. However, in contrast to the other system types, they do not support human decision making tasks directly. Instead, the prescriptions that AI system generates instruct via interfaces machine action takers, in executing operational processes fully automatic. See Figure 15 for an overview of the AI system types.
Moreover, we found that organizations shift between AI value creation mechanisms. Such shift, we explain with a match or mismatch of necessary but not sufficient conditions for the configurations of each value creation mechanism (see Figure 16). In one application of AI, for instance, a large jewelry retailer had already successfully implemented a process automation system for their online advertising. However, due to the outbreak of the Covid-19 pandemic, the assumptions, and rules that the underlying model was based upon did not explain customer behavior well-enough anymore to create accurate predictions. This unstable environment required them to re-assess the situation, and they started again with a data-intensive research project that was based on data from countries that the pandemic hit first. Based on the increased understanding of the situation and learnings from the data-intensive research project, they trained a new predictive model that supported a human decision making task-force to bring their online marketing back on an acceptable level. Eventually, when the environment is more stable again, they want to turn the high-discretion task augmentation system into a process automation system again. Figure 17 illustrates this reconfiguration of AI value creation mechanisms (project 56).
Figure 16. AI value creation mechanisms and their necessary but not sufficient conditions

Figure 17. Selected reconfigurations

5.2 ADR Study 1: Data-driven Lead Generation

5.2.1 Problem Formulation
In reaction to an increasingly challenging market, MAN Energy Solutions had recently implemented a new customer relationship management system to support the transformation towards a customer-centric and pro-active aftersales approach. However, we diagnosed that the system was under-used due to a lack of pro-active work practices. We identified this field problem as a research opportunity to investigate:
How can AI systems enable proactive customer relationship management processes?

We structured our problem formulation and solution design with the data-to-insight-to-value conceptualization by Sharma et al. (2014). Especially, we searched the literature for common challenges in data-driven value creation. Moreover, the ML model development was guided by the cross-industry standard process for data mining (CRISP-DM; Shearer et al. 2000). Also, the information-decision-insights-supervision framework by Dearden (2001) guided the partially automated features of our solution artifact.

Throughout the cycles of building, intervention, and evaluation, the problem formulation, but especially the latent solution design, was shaped and informed by different theories that helped us explain and/or solve unanticipated problems and solutions. The theory of Occam’s Razor that says: “Given two explanations of the data, all other things being equal, the simpler explanation is preferable” (Haussler and Warmuth 1987), informed our design decision of moving from a highly complex and uncertain data-driven machine learning approach to a well-established approach to machine learning that is grounded in marketing theory (see Platzer and Reutterer 2016 and DP 1-3). Also, the No-free Lunch Theorems (Wolpert and Macready 1996), that implies that there is no one algorithm that is best for all problems helped us to explain why in spite of using a generally well-performing algorithm such as random forest (Breiman 2001a), we could not reach a satisfying performance.

Moreover, we used arguments by Watson (2014) and LaValle et al. (2011), who argue that firms should use analytics to prescribe action, to justify our idea of formulating leads when presented to sales professionals prescriptively (see DP4).

Also, we used 3-Gap Framework by Kayande et al. (2009) to explain how complexity reduction, e.g., when following Occam’s razor, affects comprehensibility, and acceptance (see DP2-3), and we used Hollander et al. (1973) to explain and justify the effects that we observed when incorporating domain knowledge into the system.

5.2.2 Building, Intervention, and Evaluation of Solution Artifacts

2 In the paper, we talked about data-driven decision making as defined in Section 2.1
The concrete design goal was:

To construct a system for generating personalized and data-driven aftersales service leads by utilizing AI technology and customer-life-cycle data

In reaction to this, throughout many BIE cycles, we developed the Data-driven Lead Generation method and a situated implementation of the respective AI system. We formalized its third main iteration (see Figure 18 and Thiess and Müller 2018) based on a concrete implementation of a data-driven lead generation system for shipowner changes at MAN Energy Solutions. The system utilizes internal transactional data as well as external databases of ship metadata. The system executed monthly. Here, a lookup algorithm compared the shipowner data column of the most current version of an external database with a saved version of the database from the month before. If it detected deviations in the shipowner data column, it assumed that the owner of a ship had changed. Such an owner change constituted a lead event. To be able to prioritize such lead events, we calculated customer lifetime values with the help of hierarchical Bayesian probability models (Fader and Hardie 2009; Platzer and Reutterer 2016) for each customer (shipowner). This allowed sales professionals to select and reach-out only to the customers with the highest future customer lifetime values as reaching-out to a customer that has a very low customer lifetime value, and has, thus, probably churned, can be a waste of scarce resources. Moreover, the system created additional descriptive reports of relevant sales and metadata that we attached to the lead object in the customer relationship management system were the system assigned it to a sales professional.

In our second publication about this ADR study (Thiess and Müller 2021), informed by the AI Value Creation Study (see Section 5.1), we abstracted the Data-driven Lead Generation method further and changed its representation by, e.g., integrating it with parts of the AI Value Creation process and adding guiding questions and into each stage (see Figure 19).
Figure 18. Data-driven lead-generation artifact after the third iteration

Figure 19. The final data-driven lead generation artifact
In our instantiation of the data-driven lead generation method, we calculated customer lifetime values via so-called buy-till-you-die models that belong to the class of hierarchical Bayesian probabilistic models (Fader and Hardie 2009; Platzer and Reutterer 2016). From this model family, we eventually selected the Pareto/GGG model by Platzer and Reutterer (2016), which showed the lowest error rates and allowed us to incorporate purchasing regularity parameters into the model. The model makes predictions by simulating posterior probability distributions of being active and alive in the future for each customer. Her, we used an additional Gamma-Gamma model, as described by Fader and Hardie (2013).

During the many BIE cycles, we evaluated the artifacts continuously, e.g., based on structural, functional, and usability related factors. The main criterion, though, was effectiveness (did the artifact achieve its goals?). We evaluated the method mostly by demonstrating the effectiveness of the implemented data-driven lead generation system at MAN Energy Solutions. We could demonstrate that the systems created data-driven leads that sales professionals used at MAN Energy Solutions. In particular, they used the leads to approach high potential customers with personalized offers based on their interaction history. When we started the project, sales and marketing were mostly reactive (e.g., a customer requested overhaul and spare parts services after an engine breakdown) and with the data-driven lead generation, we could effectively demonstrate how to utilize the new customer relationship system better and to create pro-active and customer-centric aftersales service processes.

5.2.3 Reflection, Learning, and Formalization of Design Principles
We developed a set of design principles that we abstracted to the broader class of systems for data-driven decision making. However, this broader class contains the narrower class of AI systems for B2B aftersales decision support.

**DP1: Theory-driven modeling – Given a lack of proof-of-concept, use theory-based models instead of data-driven machine learning algorithms to achieve concrete results.**

We designed the initial iteration of the data-driven lead generation method around data-driven machine learning algorithms like gradient boosted trees (Breiman 1997; Friedman 2001, 2002).
At this point, the goal was to create leads by predicting when the next major overhaul of a ship engine was due. However, we soon realized that the approach was complex, and the data was not sufficient (see Haussler and Warmuth 1987; Wolpert and Macready 1996), and most importantly, we lacked theoretical guidance as no one else had ever made this approach either in theory or practice. We realized that the project had a high risk of failure due to its high outcome uncertainty. So eventually, we decided to discontinue the approach, leaving us without a concrete solution for the field problem.

In the following, we looked into the scientific marketing literature to find suitable, and well-described approaches for creating and or prioritizing sales leads at MAN Energy Solutions. Here, we selected a probabilistic hierarchical Bayes approach to predict customers’ future purchasing behavior and to calculate customer lifetime values (Fader and Hardie 2009; Platzer and Reutterer 2016). The method was based on well-theorized and proven parametric assumptions about the model input and outputs, and, thereby, allowed us to reduce the outcome uncertainty. Finally, we designed and instantiated the data-driven lead generation method around this approach. We concluded that when there is high outcome uncertainty, due to the lack of proof-of-concept, data scientists should choose established theory-based models to achieve concrete results with high certainty.

DP2: Comprehensibility – Limit models’ complexity to gain support from managers.

According to Gregor and Benbasat (Gregor and Benbasat 1999), the comprehensibility of decision support systems plays a major role in technology acceptance. Our initial black-boxed machine learning-based lead generation approach was not well-received by managers and other relevant stakeholders. We observed that they struggled to understand the inner working of the model. This was due to the high complexity involved, e.g., using a large amount of data with many different variables as input for a black-boxed ML algorithm in an approach for which no theoretical or practical guidance existed.

In contrast to that, the eventually implemented BTYD models for calculating CLVs (Fader and Hardie 2009; Platzer and Reutterer 2016) were much better perceived. While they are still
complex due to the Bayesian estimation procedure, we observed that stakeholders were much more accepting of them. We explain this by their simple overall structure that requires only three factors to calculate CLVs: the time of a customer’s last transaction (recency), the total number of a customer’s purchases (frequency), and the monetary value of purchases.

**DP3: Domain Knowledge – Incorporate domain knowledge into the data-driven decision-making process to encourage acceptance by managers.**

We incorporated different forms of domain knowledge into the data-driven decision making process that the instantiation of data-lead generation method enables. First, we reached out to domain experts to investigate what events surrounding the customer and ship engine-lifecycle in MAN Energy Solution’s aftersales could determine a potential lead. Then we operationalized this knowledge in the form of explicit business rules like “If the owner of a ship changes, generate a lead and assign it to the responsible sales professional.” Moreover, the buy-til-you-die modeling approach that we choose to calculate customer lifetime values allowed us to incorporate informative prior parameters that one can adjust based on domain knowledge. We justify our approach by referring to Hollander et al. (1973). They argue that letting stakeholders participate in problem-solving (in our case by inscribing their knowledge into an IT artifact), should increase their acceptance towards the approach.

**DP4: Actionability – Provide actionable insights instead of quantitative reports to increase use by decision-makers.**

LaValle et al. (2011) show that many applications of AI systems lack prescriptions for concrete actions to their users. Practitioners of the business intelligence department at MAN Energy Solutions were mentioning early on that those applications that supported or improved an already existing business process were much more frequently used than those for which they tried to build a new business process around it. Based on this insight, we decided to display data-driven leads into the newsfeed of the customer relationship management system instead of building a new interface. Then, if sales professionals clicked on the lead, they got a clear prescription of what to do, like contacting a particular customer because the ownership structure of one of its vessels changed. In addition to that, we attached reports of key customer and vessel metrics directly to the lead object in the customer relationship management system.
This way, sales professionals had all the necessary information at their fingertips and could take action on the prescribed lead immediately. Thereby, the system “makes it harder for decision-makers to avoid using analytics—which is usually a good thing.” (Davenport 2013)

5.3 ADR study 2: Sales Win-propensity Prediction

5.3.1 Problem Formulation
MAN Energy Solution wanted to increase its conversion rate of aftersales service quotations into sales orders. In aftersales, one usually first receives a request for a quotation based on which the OEM prepares a sales quotation by checking material availability, prices, and potential discounts. As it is not unusual that customers request a sales quotation from several competing OEMs, one needs to actively follow-up and engage with the customers to improve the win-propensity. This follow-up process is, however, resource-intensive, and in some cases, the probability of converting such a sales quotation into a sales order is low.

We identified this situation as a research opportunity to investigate:

*How to design AI systems that support resource allocation decisions in aftersales quotation follow-up and help to increase the conversion rate?*

The general body of knowledge about supervised machine learning informed our initial solution design and, in particular, theory about logistic regression (e.g., Friedman et al. 2001) and ensemble decision tree-based approaches (Breiman 2001a). Moreover, the AI Value Creation study structured and guided our theory search.

Throughout the cycles of building, intervention, and evaluation, the problem formulation, but especially the latent solution design, was shaped and informed by different theories that helped us explain and/or solve unanticipated problems and solutions. Theories of AI acceptance and explainability (e.g., Gregor and Benbasat 1999; Kayande et al. 2009; Lundberg and S. I. Lee 2017; Martens and Provost 2014) helped us to design and explain local-contrastive features (DP1) into the AI system. Based on such theories in combination with theories on accountability (e.g., Lerner and Tetlock 1999) and causality (e.g., Wheelwright et al. 1998), we built related features for global explainability, accountability, and causality (DP7-8 and DP10) into the AI
system. Moreover, theory on data representation (e.g., Larkin and Simon 1987; Miller 1956) guided and justified us in display only a selection of model explanations (DP6), while cognitive decision making theory informed our knowledge representation more generally (e.g., Thaler and Sunstein 2009).

5.3.2 Building, Intervention, and Evaluation of Solution Artifacts
The concrete design goal was to construct a system that can predict the win-propensity of an open aftersales quotation based on transactional and customer data. Such an approach would allow firms to focus resource allocations in personalized quotation-follow up on high-potential customers.

After many BIE cycles, we designed and implemented a system that is based on the lightGBM, a highly efficient gradient boosting machines algorithm (Ke et al. 2017), a second-level model of quotation age, and SHapley Additive exPlanations (Scott M Lundberg et al. 2018; Lundberg and S. I. Lee 2017; see Figure 20).

![Implemented back-end process](image)

Figure 20. Implemented back-end process

To address the challenge that the win-propensity of an open quotation decreases over time, we incorporated a second level probability model of quotation age. Here, we use a probability density function that represents the historical distribution of converted quotes with the percent of converted quotes on the y-axis and the number of days from open quote to conversion on the x-axis. We then decay the raw win-propensity predictions by the second-level probabilities. Then, we display both scores in the user interface.
In addition, we implemented a version of the SHapley Additive exPlanations algorithm (Scott M. Lundberg et al. 2018; Lundberg and S.-I. Lee 2017; Lundberg and S. I. Lee 2017) that utilizes a concept stemming from game-theory in which one attempts to determine the marginal contribution of one player to the success of the whole team. This approach was reused to determine the marginal contribution of one variable to the overall prediction. The SHapley Additive exPlanations algorithm enables local-level explanations (Shapley values), which means that one can display for each prediction, the top contributing variables (see Figure 21). Moreover, one can take the average of local Shapley values to gain more global insights into how the model works, and what variables drive the sales conversion process.

![Figure 21. Local instance-level SHAP explanation (blurred for confidentiality reasons)](image)

Next to the artifacts, we formalized an implementation method (see Figure 22) by reflecting on the BIE cycles during this ADR project. The method guides others on a general level to implement similar systems in organizational contexts.
We evaluated the artifact continuously in terms of structural, functional, and usability related features. However, the main evaluation criterion was effectiveness. The feedback of key stakeholders at MAN Energy Solutions was very positive. The system was amongst others labeled by one of the managers as the best approach to AI aftersales service support that she had seen so far. Also, the end-users accepted the system outputs well, and currently, around 50 active users work with it daily. Sales professionals and managers indeed liked it so much that it is now planned to implement a similar system not only for the Danish headquarter of MAN Energy Solutions, but for the German headquarter as well.

5.3.3 Reflection, Learning, and Formalization of Design Principles

We developed a set of design principles that we abstracted to the class of sales win-propensity prediction systems. They may, however, apply even to the broader classes of AI systems for B2B aftersales decision support and explainable AI systems in general.

**DP5: Local-contrastive Explainability – Present model explanations to users on an instance-level to support contrastive explanation processes**

Sales professionals at MAN Energy Solutions utilize their deep domain knowledge to address challenges such as large portfolios of heterogeneous products or intransparent owner structures of ships when doing their work. We observed that some of the sales professionals did not trust the predictions of machine learning models. Here, they are less interested in a detailed description of how a model generated a prediction, but rather in why a model made a certain prediction (e.g., 90% win-propensity) and not another (e.g., 20% win-propensity). Lipton (1990) and Miller (2019) describe such explanation processes as “contrastive.” They argue that people compare a particular event (or prediction) with an imagined counterfactual event to make sense...
of it. Harman (1965), argues for an explanation as an abductive process, in which people make sense of observations by “inference to the best explanation.” In our user interface, we display instance-level Shapley values to help users find a satisfying explanation for why score X and not score y by allowing them to compare their own domain, knowledge-based mental models, with the inner workings of the machine learning models (see Kayande et al. 2009).

**DP6: Selective Visualization – For local explanations, visualize only the top contributing features to reduce explanation complexity**

We display the win-propensity scores in a general quotation follow-up tool that contains already a lot of information. To not overload users, and reduce the complexity of explanatory Shapley values, we only show the top features that contribute to a particular prediction. We justify our empirically motivated design principles by referring to research from the field of psychology that suggests presenting information in 4-7 chunks, which is how they argue, the largest information unit that humans can retain in short-term memory to process it (Cowan 2001; Larkin and Simon 1987; Miller 1956).

**DP7: Accountability – Schedule regular management presentations to increase data scientists’ need for justification**

We experienced that scheduling regular meetings with management as the key stakeholders in the system approval process helps to keep them involved and thereby to anchor the project in the organization. However, we also realized that such meetings prompted us as developers to work in a more structured and transparent way. Research suggests that having to justify one’s views and actions can have debiasing effects and lead to work practices that are more evidence-based (see Simonson et al. 1992; Tetlock 1985; Tetlock et al. 1989a). However, certain kinds of accountability, like outcome accountability, can have detrimental effects too (Lerner and Tetlock 1999). Therefore, one should instantiate this design principle carefully.

**DP8: Global Explainability – Explain the machine learning model to managers on a global level to increase acceptance, enable process accountability, and share outcome accountability**
We observed that managers became much more engaged and positive towards our system ones they saw the results of our explanatory analysis of the main drivers of conversion rate. Also, the display of such global explanations (average Shapley values) allowed them to understand better how the model works and what our process for developing the system was. This increased understanding allows managers to evaluate the performance of the system and us as its developers based on the underlying processes rather than on the outcomes of the model only. Such a form of process accountability can alleviate some of the negative effects that outcome accountability can create, and lead to a more thorough and transparent decision making (Lerner and Tetlock 1999; Simonson et al. 1992). At the same time, when managers understand the process of developing and implementing an ML-based system at least conceptually, developers can share some of the eventual accountability for the outcome of such projects with them.

**DP9: Confirmatory Nudging – Use language and representation devices that align well with users´ and managers´ mental models to increase acceptance of the machine learning model**

Due to the above-mentioned reliance on domain knowledge in MAN Energy Solutions’ aftersales, we decided to integrate our win-propensity prediction system into an existing sales quotation follow-up tool that sales professionals were using daily to perform their tasks. In addition to that, we tried to use a language familiar to the sales professionals whenever we could, for instance, by using speaking terms like “engine type” rather than cryptic terms like “X1, X2” for variables. Here we are using a form of nudging (Thaler and Sunstein 2009) by utilizing a confirmation bias (a tendency to prefer familiar information; Nickerson 1998) to influence the behavior of the sales professionals in a positive way.

**DP10: Causality – Choose the machine learning model that aligns best with reality and design it as if it was an explanatory rather than a predictive model to increase model acceptance by users, managers, and developers**

Based on the three-gap framework (Kayande et al. 2009), we argue that data scientists should select ML models so that they align as closely as possible to reality. In practice, this means that one should try to optimize the predictive performance of ML models. On the other hand, we argue that data scientists should design predictive ML models as if they were doing an
explanatory study. Explanatory studies focus on causal relationships and are domain knowledge and theory-driven instead of concentrating on data and associations (predictive studies; Shmueli 2010). Moreover, we argue that by designing predictive ML models more like an explanatory study, it is easier for stakeholders to close the gap between their mental models and the ML model, which, based on the three-gap framework, should increase model acceptance.

Furthermore, according to Wheelwright et al. (1998, p. 288), multicollinear variables are not a big issue in purely predictive modeling as they do not affect predictive performance. However, they argue that multicollinearity has to be addressed, 1) if one is interested in the model coefficients, and 2) if one is interested in the marginal effect that an independent variable has on the dependent variable. Informed by this theory, we included a step of hypothesis development in our design method, which represents the development of a causal model that was guiding our sensemaking processes. Moreover, as we are interested in the effects that individual independent variables have on the dependent variable (in the form of Shapley values), we identified multicollinear variables via variance inflation factors analysis and removed or combined them for increased interpretability.

5.4 ADR Study 3: Causal Impact Analysis of Value-based Pricing Strategies

5.4.1 Problem Formulation
Original equipment manufacturers start to servitize business processes and models (Lightfoot et al. 2013). As a part of this transformation towards customer-centricity, they change their pricing strategies from cost-based to value-based approaches (Hinterhuber 2004, 2008; Hinterhuber and Liozu 2014). Value-focused approaches set prices in terms of the perceived value that a product brings to the customer instead of using production and logistics costs as the point of departure for price-setting. As a consequence, value-based price-setting strategies require data-driven and micro-level pricing approaches that are tailored to individual material groups. Due to this, pricing analysts have to develop and test many hypotheses that are often only partially backed by experience or sound theories. For this, randomized controlled trials (RCTs; Cochrane and
others 1972) are arguably one of the most rigorous approaches for estimating causal treatment effects. Nevertheless, conducting an RCT for each pricing intervention can be complicated and costly, which makes it infeasible for most companies (Varian 2016). We identified this field problem as a research opportunity to investigate:

*How to design causal inference systems that support value-based spare parts pricing decisions?*

Our initial solution design was informed by the AI Value Creation Study, which guided our search towards causal inference theory (Hernán et al. 2002; Hernan and Robins 2010; Rubin 1974) in general and quasi-experimental methods (Cook et al. 1979) in particular.

Throughout the cycles of building, intervention, and evaluation, the problem formulation, but especially the latent solution design, was shaped and informed by different theories that helped us explain and/or solve unanticipated problems and solutions. Bartezzaghi and Kalchschmidt (2011) guided and justified, for instance, pre-aggregations features that we built into the AI system (DP11), Gregor and Benbasat (1999) and Scott and Varian (2013) informed the design of scalability related features (DP12), while Brodersen et al. (2015), Hernán et al. (2002), and (Pearl 1995) informed features of causal modeling (DP13). Moreover, theory on interactive visualizations (Liu et al. 2014) informed our user interface design (DP16), while research on time-series cross-validation (Bergmeir et al. 2018) helped to improve the predictive strength of our AI system.

5.4.2 Building, Intervention, and Evaluation of Solution Artifacts

The concrete design goal was

*To construct a system that helps pricing managers and analysts to estimate the causal effects of value-based pricing interventions and by that allow them to test their pricing hypotheses.*

After several BIE cycles, we designed and implemented a causal inference system for value-based pricing support. According to Rubin (1974), to estimate causal effects, one should manipulate a treatment variable (e.g., unit price) for a unit of interest, to then compare the actually observed effects of that intervention (e.g., on sales volume), with the potential (counterfactual) outcome that one would have observed, had the treatment not occurred.
Following a quasi-experimental approach (Cook et al. 1979), our system uses a Bayesian structural time-series model (Scott and Varian 2014) to predict the counterfactual outcomes (e.g., in terms of sales volume) of a pricing intervention (unit price change) on a material group (e.g., in terms of sales volume), instead of using an actual control group to simulate counterfactuals. The system then subtracts the counterfactual outcome \((Y_0)\) from the observed outcome \((Y_1)\) to calculate treatment effects. The prediction of the counterfactual outcomes is based on a local-level trend component of the outcomes (e.g., sales volume) of the repriced materials (treated unit), and a number of covariates in the form of, e.g., seasonality terms, but also the outcomes (e.g., sales volume) of other control material groups that had a high pre-intervention correlation with the repriced material group of interest but were not directly affected by the pricing intervention.

Figure 23 provides an overview of the system execution process, Figure 24 illustrates the counterfactual prediction mechanism, and Figure 25 is a snapshot of the user interface.

We continuously evaluated the system throughout the BIE cycles in terms of its functional and structural features but also its usability. Nevertheless, the main evaluation criterion was effectiveness. The key stakeholders received the system very positively. Based on its outputs, the value-based pricing hypotheses of a large repricing initiative of more than 30,000 price changes could be tested. This supported a top-management decision to a role similar value-based pricing strategies out to further regional headquarters and material groups.
Figure 23. The system execution process

Figure 24. Counterfactual prediction approach (the dashed area represents the treatment effect)
5.4.3 Reflection, Learning, and Formalization of Design Principles

We developed a set of design principles that we abstracted to the class of causal inference systems for value-based pricing support. They may, however, apply to the broader class of AI systems for B2B aftersales support.

**DP11: Pre-aggregation** – analysts should pre-aggregate lumpy data to improve its predictability

As in other OEM aftersales contexts, we faced the issue of a large and heterogeneous portfolio of spare parts that often showed lumpy demand patterns (Bartezzaghi et al. 1999). In reaction to this, we tried different aggregation approaches that balance predictability and information loss and eventually decided on a monthly unit-price level and price change level based aggregation. At the same time, we consulted the scientific literature (e.g., Bartezzaghi and Kalchschmidt 2011; Zotteri and Kalchschmidt 2007).
DP12: Scalability – analysts should use robust algorithms that rely on few assumptions only and include global explainability features to enable controlled execution at scale

This design principle is addressing the challenge of estimating causal treatment effects for many materials in a time-efficient way. After trying different algorithmic approaches, we eventually decided on using BSTS (Scott and Varian 2014), due to its strengths in time-series modeling and automatic variable selection via spike and slab priors (Scott and Varian 2013). Moreover, during the BIE cycles, we perceived a need for global explainability features to allow us as the developers to keep control over the large-scale execution pipeline. Due to this, we implemented global explainability features such as visual representations of pre-intervention prediction errors, the strongest predictor, and its inclusion probability for a given material group. An approach that we justified by consulting the literature on global explainability (Gregor and Benbasat 1999), and DP8 from ADR Study 2 (Thiess and Müller, 2020).

DP13: Unaffectedness – analysts should define unaffectedness conditions based on subject-matter knowledge, and causal diagrams and filter model covariates based on them to avoid spillover effects

For causal treatment effect estimation, it is important that the control variables are unaffected by the intervention (Brodersen et al. 2015). At MAN Energy Solutions and in aftersales in general, however, customers buy spare parts in bundles, which means that customers purchase certain parts frequently together. This makes spillover-effects possible. While they could have a high pre-intervention correlation with the treated material group, they could be affected by the intervention. Being inspired by causal graphical modeling (see Hernán et al. 2002 and Pearl 1995), we mapped candidate causes of spillover effects. After having identified a set of potential causes, we considered different approaches to avoid spillover effects. As a result of this, we implemented an unaffectedness condition into the data processing part of the system. This condition assures that only materials that did not have a price change and belong to a different engine type are allowed to be included as a potential control time-series for a given treated material.

DP14: Pre-intervention predictability – analysts should use cross-validation and evaluate treatment effects in light of the pre-intervention predictability to draw more truthful conclusions

At MAN Energy Solutions, we had to model heterogeneous and often lumpy time-series that often showed very different levels of data quality and predictability. This observation, together with research convincingly showing that goodness of fit measures are often insufficient (e.g., Fildes and Makridakis 1995 and Makridakis et al. 1982), inspired us to implement a time-series cross-validation approach (Bergmeir et al. 2018) to calculate pre-intervention mean absolute percentage errors (MAPE). Based on this, we displayed only those treatment effects as
significant whose absolute percentage treatment effect was larger than the pre-intervention MAPE. This way, we make sure that treatment effects are not mostly due to differences in predictability.

**DP15: Treatment simulation – analysts should add the treatment variable to the model and fix its post-intervention values at its last pre-intervention value to strengthen the counterfactual prediction**

At MAN Energy Solutions, we faced, with price changes, a treatment type that usually occurs several times throughout the lifetime of a particular material. Therefore, we had to model the pre-intervention variations that earlier price changes had on the effects of the unit price on aftersales. For estimating the counterfactual outcome time-series, we fixed the unit price to its last pre-intervention value. By doing so, explicitly utilized the trained model to simulate a situation in which the unit price for the treated material remained unchanged. This further supported the strength of the counterfactual estimation that the overall predictive counterfactual estimation approach (Varian 2016) already possesses by, e.g., incorporating meaningful control time-series (Brodersen et al. 2015).

**DP16: Interactive visualization – analysts should create interactive reports instead of static presentations to aid understanding and acceptance**

We observed that in the first iteration of the system, users (pricing analysts) were struggling to comprehend some of the inner workings behind our approach. In reaction to this, we designed an interactive user interface that allows users to explore the results by manipulating different filters, which immediately affects the shape of the displayed diagrams (see figure 25). We justified our design by consulting research into interactive representations of data that suggest an increase in usability, learning, and understanding (Liu et al. 2014).

6 Discussion and Conclusion

In the following chapter, I discuss, first, the implications of the IT artifacts (AI systems) in terms of how they enable different AI value creation mechanism, how they support decisions in the B2B aftersales service funnel, how they work as key enablers for customer centricity and
technology-driven service strategies. Moreover, I discuss in what ways they are novel, and therefore, contribute to the knowledge base. Furthermore, I discuss the implications of the developed design principles and theory in terms of how they contribute to AI value creation, and I discuss the development process of design principles with ADR. The chapter closes with discussing some further implications, limitations, and reflections, and overall concluding this PhD project.

6.1 Implications of the IT Artifacts (AI Systems)

6.1.1 Enabling Different AI Value Creation Mechanisms

In the AI Value Creation Study, we identified three AI value creation mechanisms and eight necessary but not sufficient conditions for the different mechanisms. In the following, I discuss how our theory fits with the different AI systems that we built during the three ADR sub-studies (see Figure 26).

AI System 1 that resulted from ADR Study 1 is based on our AI system classification, a low-discretion AI task augmentation system. In particular, because its value targets were overall improved aftersales service decision making about which customers to contact pro-actively and based on which life-cycle event. While the system’s main machine learning outputs are predicted customer lifetime values, the overall end-user facing output was prescriptive. In particular, sales responsibles got notified in their customer relationship management system that they got a new lead assigned to them. When they opened the lead, they were clearly instructed what to do, e.g., “the ownership of vessel X changed from customer Y to customer Z, please call customer Z for aftersales service opportunities!” The main machine learning type, here, was supervised learning in the form of a hierarchical Bayesian probability model (Platzer and Reutterer 2016) in combination with a gamma-gamma model to calculate the customer lifetime values (Fader and Hardie 2013). Moreover, one can speak of it as a form of optimization. In this case, the decision alternatives were the customers that had an ownership change on a vessel. The customer lifetime values could then be used to score and evaluate the alternatives, based on which, only for customers with high potential customer lifetime values, leads were generated. Moreover, the sales professionals as end-users and decision-makers did
only get assigned one “optimal” lead per customer for which they were responsible. While here, human sales professionals were the eventual decision-makers, they had low-discretionial free-roam in the decision making process, as the only choice they had left was whether to accept or decline the lead. Also, the decision (call the customer) was implemented by human sales professionals. Here the decision was of programmable and somewhat structured (whom to call about what?), and operational level.

Also, AI System 2 that resulted from ADR Study 2 is, based on our AI system classification, a low-discretion AI task augmentation system. Its value target was better decision making about which aftersales service quotations to follow-up. Also, based on the lightGBM algorithm (Ke et al. 2017), it created predictions following a supervised learning approach. Human sales professionals were making the decision about whom to follow-up based on the win-propensity scores. And the human sales professional also performed the action to call and reach out to a customer to follow up on an open quotation. Also, for this task, the decision problem was structured (programmed), and the decision level was operational.

AI System 3, on the other hand, was a knowledge creation system that follows a data-intensive research approach. Its direct value target is organizational knowing about value-based pricing strategies and their impacts on sales after. However, indirectly it supports a tactical decision about what particular pricing approaches to use, and in our case, it informed a strategic decision to roll out a similar approach to another location too. The direct machine learning output of its supervised Bayesian structural time-series model (Scott and Varian 2014) generates predictions of counterfactual outcomes for a repriced material that simulates a situation in which the price change has not occurred. However, the system output is explanatory in the form of treatment effects of price changes on different material groups. Here, the decision-maker in the form of the pricing manager was human, and also the action of price setting was still a human responsibility. In contrast to AI systems 1 and 2, however, the decision making task is rather non-programmable and unstructured.

Overall, we could successfully implement the systems because all the necessary conditions were met. The practitioners whom we collaborated with had deep domain knowledge, and we could
bring in strong data science capabilities. Also, MAN Energy Solutions has a mature data infrastructure around a well-developed and maintained aftersales services data warehouse. Further, the practitioners supported us in integrating our systems into the IT infrastructure (DevOps). When it comes to UX capabilities, the practitioners helped us in technically implementing our often user acceptance and interpretability related design features.

Both AI System 1 and AI System 2 could shift towards a process automation mechanism; here, both systems would be candidates for process exploitation systems. For AI System 1, one could instead of calling the customer in person, send an email automatically: However, this would arguably constitute a lower service level. Following (Huang and Rust 2017), one could approach customers with a low potential customer lifetime value with a process automation system while approaching customers with high potential customer lifetime value with the current task augmentation approach. Also, for AI System 1, the environment around the data-driven lead generation is stable legal, and ethical constraints are not obvious. For AI System 2, one could follow-up on open quotations with low propensity scores, e.g., via automatically sending emails or default promotions, while still following up on the quotations with high- and middle-propensity scores quotations in person. Also, here, stable environments and legal and ethical constraints are no obvious issues. For AI System 3, shifting towards task augmentation and process, automation is not easily possible. One could, however, based on the tested value-based pricing, hypotheses, design an AI system that, based on learnings, automatically prices spare parts. However, during all ADR sub-studies, we could not integrate our systems with the transactional systems and processes (ERP systems), which would make process automation generally not possible until the IT department provides flexible interfaces.
6.1.2 Decision Support in the B2B Aftersales Service Funnel

All of the three AI systems, which we developed during the ADR program, address different phases in the B2B aftersales service funnel (see figure 27).

**AI System 1**, the *Data-driven Lead Generation*, addresses the pro-active creation of aftersales leads. Moreover, **AI System 1** supports the conversion from leads to opportunities (quantifiable business options). This support is enabled via the high quality of lead events (e.g., shipowner changes), the selection of leads for high-potential customers only, and the prescriptive formulation of how to take action on such leads.

**AI System 2**, on the other hand, directly addresses the conversion of aftersales quotations into aftersales orders. In particular, it supports sales professionals in the decision about which open quotations they should follow up. This makes resource allocation processes much more efficient, and can also lead to increased conversion rates because, following a customer-centric approach (Fader 2012), sales professionals can now focus on the high-potential quotations and customers, instead of spending most of their time on quotations that have a very low win propensity, e.g., quotations of customers who only want to get an overview about prices, but are not actually interested in a purchase.

**AI System 3**, again, addresses the conversion of aftersales quotations into aftersales orders as well as it supports pricing managers’ validation of their value-based pricing strategies, which
enables more optimal and personalized prices, e.g., higher prices for parts with high perceived customer value, but lower prices for many of the parts with low perceived customer value (Hinterhuber 2004, 2008; Hinterhuber and Liozu 2014). This, in turn, can increase the conversion rate. Moreover, more attractive prices can create pull-mechanisms that, in turn, can lead to requests for aftersales quotations.

![AI systems in the B2B aftersales service funnel](image)

**Figure 27. AI systems in the B2B aftersales service funnel**

### 6.1.3 Key Enablers for Customer Centricity and Technology-Driven Service Strategies
Huang and Rust (2017) propose a typology of technology-driven service strategies (see Figure 28). The horizontal axis in their typology represents a range of service attributes from standardized (left) to personalized (right). The vertical axis represents a range of customer attributes from transactional (at the bottom) to relational (on top). Transactional customers are almost exclusively interacting with the company via e-commerce interfaces. Relational customers, on the other hand, interact with frontline professionals too. Moreover, standardized
services are or should be offered for customers with homogenous demand patterns, while customers with heterogeneous demand should be approached personalized. Also, they argue, that transactional strategies are better when the potential customer lifetime value of a customer is low, while relational strategies are better when the potential customer lifetime value of a customer is high.

Based on this, Huang and Rust (2017) argue that relational and standardized strategies can be built around databases and customer relationship management systems. Transactional and standardized strategies, on the other hand, they argue, can be based on automation technology, e.g., robotic process automation. Moreover, personalized and transactional strategies can be based on big data analytics or what we call knowledge creation or data-intensive research systems that, for instance, use unsupervised clustering machine learning algorithms. Finally, according to them, AI systems are the key enabler for personalized and relational service strategies.

The typology supports our findings and helps to embed our contributions in a larger strategic context. At the same time, our contributions validate the typology. We built all three AI systems based on aftersales transactional data that, in general, is highly heterogenous and “lumpy” (Bartezzaghi et al. 1999; Bartezzaghi and Kalchschmidt 2011). Following this, the typology would suggest following a personalized strategy.

AI System 1, the Data-driven Lead Generation, for instance, explicitly involves a step to calculate customer lifetime values accurately with an advanced Bayesian probabilistic machine learning model (see Fader and Hardie 2013; Platzer and Reutterer 2016). Also, with shipowner changes, we generate leads based on events that are highly customer-lifecycle dependent and, therefore, personalized. Moreover, based on the customer lifetime values, the system can filter the leads so that only leads to customers with high potential customer lifetime values were selected. Such an approach is also fully aligned with the concept of customer-centricity (Ascarza et al. 2017; Fader 2012), in which one first identifies customers with high-potential customer lifetime values, and then to focusses on serving them on a high level of quality, instead of serving every customer at a mediocre level.
Huang and Rust (2017) suggest that IT and big data analytics allow approaching the high-potential customers on a relational level with frontline professionals, while also serving the low-potential customers, e.g., via e-commerce interfaces. Following this suggestion, one could develop *AI System 1* further by, e.g., still sending the leads for high-potential customers to the frontline sales professionals, but using the leads for low-potential customers, for instance, as the basis for targeted advertising by automatically sending emails to them.

A similar approach would be possible for *AI System 2*. While it does not explicitly predict customer lifetime values, its win-propensity scores are based on transactional customer data too. Due to this, an open quotation from a customer that would have a high customer lifetime value, would, in general, also have a rather high propensity score. And quotations from a low-customer lifetime value customer would generally also be low. For *AI System 2*, the differentiated approach would be easier, since, at the point of prediction, quotations are already in the system, and one could send automatic follow-up emails for low-win-propensity quotations and contact the customer in person for high win-propensity quotations.

*AI System 3*, in turn, helps to estimate the effects that value-based pricing strategies have on sales. In value-based pricing, one of the key assumptions is to price materials differentiated based on, for instance, customer characteristics and their perception of how valuable material is to them (Hinterhuber 2004, 2008; Hinterhuber and Liozu 2014). In that sense, the system supports more personalized service strategies, and one could potentially use it to evaluate the effects of, for instance, setting up long-term price agreements with high potential customers. For low potential customers, the system could estimate the effects of assigning prices to them without the possibility of such special agreements.
6.1.4 Artifact Novelty

According to Davis (2005), a design science based PhD thesis can contribute knowledge when it “develops and demonstrates new or improved designs of a conceptual or physical artifact. [...] The contribution may be demonstrated by reasoning, proof of concept, proof of value-added, or proof of acceptance and use.” (p. 18)

Gregor and Hevner (2013) developed a design science knowledge contribution framework (Figure 29) that differentiates four different quadrants. Inventions are artifacts that represent the first solutions for new and unexplored problem contexts. Artifacts here are mostly on the first level of theoretical contributions (situated implementations of artifacts; Gregor and Hevner 2013). The improvement quadrant refers to the development of novel solution artifacts to well-
known problem contexts. With this contribution type, researchers need to convincingly argue in what way their artifact is better than the existing solution artifacts. Exaptation of existing solutions artifacts to unexplored problem contexts is a clear knowledge contribution. However, under the constraint that, in the unexplored problem contexts, one needs to deal with challenges that have not been present in the well-known problem context for which the solution artifact was originally designed. Routine designs, on the other hand, do not constitute a great research opportunity as they concern the application of known solution artifacts to known problem contexts. (Gregor and Hevner, 2013)

AI System 1 that resulted from ADR Study 1 was quite clearly an improvement as we developed with the data-driven lead generation a new solution for the known problem of lead generation, even though, the lead generation problem was new for MAN Energy Solutions that were doing to more reactive aftersales service approaches before.

AI System 2 that resulted from ADR Study 2. I was in-between the continuum of improvement and exaptation. With our sales win-propensity prediction system, to some degree, we extended the known solutions (e.g., Bohanec, Kljajić Borštnar, et al. 2017; Yan, Gong, et al. 2015) in win-propensity scoring for leads and opportunities to win-propensity scoring for quotations. However, our system was also an improvement as none of the other documented approaches used an algorithm that was theoretically as efficient as the lightGBM algorithm that we used (Ke et al. 2017) or which had model explanations of the same theoretical quality as our Shapley value-based approach had, nor did they model quotation age (or opportunity age) explicitly with a second-level conditional probability model (Scott M. Lundberg et al. 2018; Lundberg and S.-I. Lee 2017).

AI System 3 that resulted from ADR Study 3. Was an exaptation of the prediction based counterfactual estimation approach that Varian (Varian 2016) proposed, and Brodersen et al. (2015) developed. In particular, we extended the solution known from digital B2C marketing to value-based pricing support in a B2B aftersales context (see DP11 and DP12). But we also improved the solution in general by incorporating an unaffectedness condition (DP13), a measure of pre-intervention predictability (DP14), and treatment visualization (DP15).
6.2 Implications of the Developed Design Principles and Theory

In the following section, I discuss how the different design principles relate to each other and what kind of theoretical contribution they are.

Here, I want to note that, in each of the ADR studies, they were addressing slightly different solution classes. We formulated design principles 1-4 from ADR Study 1, for the solution class of data-driven decision making. Design principles 5-10, in turn, we formulated for the solution class of explainable sales win-propensity prediction systems and machine learning systems in general, and design principles 11-16, we formulated for the class of causal inference systems for value-based spare parts pricing. Nevertheless, they all belong, too, to the common class of AI systems for B2B aftersales decision support.

6.2.1 Design Principles in the AI Value Creation Process

In the following, I discuss which stages of our AI value creation process, the different design principles address (see Figure 30 and Table 2).
In the planning phase, it is crucial to get management sign-off for AI system implementation projects. DP2, Comprehensibility, and DP3, domain knowledge, address this issue of management approval by helping to increase managers’ acceptance of a system.

Also, in the development stage, managers must understand how AI systems work to avoid unaccountable AI or AI systems for which only the developers are outcome accountable, as otherwise, increased stress levels for data scientists, opportunism, and escalation of commitment to failing courses of actions can follow (see Section 2.3.2). DP7, Accountability, and DP8, Global Explainability address this issue.

Turning data into knowledge is the core of machine learning and, thus, AI systems. In this sub-stage of an AI process, the accuracy of AI predictions has a significant impact on how usable its generated knowledge in decision making for the end-users of an AI system is. The design principles DP1, Theory-driven Modeling, DP11, Pre-aggregation, DP13, Unaffectedness, DP14, Pre-intervention Predictability, and DP15, Treatment Simulation address this.

The Knowledge to Decisions stage is all about using knowledge effectively to make high-quality decisions. Here, DP16, Interactive Visualization, addresses the issue.

The Decision to the Action stage is concerned with implementing decisions as effective actions. It is here where AI acceptance related problems such as algorithm aversion surface. DP4,
Actionability, DP5, Local-contrastive Explainability, DP6, Selective Visualization, DP9, Confirmatory Nudging, and DP10, Causality, address these issues.

The operations stage is all about ensuring a high-performing and continuous execution of the AI system. DP12, Scalability, addresses this.

Table 2. Design Principles in the AI Value Creation Process and the kinds of Actors that they directly Affect

<table>
<thead>
<tr>
<th>AI Value Creation Process</th>
<th>Design Principles</th>
<th>Directly affected actor</th>
</tr>
</thead>
<tbody>
<tr>
<td>Planning</td>
<td>DP2: Comprehensibility</td>
<td>Manager</td>
</tr>
<tr>
<td></td>
<td>DP3: Domain Knowledge</td>
<td></td>
</tr>
<tr>
<td>Development</td>
<td>DP7: Accountability</td>
<td>Manager</td>
</tr>
<tr>
<td></td>
<td>DP8: Global Explainability</td>
<td></td>
</tr>
<tr>
<td>From Data to Knowledge</td>
<td>DP1: Theory-driven modeling</td>
<td>End-user (decision maker)</td>
</tr>
<tr>
<td></td>
<td>DP11: Pre-aggregation</td>
<td></td>
</tr>
<tr>
<td></td>
<td>DP13: Unaffectedness</td>
<td></td>
</tr>
<tr>
<td></td>
<td>DP14: Pre-intervention predictability</td>
<td></td>
</tr>
<tr>
<td></td>
<td>DP15: Treatment simulation</td>
<td></td>
</tr>
<tr>
<td>From Knowledge to Decisions</td>
<td>DP16: Interactive visualization</td>
<td>End-user (decision maker)</td>
</tr>
<tr>
<td>From Decision to Actions</td>
<td>DP4: Actionability</td>
<td>End-user (decision maker)</td>
</tr>
<tr>
<td></td>
<td>DP5: Local-contrastive explainability</td>
<td></td>
</tr>
<tr>
<td></td>
<td>DP6: Selective visualization</td>
<td></td>
</tr>
<tr>
<td></td>
<td>DP9: Confirmatory nudging</td>
<td></td>
</tr>
<tr>
<td></td>
<td>DP10: Causality</td>
<td></td>
</tr>
<tr>
<td>Operations</td>
<td>DP12: Scalability</td>
<td>Developer (data scientist)</td>
</tr>
</tbody>
</table>

6.2.2 Development of Design Principles with ADR

During the three ADR studies, we followed the ADR method closely. However, as a method in use, people interpret it and apply it differently (Haj-Bolouri et al. 2017). In the following, I discuss how we developed design theory with ADR during this PhD project. To support this
discussion visually, I illustrate it in Figure 31. In the figure, I distinct three levels of abstraction, first, the Observable Practice Level, second the Latent Design Theory Level, and, third, the Kernel and Justificatory Theory Level.

In our case, relevant field problems at MAN Energy Solutions inspired and informed our search for literature that helped to structure and formulate the problem context of B2B aftersales decision support. This problem formulation, again, informed the search for theory that could help to solve the problem, in our case, the body of knowledge on AI and customer-centric and AI-driven services. This initial theory ingrained solution design, informed the building, intervention, and (formative) evaluation of artifacts (AI systems) at MAN Energy Solutions, which, again, shaped the eventual operational IT ensemble artifact, in our case the implemented AI systems. From here, one could conduct a behavioral summative analysis of the ensemble artifact to extend or validate the theory that was initially inscribed into the artifact before it was shaped by its organizational context. We, however, focused on abstracting the situated knowledge of the ensemble IT artifact to a larger class of solutions (AI systems) by formalizing the design principles and methods that it was based on. At the same time, the reflection upon the eventual shape of the artifact, informs the search for theory that can explain and justify why its features, principles, and methods were effective in helping to solve the problem.
6.3 Further Implications

This PhD project is one of the first that used ADR in a larger ADR program consisting of different ADR sub-studies conducted in the same organizational context. It shows how to use such different ADR studies to create design theory about an overall class of systems even though the sub-classes may be different.

Moreover, the PhD project shows how one can use design science research methods to make contributions to decision support systems more rigorous. According to Arnott and Pervan (Arnott et al. 2014), 88% of all design science papers about decision support systems in their sample did not explicitly describe a research method. Moreover, they found that only 14% of the designed artifacts were used in field contexts.
Based on Gregor and Jones (2007) and Walls et al. (1992), I argued in Section 4.3 that a full-blown design theory should consist of at least:

1. A description of the goals and the class of systems that the design theory aims at
2. Design Principles in some form
3. Falsifiable propositional statements
4. Justificatory knowledge or kernel theory
5. The description of an implementation method

First, this PhD thesis, for all three AI systems, describes the design goals, and the overall class of systems that the design theory aims at. Second, for all three AI systems, it formalizes design principles, third, in a falsifiable way. Fourth, for all three AI systems, this PhD thesis discusses kernel and justificatory theory components. Fifth, for AI System 1 and 2, it presents an implementation method. Following this, I argue that both ADR studies 1 and 2 actually are a more developed form of design theory that goes beyond situated implementations of IT artifacts and nascent design theory (see Gregor and Hevner 2013; Gregor and Jones 2007).

6.4 Limitations and Reflections

Despite the discussed approaches to generalize design knowledge, it is arguably still more difficult to generalize it than it is to generalize knowledge from large quantitative studies of many subjects. Due to this, the findings and design principles that are some of the main contributions of this PhD project may, in some cases, not necessarily be generalizable but at least transferable to comparable contexts.

Moreover, ADR is still an evolving method. Because of this, it can be difficult to assess such studies as a reviewer but also conduct and publish them as a researcher. I experienced that papers got rejected due to the sometimes confusing structure that can occur if one has to introduce many concepts such as the ADR method, the scientific motivation, the practical motivation, a general theoretical background, justificatory knowledge, artifact descriptions, discussion of design principles, etc. Moreover, some people seem to be confused about the role of evaluation in ADR. While I had enough space to discuss this aspect in detail in this PhD
thesis, I sometimes struggled to do so in the different papers. Especially in my setup in which I was the main researcher and lead developer at the same time, I would have sometimes liked to focus more on either one of the two (being a researcher or being a developer).

Moreover, I experienced high outcome uncertainty due to the application of advanced AI technology but also with regard to organizational commitment. I invested, for instance, a lot of time in 2 projects that eventually were discontinued for several reasons, amongst them unclear responsibilities as normally the lead developers are also responsible for the system operation. Another issue was that sometimes the organizational change, and especially the momentum just changed. Moreover, I was involved in one project about customer segmentation that, simply, did not turn out to be theoretically interesting enough to publish, even though I invested a lot of time into it.

6.5 Conclusion

This PhD project contributes to information systems, AI value creation, and industrial marketing research by investigating the question *How to design AI systems that support customer-centric aftersales processes and strategies?*

In particular, this PhD project contributes with design principles and theory developed from the situated implementation of three novel AI systems that are informed by state-of-the-art knowledge about AI value creation and address the particular challenges of the B2B aftersales context. Moreover, the design principles guide designers in constructing artifacts of the class of AI systems for B2B aftersales decision support, and where applicable, the broader class of AI decision support systems.

With these contributions, I have achieved the research goals, and, therefore, answered the main research question of this PhD project. Moreover, this PhD project answers calls for more scientific contributions on applications of AI in industrial marketing contexts (Martínez-López and Casillas 2013). And by proposing how to “[establish] procedures for data […] analysis to improve decision-making” (Mora Cortez and Johnston 2017, p. 9) in industrial marketing
contexts, it shows how to “resolve real problems that B2B marketers will face during the next three to five years.” (p. 6)

Furthermore, this PhD project fills a gap in the literature on AI value creation by investigating *How can organizations create and sustain value through applications of AI?*

In particular, this PhD project conducted a qualitative study that investigated how real-world designers approach the holistic data-to-insights-to-decision-to-actions-to-value path with organizational applications of AI. The study focuses on the role that organizational structures and human decision making processes play in the design and implementation of AI and analytics systems and how such systems shape their organizational environment. Based on this, it suggests how to circumvent challenges not only in converting data to insights, but in converting such insights into decisions, and such decisions into actions and value (see Sharma et al. 2014).
Part B
Abstract

Recent years have seen major technological breakthroughs in the field of machine learning (ML), and corporate investments in artificial intelligence (AI) are expected to reach nearly $98 B in 2023. However, AI’s impact on the productivity of organizations and economies has been modest so far. Many ML projects never leave the pilot phase, and companies have difficulties extracting measurable value from their AI initiatives. To shed light on this paradox, we studied more than 50 projects implementing machine learning in organizations from different industries and of varying sizes. Based on our research, we conceptualize the process of creating value from AI, identify major challenges along the way, and propose enablers for overcoming these challenges. Our findings can inform CIOs by giving guidance for planning, running, and profiting from AI projects.
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1.1 The History of AI Automation
Since the 1950s, more and more work processes have been automated by information technology (IT), with machine learning (ML) currently being the most advanced automation technology. The push towards automation started with rule-based systems that consisted of basic hard-coded what-if conditions. These so-called expert systems started the first wave of AI. Due to their rule-based nature, these systems were especially suitable for automating clearly structured routine work processes that leave workers low judgemental discretion. Since the early 2000s, ML technology has changed the AI landscape and initiated the second wave of AI automation. In contrast to rule-based AI systems, ML-based AI systems do not rely on human crafted rules to perform a task, they inductively discover associative relationships among variables in large sets of data, and thereby learn the rules themselves. For example, while the ELIZA chatbot (Weizenbaum 1983), a famous rule-based AI system developed in the 1960s by the MIT Artificial Intelligence Laboratory, used a hand-crafted rule and knowledge base, modern conversational agents like Amazon Alexa are largely based on machine learning techniques and, therefore, able to learn from experience and continuously improve over time. The differences between rule-based and ML-based AI systems are visually summarized in Figure 1.

![Figure 1: Difference between rule-based and ML-based AI systems (François Chollet 2017)](image)

The first wave of AI was not aimed at replacing human knowledge workers, but rather at augmenting knowledge work by improving humans’ information processing capabilities (e.g., attention span, processing speed, data storage, and retrieval). As second-wave AI systems are
able to learn the rules themselves, instead of being programmed by humans, they allow for the automation of high discretion knowledge work, such as the creation and application of knowledge in decision making processes. For example, ML-based AI systems have outperformed human experts in tasks ranging from game playing (Perrault et al. 2019) (e.g., Jeopardy!, Go, Starcraft) to trading stocks (Patel et al. 2015) or diagnosing diseases (McKinney et al. 2020). Driven by these success stories, spendings on AI systems are skyrocketing and expected to reach nearly $98 B in 2023 (International Data Corporation 2019). However AI’s impact on the productivity of organizations and economies has been modest so far (Brynjolfsson et al. 2017). Recent studies (Fountaine et al. 2019) report that organizations, besides a handful of unicorns, have difficulties extracting value from their AI initiatives; it seems that most AI projects never leave the pilot phase.

With the goal to pinpoint the challenges companies are experiencing, and to identify enablers for overcoming these challenges, we have studied more than 50 projects implementing machine learning in organizations from different industries and of varying size. While we selected various AI professionals for our expert interviews (e.g. data scientists, data engineer, data science department manager, CEO of AI startup, digital innovation manager), we primarily focused on data scientists as interview partners, given that they are responsible to set up AI and are involved in the whole project lifecycle. Our data collection was separated in two rounds. In the first round (between October 2018 and January 2020), we conducted 40 semi-structured interviews with data scientists (some interviews covered more than one project). Interviews followed an interview guide that focused on concrete AI projects in which the interview partner had been involved in the past, or in which they were currently involved. All interviews were recorded and transcribed; the interviews had a mean duration of 50.25 minutes (10 minutes standard deviation), resulting in 620 transcribed pages. The data from this first phase formed the primary foundation for our data analysis and development of findings. A second round of data collection (in January and February 2020) focused on the further validation of our findings. For this, we organized a workshop with data scientists on January 16 with 13 participants.
(seven of them were interview partners, while six were new participants). In this focus group, we presented our findings and asked for feedback.

1.2 The AI Value Creation Process

To guide our data collection and analysis and systematically summarise our findings, we structured our study along the AI value creation process. This process model—depicted in Figure 2—suggests that for AI value creation, four main elements are essential: the core AI process as well as the planning, development, and operations of the core AI process.

![Figure 2: The Artificial Intelligence Value Creation Process](image)

The AI process is based on the augmented or automated execution of work activities through ML-based systems. It consists of four main steps: from environment to data, from data to knowledge, from knowledge to decisions, and from decisions to actions.

To transmit physical observations from environment to data, one can of course utilize sensors, including cameras and microphones, that can digitize signals like light, noise, or temperature. However, in brick-and-mortar businesses it is more common that front-line workers or customers themselves enter information manually into forms, files, or systems. In digitally born companies, on the other hand, many business interactions are mediated through IT, which means that sensing or observation activities happen as a by-product of daily business. In all
cases, the digitization process usually generates noisy data and humans need to curate, clean, and transform data before it can be digested by machine learning algorithms.

To transform **data to knowledge**, AI processes utilize machine learning algorithms that inductively identify trends and patterns in the data and learn rules on how to predict outcomes based on a given set of input variables. A classical example is the prediction of customer churn. A supervised ML model could, for instance, identify the pattern that for each month a customer is not using a service he or she has subscribed to, the likelihood that the customer will cancel the subscription within the next six months rises by five percent. While such models clearly enhance humans’ information processing capabilities, they require intensive human involvement and supervision to assure the quality and correctness of the knowledge created.

The very core mechanism of AI value creation is decision making. To transform **knowledge to decisions**, AI processes can either automate decision making or augment decision making. In the automation case, decisions are made by translating the scores or probabilities computed by a prediction model into decisions. In the simplest case, this comes down to setting a threshold for rounding scores to discrete decisions. For example, if the calculated churn score is above 50%, the customer is considered to be inactive. When the decision task allows several alternative courses of action to be taken, utility functions can be applied that find the most optimal alternative in terms of expected utility. For instance, a sales representative with limited time available might be faced with the problem of choosing which customer with a high churn probability to contact first. Here, a utility function can help to choose the most optimal alternative, for example, by combining the computed probability of churning with an estimated customer lifetime value to calculate the future expected value of the customer. In contrast to the decision automation case, in the decision augmentation case a human agent is making the final decision about what course of action to take and uses the knowledge captured in the ML model only as one input factor of many. An example would be a radiologist who uses an AI system that visually highlights certain regions on an MRI scan which might contain benign cells. It is unlikely that the radiologist bases her decision solely on the outputs of the AI system; instead
she will probably consult other information sources to form and test different hypotheses about a potential diagnosis.

To transform **decisions to actions**, AI processes rely on human or artificial agents. An example of human agency would be a scenario in which a sales representative, triggered by a decision made or augmented by an AI system, would call a customer who has been identified as inactive. If, in contrast, the AI system would autonomously act by sending out a promotional email to the customer with the goal of reactivating him, we would speak of artificial agency. Such an advanced form of automation, ranging all the way from data capture to action taking, requires a complete digitalization of all interactions and transactions between the system and its environment. Such completely digital feedback loops are possible in some technical systems (e.g., self-driving cars, autonomous robots) and online or mobile business models (e.g., online social networks, e-commerce websites). In the radiology case, and many other knowledge work settings, this level of digitalization has not yet been realized and, therefore, a human in the loop is still required to carry out the final action.

**Planning** describes all activities related to the problem definition (e.g., by diagnosing a deviation from a plan or by identifying new opportunities) and the design of AI solutions (e.g., assessing whether the problem can be solved via AI and which design is most suitable for a given context). As indicated, the planning phase is continuous, emphasizing the need for adaptable approaches when managing AI projects.

**Development** has close feedback loops to the planning element and refers to those activities related to actually building IT artifacts in the form of, for example, databases, ML models, choice models, user interfaces, and actuators. In the initial stages of AI projects, ML models are often built as prototypes that are necessary to get management approval and secure resources for conducting the actual project.

**Operations** emphasizes the fact that AI processes are never “finished” in the way tangible products are. They need to be continuously operated, improved, and maintained by AI professionals, such as, data scientists and data engineers. AI operations also include the
execution of support processes for monitoring predictive performance and the real-world impact of the main AI process.

1.3 Challenges and Enablers in the AI Value Creation Process

Of course, merely following the above outlined process does not guarantee value creation. In fact, our in-depth interview study, which involved investigating more than 50 independent AI projects (see Appendix for an overview of projects), shows that firms are experiencing numerous barriers along the process. In the following, we present seven core challenges that organizations and AI professionals face in their pursuit of creating value with AI. Besides describing the challenges, we also describe mitigation strategies (enablers) to overcome them. Figure 3 and Table 2 summarize the challenges and enablers and map them to the phases of the AI value creation process.

Figure 3: Mapping of Challenges to the AI Value Creation Process

1.3.1 Challenge 1: Inflated Management Expectations

Recent years have seen breakthroughs in the field of AI, both in artificial laboratory settings and real-life applications (Perrault et al. 2019). These success stories are being prominently covered in the news and drive investments in enterprise AI systems. As the number of news stories and amount of dollars spent are rising, managers’ expectations of the capabilities of AI are rising, too. Many of our interviewees reported that their departments are overrun by requests for projects. And many of these requests contain unrealistic expectations, which we identified as a
major challenge in the planning phase of an AI project. It just seems that nowadays, “a lot of investors and board members expect to have AI in the process”, as one of the interviewed data scientists from a media company stated.

However, we are far from artificial general intelligence, machines cannot do the full range of tasks that humans can do. One enabler to overcome the challenge of inflated management expectations is to conduct a reality check on what machine learning can and cannot do. Researchers from MIT and Carnegie Mellon University developed a simple questionnaire for determining a task’s suitability for machine learning (see Figure 4). Tasks that are especially suited for automation via machine learning are characterized, among others, by the existence of well-defined inputs and outputs; large digital datasets describing the inputs and outputs; and clear feedback, goals, and metrics. Tasks like image-based medical diagnosis or stock trading fit well to this profile; however, there are also plenty of knowledge work tasks that are not suitable for automation through today’s AI systems, such as, creative design, communicating and interaction with customers, or caring for patients.

<table>
<thead>
<tr>
<th>What makes a task suitable for machine learning?</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. The task involves transforming well-defined inputs to well-defined outputs.</td>
</tr>
<tr>
<td>2. Large datasets containing input-output pairs exist.</td>
</tr>
<tr>
<td>3. The task has clear goals and metrics and provides clear feedback.</td>
</tr>
<tr>
<td>4. No long chains of reasoning that require background knowledge of common sense.</td>
</tr>
<tr>
<td>5. No need for explanations of how a prediction was made.</td>
</tr>
<tr>
<td>6. Tolerance for error and no need for provably correct solutions.</td>
</tr>
<tr>
<td>7. The function being learned should not change rapidly over time.</td>
</tr>
<tr>
<td>8. No specialized dexterity, physical skills, or mobility required.</td>
</tr>
</tbody>
</table>

Figure 4: Checklist for assessing a task’s suitability for machine learning (SML; Brynjolfsson and Mitchell 2017)
In addition to using tools like the Suitability for Machine Learning checklist, running AI pilot projects and growing these projects in an iterative fashion in close collaboration with domain experts is another way to manage expectations. As a recent study of Deloitte and Tom Davenport revealed it is often more promising to start with “low-hanging fruit” projects that incrementally improve business processes than to directly go for disruptive “moon shots” (Davenport and Ronanki 2018). One interviewee from a global pharmaceutical company described this collaborative and incremental AI journey as follows: “You know, there are problems [machine learning] can solve, and there are problems it cannot solve. So I think being clear with that from the start, and how [the project] will be an iterative learning process also for [business] […] is very important. […] [T]hey can’t just say, ‘Build me an algorithm that does this’ and then go away”.

Another approach preventing organizations from costly project failures is to cooperate with experienced AI or data analytics vendors. Such firms do not need to be large and well-known consultancies, but rather small and specialized firms that have a high industry knowledge. We talked to data scientists and managers of such vendors that are active, for example, in the energy retailing, publishing, or engineering industry. Clients of these vendors use them to outsource AI tasks that do not belong to their core business (e.g., text generation), to purchase industry standard solutions (e.g., benchmarks, customer valuation models), or learn from the vendor experience and use them as sparring partners.

1.3.2 Challenge 2: Managing AI Projects like Traditional IT Projects

When it comes to the development phase, many companies we talked to struggled with finding an appropriate project management methodology for running their AI projects. In contrast to traditional IT projects, which focus on building and deploying systems on time, on budget, and on scope, data science and AI projects are typically much more open and explorative. As one of our interviewees explained, this way of working is often new to business: “business units know how classical IT projects are run: the IT department gets the requirements and then iteratively implements them. But data science projects require much more interaction between domain experts and data scientists and it is important that the business knows and understands this.” Due to their highly iterative and collaborative nature, many companies use stripped-down versions of agile
development practices like SCRUM to manage their data science and AI projects. However, these methods still assume that in the end a product will be delivered to the client. But data science and AI projects, in contrast, often deliver intangible outcomes. They are much more like research projects, involving framing the right questions, developing hypotheses, finding and extracting the right data, and running experiments to derive new knowledge or support decisions (Marchand and Peppard 2013).

The fuzzy front-end of data science projects, that is, defining questions and hypotheses, seems to be the most critical phase, as an interviewee from an international bank told us: “I think the most important thing, and sometimes it is the most challenging, is to exactly define the issue business is facing and the outcome they are expecting. [...] Because if you don’t define the expected outcome very clearly, you can go completely in the wrong direction.” Setting the course and monitoring progress in such open-ended projects is challenging and often creates tensions between data scientists and management: “the biggest challenge are the people who want intermediate insights. They [always] want to know what you’re up to and what you’re finding [...]. That would be the managers and project leaders. What we then sometimes do, which is this actually bad practice, is we work for a whole week on solving the real problems and then the last day before the weekly catch-up meeting, we do something that they want to see” (Data Scientist from global pharmaceutical company). The interviewee even went so far to say that “the hardest part in this space is not doing the work [developing the ML algorithm and model] ... It is the connection between the data scientists and the project managers, that’s very frustrating for me”. To overcome the communication problems between data scientists and management, two obvious, but not that easy to implement, enablers exist. First, many companies try to improve their data scientists’ communication skills. For example, many of the more technical interviewees in our study mentioned the importance of being a good (data-driven) storyteller and being able to provide convincing narratives for complex technical issues. Second, companies also started training their project managers in machine learning techniques. Not necessarily to be able to create machine learning models themselves, but to gain a better understanding about the differences to traditional software development.
Successful data science projects also do not end with the go-live of a system, but when the system generates new insights or employees use it to make data-driven decisions. These are things that are hard to monitor and, hence, “it’s necessary to spend a lot of time on defining how [...] to measure success”, one interviewee emphasized. An example for good measurement comes from an insurance company we interviewed. They defined three interlinked but separate criteria for the success of its new machine learning-based churn prediction system (we illustrate them in Table 1). At the data scientist level, the predictive accuracy of the system was the key metric. At the business unit level, the development of actual churn rates in response to the decisions and actions proposed by the new system was the main success criteria. And finally at the executive management level, the predicted monetary customer lifetime value of the customers who could be prevented from churning was used as a key performance indicator of project success.

<table>
<thead>
<tr>
<th>Stakeholder</th>
<th>Key question</th>
<th>Metric</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data Scientist</td>
<td>How accurately can I predict whether a customer will churn in the next 3 months?</td>
<td>Predictive accuracy of a machine learning model for churn prediction</td>
</tr>
<tr>
<td>Business Unit</td>
<td>How can we prevent customers from leaving us?</td>
<td>Development of churn rates after deployment of the system</td>
</tr>
<tr>
<td>Executive Management</td>
<td>How can we maximize the lifetime value of our customers?</td>
<td>Predicted net profit from all future transactions with customers who could be prevented from churning</td>
</tr>
</tbody>
</table>

Table 1: Example of a set of interrelated metrics for measuring the success of a churn prediction system at an insurance company

1.3.3 Challenge 3: Data Availability and Quality

The currently dominant approach for building AI systems is based on supervised machine learning algorithms. In this approach, machines learn from examples in a similar fashion like children do. That means that large sets of training data in the form of input-output pairs (e.g., credit applications and information on whether the customer was able to pay back the loan or
not, machine usage data and information on subsequent errors or breakdowns, medical images and the corresponding diagnosis) are used to teach a system to correctly predict the output given a specific combination of input values. Current machine learning algorithms typically need tens of thousands or sometimes even millions of such training examples in order to work reliably. Deep neural networks are especially data hungry, as one data scientist of a company from the construction industry pointed out: “Because we are producing so many different products, we do not have a lot of independent data samples [for each product]. We simply do not have enough data to do some of the more brute-force neural networks.”

It’s not surprising that extracting or collecting the right data from the environment represents a major bottleneck in most AI projects. An interviewee from an international truck manufacturer summarizes what probably most practitioners in the field would confirm: “Data quality is of course always a topic. No matter where I worked over the last years, it was always the case that 70 to 80 percent of the time was spent for data preparation and preprocessing.” While almost all interviewees agreed that data availability and quality is one of the most difficult challenges in AI projects, the concrete forms of data quality problems and their root causes seem to vary from company to company and project to project. For example, projects that tried to leverage data generated by physical machines to build, for instance, predictive maintenance systems were often confronted with a complete lack of training data. Heavy machines and equipment like ship engines, production lines, or buildings typically last several decades and are simply too old to collect and store data in digital form. A possible strategy for generating training data in such cases is to retrofit a couple of pilot machines with Internet of Things (IoT) capabilities such as sensors and wireless network access. However, this often means that one has to wait a considerable amount of time, sometimes years, before a sufficiently large and representative amount of training data has been collected. In other cases, the task to be automated was not supported end-to-end by a single IT system, or the performed steps were not logged in the required level of detail, and, therefore, it was difficult to collect the required training data. A strategy to obtain training data in such situations is the “learning apprentice” approach (Mitchell et al. 1990). Here, the AI system acts as an apprentice watching the human experts performing their tasks and recording
all relevant input and output data. After observing several thousands of repetitions of the same task, ideally performed by different individuals, the system is then able to learn the function required to correctly transform the input data into the output data; often better than the human experts did before. However, like in the retrofitting situation, it may take years before enough training data has been collected. Other projects relied heavily on data from Enterprise Resource Planning (ERP) systems and reported that—besides technical problems with extracting, transforming, and loading the data from the source systems—they had problems interpreting the correct meaning of existing data. For example, many sales departments create sales orders in their ERP systems to make ad-hoc stock reservations for customers. Once the customer has ordered the material, or does not need it anymore, they cancel these sales orders again. Including such “shadow” orders in training sets for recommender systems or price optimization models can easily lead to biases in machine learning models. The problem here is not that the required training data does not exist or has missing or wrong values, but that the data does not represent what it seems to represent. And, as one interviewee explained, the root cause of this problem is that sales employees “did not predict that someone else would use the data afterwards”. An enabler to overcome this challenge is to start creating a company-wide data culture that increases all employees’ awareness of the importance of data quality and the willingness to share and reuse data across departments. Finally, companies who primarily interact with their customers via digital channels like websites or mobile apps reported the least data availability or quality problems. In many cases, these channels were already created with the purpose of data collection in mind.

1.3.4 Challenge 4: Interpretability
The latest generation of machine learning algorithms, especially deep neural networks, possess remarkable predictive power. They are, for example, able to detect malign mutations of cells on histopathological images, predict whether customers are about to switch from one online service to another based on transaction histories and clickstreams, or translate texts between different languages. However, they also have their limitations and drawbacks. One of the most significant challenges when it comes to extracting knowledge from data and translating this knowledge into decisions is the lack of transparency behind the logic of how these models map
inputs into outputs. Complex neural networks are black boxes often containing tens of millions of parameters that jointly define the function for translating inputs into the desired outputs. It is impossible for data scientists or end users to comprehend and interpret how these models make predictions. In other words, many AI systems have superhuman predictive capabilities, but are unable to explain the why and how behind their predictions. However, as one of our interviewees explained, “[f]or some industries, it’s really necessary to understand how the decision was made or the insight was brought to the user. Before [my current job] I was working with image analysis for the medical industry. And this is one that requires really a good understanding, because the doctor will not recommend something without understanding how that decision was made, or at least trusting that the decision was done in the right way”. Similarly, a data scientist from an insurance company stated that “we cannot provide a black box prediction model to our insurance brokers. A simple binary classification of which customers are likely to churn, and which are not, is not sufficient for them. Brokers need to know which data point has which influence on the likelihood of churn”. This opinion was echoed by many of our interviewees across industries; when it comes to supporting knowledge workers in their decision-making processes through AI, “traceability is the most important criterion”. In some countries and industries there already exists a legal right to be given an explanation for the outputs of algorithms. For example, The European Union General Data Protection Regulation states that for automated decisions that significantly affect an individual (e.g., online credit application, e-recruiting practices) the subject of the decision should have the right “to obtain an explanation of the decision reached” (European Union 2018). In the United States, similar rights exist in the context of credit scoring.

Broadly speaking, there are two alternative technical enablers to overcome the interpretability challenge (Du et al. 2019). First, instead of using black box deep learning models, one can use less complex models, like rule-based systems or statistical learning models (e.g. linear regression, decision trees). These systems are intrinsically interpretable, even by people without a PhD degree in computer science. However, the increased interpretability of these models comes at the cost of sacrificing some predictive accuracy. Second, one can develop a second model that tries to provide explanations for an existing black box model (for an example see
Figure 5). This strategy combines the predictive accuracy of modern machine learning algorithms with the interpretability of statistical models. However, developing so-called post-hoc interpretability techniques that possess high explanation fidelity and end-user friendliness is still an emerging research area.

Figure 5: Example of the outputs of a post-hoc interpretability model providing an explanation for why a convolutional neural network has classified two animals on a picture as a dog (relevant pixels highlighted in red) and cat (relevant pixels highlighted in green; Ribeiro et al. 2016).

1.3.5 Challenge 5: Causality
Even if one can interpret the relationship between inputs and outputs of a machine learning model, there is no guarantee that the inputs are actually the causes of the output. Consider the following example from one of the cases we analyzed in our study. A digital marketing agency used deep neural networks to predict the success of Instagram posts that involve product placement by Internet celebrities. They found that product placement in front of mountain scenery is associated with higher numbers of likes and comments by fans. Should they recommend all their clients to shoot pictures with mountains in the background? Probably not. It just happened that some of their most famous clients specialized in marketing sports and fashion products for the winter season. So the real cause for the success of their posts was their
huge base of fans and followers, and not the background of the images they posted. This example nicely demonstrate that, when it comes to making decisions informed by AI systems and translating these decisions into real-life actions, it is indispensable to know whether an identified pattern is a real cause-and-effect relationship or just a spurious correlation, as intervening on variables which are spuriously correlated with an intended outcome will have no effect. The ride-hailing company Uber serves a good example for how firms can combine data science techniques with classical behavioral science methods to overcome the causality challenge (Totte Harinen and Bonnie Li 2019). Whenever possible, Uber conducts randomized control trials to investigate whether hypotheses generated through data science methods actually hold in real life. However, in many situations obtaining experimental data through A/B testing is simply not possible. For example, when introducing a product or service innovation, it is often not possible to compare its effect to an appropriate control group. In such situations, one has no other option than to work with existing observational data. One way to investigate causal questions with observational data is to model the causal process that has generated the data as thoroughly as possible and use appropriate statistical methods and tools to control for confounding factors (Pearl and Mackenzie 2018). Discovering the data-generating causal graph and investigating the nature and strength of its relationships requires close collaboration between data scientists and domain experts, who have substantive knowledge of the business problem in question. Figure 6 shows a possible causal data-generating graph for the Influence marketing example.
Figure 6: Example of a possible data-generating causal graph showing the causal relationships between variables in the Influencer marketing example. Being a famous winter sports influencer is causally related to posting pictures with mountains and having a large number of followers. Furthermore, a larger number of followers is causally related to the number of likes and comments a posted picture receives. If one does not control for the number of followers and being a famous winter sports influencer, it seems as if a mountain on a picture causes the number of likes and comments to rise.

1.3.6 Challenge 6: Missing Link to Transactional Systems and Processes
The second most often cited challenge in our study was, after lacking data availability and quality, the difficulty of feeding decisions made by AI systems back into a company’s transactional systems and business processes. It almost seems that if there is an insurmountable barrier between the systems supporting or automating decision making and the systems that actually take actions. One of our interviewees phrased it like this: “Our ERP system is my biggest headache in the whole world. It takes six months to get data out of it [...] and, yeah, we can’t put data back into it.” In many cases, the problem of communicating between newly developed AI systems and legacy operational systems is simply a matter of missing interfaces. Large international firms are often running their business processes with enterprise systems that are 10 or 20 years old and have been developed on a completely different technology stack. A workaround to enable AI systems to better interact with transactional back-end systems that lack open interfaces is Robotic Process Automation (RPA). An RPA system watches the user execute a business process in the graphical user interface (GUI) of, for example, an ERP system, and is
then able to automate the process by repeating the tasks performed by the user directly in the GUI. The RPA system could, for example, copy & paste the outputs of an AI system into an ERP system, while simultaneously checking simple rules and customizing the process execution depending on predictions made by the AI system.

But the cause for the notorious missing link between analytical and transactional systems is not always a technical one; sometimes it is rooted in business or legal regulations. In one case we investigated, the data science department of a global pharmaceutical company developed a new machine learning model to dynamically choose the optimal packaging for outgoing shipments. However, the data scientists later discovered that in the pharmaceutical industry one needs yearly government approval for what packaging materials can be shipped to which countries. So the packaging recommendations generated by the new system were never used in the operational business process and the project was stopped.

In other cases, the reasons for not adopting the recommendations of AI systems are more of an organizational or even individual nature. In both the insurance and utilities sectors we discovered cases where sales representatives received reports with customer churn scores, indicating how likely it is that specific customers will cancel their contracts in the near future. Objectively, these scores should represent highly valuable input for the daily work of the sales reps. However, these scores seemed to be rarely used, either because the company’s business processes were not designed to take such information into account (e.g., other conflicting business rules for prioritizing and contacting customers exist or it is not intended to proactively contact customers at all) or because the recipients were not data literate enough to interpret the information. One enabler to overcome this challenge is to find other ways for presenting the outputs of AI systems to users. In the churn case, for example, an electricity provider prescribed the questions their call center agents have to ask customers based on the customer’s predicted likelihood of churn. So instead of showing call center agents a statistic, they gave them actionable instructions that are almost impossible to work around.

1.3.7 Challenge 7: Dynamic Environments
As described earlier, most of the current AI systems are based on supervised machine learning models. These models learn a function that is able to correctly map inputs into outputs; for example, a function to output the correct English translation for a given French input text, or a function that can predict the popularity (output) of an Instagram fashion post (input). Once the function has been learned with sufficient accuracy, it can be used to automate tasks that have traditionally been performed by human experts such as interpreters or marketing managers.

This approach assumes, however, that the function to predict outputs based on inputs is stable over time (Gama et al. 2014). In the example of translating French to English this assumption is largely met. In the social media marketing example, however, the factors that determine a popular post change at least as fast as fashion and popular culture trends change. In other words, what used to be hip on Instagram six months ago, may not trigger half as many “likes” today. Sensing such structural changes and assessing their consequences for predictions and decisions made by AI-driven systems is a challenge that is often overlooked by companies, especially those that are new to machine learning. A data scientist from an international jewelry manufacturer and retailers we interviewed put it like this: “You don’t put something into production and then just keep it running. It’s very much about continuous monitoring and figuring out that there’s a drift in the data. [...] Having in-house consultants or data scientists in house is quite important here, because you need this continuous monitoring. Often [external] consultants come in and they do the project and deliver it and then they go somewhere else. [...] Traditional software keeps functioning in the same way over time. But the performance of machine learning models might degrade when the data changes.” The statement highlights two things. First, the importance of continuously monitoring the performance of predictive models. This is often more difficult than it sounds, as it requires to have access to up-to-date ground-truth data which can be used as a benchmark for the algorithmic predictions. Second, clearly defined organizational roles and responsibilities. Simply buying a standard software package or hiring external consultants to build a predictive model is not sufficient. Successfully employing an AI system is not a one-time project, but a continuous effort. Even a company like Google learned this the hard way, when their famous Google Flu Trend service, which was able to predict the spread of the flu based on what user type into Google’s search box, started to wildly overpredict flu levels (Lazer et al.
One of the main reasons was that Google’s engineers never updated the underlying machine learning models, although both the nature of influenza pandemics and the logic and usage of its search engine changed considerably over the years.

A holistic approach to overcome this challenge is the concept of MLOps (Machine Learning Operations; Talagala 2018). Inspired by practices from software development to reduce the time between committing a change to a system and the change being successfully placed into normal production (DevOps), MLOps aims at improving the quality of machine learning models in production by, on the one hand, increasing automation in monitoring and improving the performance of these models, and, on the other hand, implementing organizational structures for ensuring compliance with business and regulatory requirements. Concrete practices include, for example, the use of drift detection techniques to notice variations in the input data, conducting A/B tests to detect degradation or side-effects in the real-world impact of models, or interdisciplinary teams spanning technical and business experts to ensure quality and minimize the risk of AI systems.

<table>
<thead>
<tr>
<th>AI Value Creation Process</th>
<th>Challenge</th>
<th>Examples</th>
<th>Enablers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Planning</td>
<td>Inflated management expectations</td>
<td>Executive management thinks every knowledge work task can be automated by AI; Management directly wants to go for “moonshot” projects</td>
<td>Check task’s suitability for machine learning, Engage analytics vendors, AI pilot projects</td>
</tr>
<tr>
<td>Development</td>
<td>Managing AI projects like traditional IT projects</td>
<td>Project managers expect a continuous delivery of results; Data scientists waste time creating intermediate products and reports for management</td>
<td>Data scientists with good communication skills, Data-literate project managers, Appropriate KPIs</td>
</tr>
<tr>
<td>From</td>
<td>Data availability</td>
<td>No training data available for</td>
<td>Collecting training data</td>
</tr>
<tr>
<td>Environment to Data</td>
<td>and quality</td>
<td>creating a supervised machine learning model; Data scientists have to spend the majority of their time on extracting and cleaning data from source systems</td>
<td>from the field, Learning apprentice approach, Company-wide data culture</td>
</tr>
<tr>
<td>---------------------</td>
<td>-------------</td>
<td>--------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
<td>-------------------------------------------------------------------------</td>
</tr>
<tr>
<td>From Data to Knowledge</td>
<td>Interpretability</td>
<td>AI system can predict future events, but not explain how the predictions were made; Only the machines learn, not the humans</td>
<td>Intrinsically interpretable algorithms, Post-hoc explainability methods</td>
</tr>
<tr>
<td>From Knowledge to Decisions</td>
<td>Causality</td>
<td>Identified patterns are just correlations and no cause-and-effect relationships; real-world interventions have not the predicted effect</td>
<td>Randomized control trials, Causal modeling</td>
</tr>
<tr>
<td>From Decision to Actions</td>
<td>Missing link to transactional systems and processes</td>
<td>For technical or regulatory reasons the decisions suggested by an AI system cannot be fed back into transactional systems; Employees ignore outputs of AI systems</td>
<td>Robotic Process Automation, Data scientists with awareness about compliance regulations, Prescriptions instead of predictions</td>
</tr>
<tr>
<td>Operations</td>
<td>Dynamic environments</td>
<td>Predictive accuracy of machine learning models degrades over time; In-house employees do not know how to update or retrain models</td>
<td>MLOps</td>
</tr>
</tbody>
</table>

Table 2: Overview of Challenges and Enablers along the AI Value Creation Process

Exhibit: How energy retailers pursue the path towards AI value creation

Energy suppliers have been existing for over a century and serve a vital market for everyone. By their very nature, they have access to a great number of customers, are even monopolists in some areas. Digitization does not stop at these incumbents, rather affects utilities with all its
might: They have to build data-heavy smart grids and collect vast amounts of data as a result of digitizing meter-to-cash and other business processes. We spoke with five AI professionals about eleven projects in the energy retailing industry and found both failure and success stories: With their grown and strong hierarchies, we observed a discrepancy between management expectations and the frontline business (Challenge 1). Ambitious AI projects that are imposed by top management are prone to collapse, as AI technology cannot be easily bundled into a standard software product with clear interfaces, like energy management systems, ERP, or reporting tools, which can be purchased and just set up (Challenge 2). Another issue is that operational processes in marketing, customer contact, and other functions are not ready to act upon insights from AI prediction models (Challenge 6). There are also often strong concerns about privacy and regulatory issues that inhibit bottom-up data-driven innovation (Challenge 7).

In addition, several projects fail because the necessary data is not available or not in the shape to be used (Challenge 3). The aims to predict rare events, e.g., outage of energy installations, or to analyze phenomena that have not been recorded in the past, e.g., customer preferences or contract cancelation reasons, are just two examples of such data issues.

Nonetheless, we saw many good examples of how these companies create value with AI. Several energy retailers cooperate with specialized analytics vendors to buy-in sophisticated solutions, for example, for churn monitoring, customer valuation, or smart meter data analyses instead of developing them from scratch. Using externals as sparring partners, they build their own AI competencies and wisely select which task to in- and outsource (Enabler: Engage analytics vendors). Also, management exercises—with vendors or in the form of pilot projects—to properly evaluate AI initiatives in order to make wise decisions (Enabler: AI pilot projects). Other firms cooperate with universities and kickstart risky analytics projects with students. The successful companies, of course, dedicate appropriate—IT and non-IT—resources to provide the necessary infrastructure and data access for these projects (Enabler: Data-literate project managers). AI applications are often computationally lightweight procedures in the background rather than new IT systems that need heavy maintenance and user training (Enabler: MLOps). A
common feature in all successful projects was indeed an entrepreneur in the company who was pushing the data-driven and AI-related projects (*Enablers: Company-wide data culture*).

Several issues regarding the use of AI technology in business demand further investigation. One issue is the continuous model development and retraining. When, for example, prediction models of customer behavior are used to improve advertising campaigns, the predictive quality decreases over time as the ‘top’ customers are served (*Challenge 7, Enabler: Randomized control trials*). Another issue is the application of models that are trained to predict but are used to explain phenomena in practice, for example, in driver or root-cause analyses (*Challenge 5, Enabler: Causal modeling*).

Concluding comments

Since the inception of the computing field, organizations have tried to use IT for automating various tasks and business processes. Highly structured and repetitive tasks like payroll processing or order handling have been automated a long time ago using systems that rely on hand-coded rules and knowledge bases. Yet, due to the fragile nature and the enormous effort required for creating and maintaining rules and knowledge, these first-wave AI systems were not suitable for automating non-routine tasks. With the increased diffusion of second-wave AI systems that are able to inductively learn how to perform a task without being explicitly programmed, more and more knowledge work tasks can be taken over by machines. However, this new generation of AI systems require different implementation and management approaches. Successfully implementing AI in an organizational setting is not a one-time activity and requires more than deploying IT systems. AI systems need to be closely interlinked with operational systems, their predictive performance needs to be continuously monitored, their decisions need to be checked with regards to interpretability and causality, and they have to be retrained and adapted when their environment changes.

Appendix
<table>
<thead>
<tr>
<th>#</th>
<th>Type of company</th>
<th>Size of company</th>
<th>Experience of IP</th>
<th>Gender of IP</th>
<th>Project description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Media</td>
<td>small</td>
<td>1</td>
<td>M</td>
<td>Automatic writing</td>
</tr>
<tr>
<td>2</td>
<td>Heating manufacturer</td>
<td>medium</td>
<td>4</td>
<td>M</td>
<td>Call center automation / classification (App for staffing)</td>
</tr>
<tr>
<td>3</td>
<td>Private insurance</td>
<td>medium</td>
<td>&gt;7</td>
<td>M</td>
<td>Automated insurance sales</td>
</tr>
<tr>
<td>4</td>
<td>Fashion retailing</td>
<td>small</td>
<td>3</td>
<td>F</td>
<td>Customer target groups for email campaign</td>
</tr>
<tr>
<td>5</td>
<td>Jewellery retail and manufacturer</td>
<td>medium</td>
<td>3</td>
<td>M</td>
<td>Personas modeling and activation</td>
</tr>
<tr>
<td>6</td>
<td>Data analytics vendor</td>
<td>small</td>
<td>3</td>
<td>M</td>
<td>Churn consulting with AI model</td>
</tr>
<tr>
<td>7</td>
<td>Data analytics vendor</td>
<td>small</td>
<td>7</td>
<td>M</td>
<td>Market segmentation and persona generation</td>
</tr>
<tr>
<td>8</td>
<td>Truck industry</td>
<td>large</td>
<td>2</td>
<td>M</td>
<td>Text analysis on component replacements</td>
</tr>
<tr>
<td>9</td>
<td>Truck industry</td>
<td>large</td>
<td>2</td>
<td>M</td>
<td>Complex visualization</td>
</tr>
<tr>
<td>10</td>
<td>Media</td>
<td>medium</td>
<td>&gt;7</td>
<td>F</td>
<td>Management support</td>
</tr>
<tr>
<td>11</td>
<td>Media</td>
<td>medium</td>
<td>&gt;7</td>
<td>F</td>
<td>Automatic media summary</td>
</tr>
<tr>
<td>12</td>
<td>IT consulting</td>
<td>large</td>
<td>5</td>
<td>F</td>
<td>Automatic processing of health care policies and summarizing the content</td>
</tr>
<tr>
<td></td>
<td>Industry</td>
<td>Scale</td>
<td>Size</td>
<td>Type</td>
<td>Description</td>
</tr>
<tr>
<td>---</td>
<td>--------------------------------</td>
<td>-------</td>
<td>------</td>
<td>--------</td>
<td>-----------------------------------------------------------------------------</td>
</tr>
<tr>
<td>13</td>
<td>Media</td>
<td>small</td>
<td>1</td>
<td>M</td>
<td>Publisher consulting</td>
</tr>
<tr>
<td>14</td>
<td>Data analytics vendor</td>
<td>small</td>
<td>3</td>
<td>M</td>
<td>Churn project in Germany with regular reports and integration in call center system</td>
</tr>
<tr>
<td>15</td>
<td>Heating manufacturer</td>
<td>medium</td>
<td>4</td>
<td>M</td>
<td>Predictive maintenance (identify backup heating system is in place)</td>
</tr>
<tr>
<td>16</td>
<td>Robotics</td>
<td>small</td>
<td>3</td>
<td>M</td>
<td>Robotics training data collection</td>
</tr>
<tr>
<td>17</td>
<td>Robotics</td>
<td>small</td>
<td>3</td>
<td>M</td>
<td>Analytics vendor projects</td>
</tr>
<tr>
<td>18</td>
<td>Mechanical engineering</td>
<td>small</td>
<td>7</td>
<td>M</td>
<td>Machines for metalworking company</td>
</tr>
<tr>
<td>19</td>
<td>Mechanical engineering</td>
<td>small</td>
<td>7</td>
<td>M</td>
<td>Optimizing pneumatic machines</td>
</tr>
<tr>
<td>20</td>
<td>Data analytics vendor</td>
<td>small</td>
<td>7</td>
<td>M</td>
<td>Churn score integration in call center system</td>
</tr>
<tr>
<td>21</td>
<td>Private insurance</td>
<td>medium</td>
<td>&gt;7</td>
<td>M</td>
<td>Risk prediction</td>
</tr>
<tr>
<td>22</td>
<td>Private insurance</td>
<td>medium</td>
<td>&gt;7</td>
<td>M</td>
<td>BI Analyses</td>
</tr>
<tr>
<td>23</td>
<td>Original equipment manufacturer</td>
<td>medium</td>
<td>&gt;7</td>
<td>M</td>
<td>Spare parts demand forecasts supply chain</td>
</tr>
<tr>
<td>24</td>
<td>Original equipment manufacturer</td>
<td>medium</td>
<td>&gt;7</td>
<td>M</td>
<td>Causal impact analysis for Supply Chain</td>
</tr>
<tr>
<td>25</td>
<td>Energy retailing</td>
<td>medium</td>
<td>1</td>
<td>M</td>
<td>Rule identification for email</td>
</tr>
<tr>
<td>#</td>
<td>Industry</td>
<td>Size</td>
<td>Revenue</td>
<td>Type</td>
<td>Description</td>
</tr>
<tr>
<td>----</td>
<td>------------------------</td>
<td>-------</td>
<td>---------</td>
<td>------</td>
<td>------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>26</td>
<td>Energy retailing</td>
<td>medium</td>
<td>1</td>
<td>M</td>
<td>Price forecast</td>
</tr>
<tr>
<td>27</td>
<td>Energy retailing</td>
<td>medium</td>
<td>1</td>
<td>M</td>
<td>Meter defect detection</td>
</tr>
<tr>
<td>28</td>
<td>Energy retailing</td>
<td>medium</td>
<td>1</td>
<td>M</td>
<td>Public transportation app</td>
</tr>
<tr>
<td>29</td>
<td>Insurance and pension</td>
<td>medium</td>
<td>2</td>
<td>M</td>
<td>Risk prediction health insurance</td>
</tr>
<tr>
<td>30</td>
<td>Transportation</td>
<td>medium</td>
<td>2</td>
<td>M</td>
<td>Travel journey analysis to inform decision makers about routes</td>
</tr>
<tr>
<td>31</td>
<td>Pharmaceutical</td>
<td>large</td>
<td>1</td>
<td>F</td>
<td>Demand forecasting supply chain</td>
</tr>
<tr>
<td>32</td>
<td>IT consulting freelancer</td>
<td>small</td>
<td>&gt;5</td>
<td>F</td>
<td>Logistics data warehouse integration</td>
</tr>
<tr>
<td>33</td>
<td>Insulation manufacturer</td>
<td>medium</td>
<td>3</td>
<td>M</td>
<td>Factory Optimization</td>
</tr>
<tr>
<td>34</td>
<td>Jewellery retail and manufacturer</td>
<td>medium</td>
<td>3</td>
<td>M</td>
<td>Classification of database reports to categories (mapping) with NLP</td>
</tr>
<tr>
<td>35</td>
<td>Electronics manufacturer</td>
<td>large</td>
<td>4</td>
<td>M</td>
<td>Public transport demand forecast</td>
</tr>
<tr>
<td>36</td>
<td>Electronics manufacturer</td>
<td>large</td>
<td>4</td>
<td>M</td>
<td>Parking area demand forecast</td>
</tr>
<tr>
<td>37</td>
<td>Consulting</td>
<td>small</td>
<td>2</td>
<td>M</td>
<td>Employee termination risk (using social network analysis)</td>
</tr>
<tr>
<td>#</td>
<td>Industry</td>
<td>Size</td>
<td>Age</td>
<td>Gender</td>
<td>Description</td>
</tr>
<tr>
<td>----</td>
<td>-----------------------------------</td>
<td>-------</td>
<td>-----</td>
<td>--------</td>
<td>-----------------------------------------------------------------------------</td>
</tr>
<tr>
<td>38</td>
<td>Consulting</td>
<td>small</td>
<td>2</td>
<td>M</td>
<td>Employee satisfaction analytics (using social network analysis, smart watch data)</td>
</tr>
<tr>
<td>39</td>
<td>Media</td>
<td>medium</td>
<td>4</td>
<td>F</td>
<td>Identifying article metrics for journalists</td>
</tr>
<tr>
<td>40</td>
<td>Media</td>
<td>medium</td>
<td>4</td>
<td>F</td>
<td>Recommendation engine for journalists with application</td>
</tr>
<tr>
<td>41</td>
<td>Media</td>
<td>medium</td>
<td>4</td>
<td>F</td>
<td>Recommender system for news articles</td>
</tr>
<tr>
<td>42</td>
<td>Pharmaceutical</td>
<td>large</td>
<td>2</td>
<td>M</td>
<td>Customer communication channel scoring</td>
</tr>
<tr>
<td>43</td>
<td>Banking</td>
<td>medium</td>
<td>?</td>
<td>F</td>
<td>Debt collection (scores from two prediction models, fixed list of customers to call)</td>
</tr>
<tr>
<td>44</td>
<td>Bank</td>
<td>medium</td>
<td>3</td>
<td>F</td>
<td>Fraud detection (prediction model plus mathematical function, case worker takes action on)</td>
</tr>
<tr>
<td>45</td>
<td>Life insurance</td>
<td>medium</td>
<td>1</td>
<td>M</td>
<td>Churn prediction</td>
</tr>
<tr>
<td>46</td>
<td>Media</td>
<td>medium</td>
<td>2</td>
<td>M</td>
<td>Influencer search engine</td>
</tr>
<tr>
<td>47</td>
<td>Jewellery retail and manufacturer</td>
<td>medium</td>
<td>3</td>
<td>M</td>
<td>Marketing impact evaluation of measures (A/B-Tests, …)</td>
</tr>
<tr>
<td>48</td>
<td>Original equipment</td>
<td>medium</td>
<td>&gt;7</td>
<td>M</td>
<td>Predictive maintenance (aftersales)</td>
</tr>
<tr>
<td>No.</td>
<td>Industry</td>
<td>Size</td>
<td>Duration</td>
<td>Stage</td>
<td>Description</td>
</tr>
<tr>
<td>-----</td>
<td>------------------------</td>
<td>---------</td>
<td>----------</td>
<td>-------</td>
<td>-----------------------------------------------------------------------------</td>
</tr>
<tr>
<td>49</td>
<td>Original equipment manufacturer</td>
<td>medium</td>
<td>&gt;7</td>
<td>M</td>
<td>Predictive maintenance (service agreement)</td>
</tr>
<tr>
<td>50</td>
<td>Online retailing</td>
<td>large</td>
<td>3</td>
<td>M</td>
<td>Truck scheduling for ordering system</td>
</tr>
<tr>
<td>51</td>
<td>Online retailing</td>
<td>large</td>
<td>3</td>
<td>M</td>
<td>Root cause analysis for delivery shortage</td>
</tr>
<tr>
<td>52</td>
<td>Food waste saving</td>
<td>medium</td>
<td>5</td>
<td>M</td>
<td>Customer Journey</td>
</tr>
<tr>
<td>53</td>
<td>Energy retailing</td>
<td>medium</td>
<td>5</td>
<td>M</td>
<td>Market analysis battery storage</td>
</tr>
<tr>
<td>54</td>
<td>Energy retailing</td>
<td>medium</td>
<td>5</td>
<td>M</td>
<td>Quantity structure for electricity purchase</td>
</tr>
<tr>
<td>55</td>
<td>Energy retailing</td>
<td>medium</td>
<td>5</td>
<td>M</td>
<td>Chatbot for customer interactions</td>
</tr>
</tbody>
</table>

Table 3: List of projects and details of interview partners (IP)
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Abstract

Advancements in artificial intelligence (AI) technologies are rapidly changing the competitive landscape. In the search for an appropriate strategic response, firms are currently engaging in a large variety of AI initiatives. However, recent studies suggest that companies are falling short in creating tangible business value through AI. As the current scientific body of knowledge lacks comprehensive frameworks for explaining this phenomenon, we conducted an empirical analysis of 57 applications of AI in 29 different companies. We identified three broad types and five subtypes of effective AI value creation mechanisms that represent unique and fundamental sources of value. Furthermore, we found that organizations dynamically shift from one value creation mechanism to another by reconfiguring their AI applications. We also identified necessary but not sufficient conditions for successfully leveraging the different AI value creation mechanisms that provide an alternative explanation for the current high failure rate of AI projects.
2.1 Introduction

Artificial intelligence (AI), broadly understood as the capability of machines to perform cognitive tasks at a level that is comparable or even superior to humans (see, e.g., Russell and Norvig 2009), is a rapidly advancing general-purpose technology that holds the potential to reshape the nature of work (Frank et al. 2019). Recent years have seen breakthroughs in the field of AI in terms of basic research and development. However, despite the rapid technological advances, AI’s impact on organizations and economies has been modest so far (Brynjolfsson et al. 2017). In fact, while researchers were able to measure positive productivity impacts of AI-related technologies, skills, and practices for companies of some industries (Müller et al. 2018), in some geographies (Tambe 2014), or for some types of business processes (Wu et al. 2019), the economic productivity growth of the overall economy has declined over the past decade (Brynjolfsson et al. 2017). According to Brynjolfsson and colleagues a likely explanation for this paradox are implementation and restructuring time lags. The full effects of AI will not be realized until companies develop and implement new complementary organizational capabilities in order to fully leverage the potential of AI; and the development of these complementary innovations takes considerable time.

Indeed, recent studies reported that organizations are struggling with realizing and sustaining value from AI initiatives (Brynjolfsson et al. 2017; Tarafdar et al. 2019). Most companies run only ad-hoc pilots or apply AI in just a single business process (Fountaine et al. 2019). One of the key enablers for creating and sustaining value from AI is moving from pilots to company-wide programs addressing end-to-end processes (Fountaine et al. 2019). However, anecdotal evidence suggests that many companies instead go for “moon shoot” projects without systematically evaluating automation needs (Davenport and Ronanki 2018).

Both, the academic and practitioner-oriented discourses are characterized by a strong focus on the opportunities AI provides for organizations, but neglect to uncover the mechanisms that
organizations need to realize promised value. Regarding the question of how organizations realize the potential value promised by AI, the discussion—primarily based on conceptual analysis—centers around the choice between AI augmentation and automation strategies that companies can follow, else known as the support-versus-replace debate (see Markus 2017; Zuboff 1985). However, the information systems field is currently lacking empirical research that analyzes what strategies organizations create to realize value from AI technologies (Günther et al. 2017), how they decide about the level of augmentation/automation (Coombs et al. 2020), what kind of AI value organizations pursue, and what kind of value they actually get. As Markus (2017) succinctly puts it, information systems scholars should “move the debate beyond generic positions and provide nuanced advice” (p. 234) about the strategic management of algorithmic intelligence. Hence, the information systems field is in dire need of further empirical studies that carefully examine how organizations actually realize value from AI in practice.

Against this background, we address the calls from both information systems (Coombs et al. 2020; Galliers et al. 2017; Markus 2017; Rai et al. 2019) and management scholars (von Krogh 2018; Raisch and Krakowski 2020) to study the role of AI in value creation by investigating the following research question:

*How do organizations create value through applications of AI?*

To answer this question, we carried out an exploratory interview study focusing on applications of AI in organizations. We studied 57 of such applications in 29 organizations. To generate rich data about these AI applications, and how they contribute to value creation, we interviewed 40 data scientists, as they have been described as professionals with an interdisciplinary background and holistic view on AI and its application in organizations (van der Aalst 2014; Davenport and Patil 2012; Plastino and Purdy 2018).

Our findings show that there are different value creation mechanisms that organizations can employ to realize impact from AI. In particular, first, we identified three broad types and five subtypes of AI value creation mechanisms, which represent unique and fundamental sources of
value organizations pursue. Second, we found that AI value creation is a dynamic process and, in order to sustain value from applications of AI, organizations shift from one value creation mechanism to another by reconfiguring their AI applications. Third, we identified necessary but not sufficient conditions for successfully leveraging the different value creation mechanisms that provide an alternative explanation for the current high failure rate of AI projects.

The remainder of this paper is structured as follows: First, we provide an overview of the current discourse on AI value creation. Next, we present our research method, followed by the presentation and discussion of our findings. We conclude by summarizing the study’s limitations and contributions.

2.2 Theoretical background

The use of AI in organizations has begun to attract significant attention from management and information systems researchers, who especially focus on the ways how organizations create value through AI (Brynjolfsson and McAfee 2017; Coombs et al. 2020; Davenport and Ronanki 2018). Several studies focus on the automation affordances of AI technologies (e.g., Coombs et al. 2020; Tarafdar et al. 2019). However, the strong focus on automation through AI seems to fall short in terms of business productivity (Brynjolfsson et al., 2017) and social implications for the workforce (Brynjolfsson and Mitchell 2017; Galliers et al. 2017; Manyika et al. 2017; Newell and Marabelli 2015). Recent conceptual works describe different facets of embedding AI in organizations, be it platforms of human-AI hybrids (Rai et al., 2019), the ability of a new generation of information systems that can learn and act autonomously and thus form a new agency (Ågerfalk 2020), and the emergence of metahuman systems (Lyytinen et al. 2020). These conceptual works point to a knowledge gap regarding the best strategy for embedding AI in organizations and for deriving and sustaining value from it.

The discourse on the effective combination of human-AI configurations recently turned back to a key finding of earlier human-computer interaction studies (Parasuraman et al. 2000; Sheridan and Verplank 1978; Wickens et al. 2010), namely that AI value creation is not a binary choice between using AI for augmentation or for automation of human work. Rather, a nuanced view on both extremes is necessary. Raisch and Krakowski (2020) advocate that organizations need to
engage in both applications of AI that augment and automate human capabilities in order to create and sustain AI value in the long term. Similarly, Jarrahi (2019) discusses positive affordances and side effects of using AI for informatizing and automating work and concludes that “AI can ... play a key role not just by performing organizational tasks more efficiently but also by empowering workers through symbiotic interactions with humans ... Workers must be given the opportunity to dynamically participate in the analysis and interpretation of AI-generated results” (p. 183). Shrestha et al. (Shrestha et al. 2019) illustrate the various possible human-AI configurations in organizational decision making processes, and Grønsund & Aanestad (2020) underline the importance of humans in the loop for auditing and altering practices when working with AI. However, extant research lacks clarity about how organizations should pursue the way towards the right portfolio of applications of AI. This problem is further reinforced by the fact that so many nuances of human-AI combinations exist (Faraj et al. 2018) which create new kinds of metahuman systems (Lyytinen et al. 2020).

In the range between, on the one hand, full process automation and, on the other hand, the support of human decisions (augmentation), prior work identified different types and applications of AI value creation. Davenport and Ronanki (2018, p. 110), for example, find that “automating business processes, gaining insight through data analysis, and engaging with customers and employees” are three types of AI value creation. AI can be applied for different augmentation purposes. One obvious way is to train machine learning (ML) models to provide predictions for operative business processes (e.g., churn scores at the individual customer level) and support the work of people by presenting them with these predictions. This is what we would intuitively refer to as true augmentation. The other way is to extract more general rules from models (e.g., the factors that drive customer churn), rather than individual predictions, and inform human work by presenting these rules to workers. This latter type is more knowledge generation than a support of the operational process, given that AI is used to create new knowledge. Exemplary forms of knowledge generation using AI are, for example, in research and development for generating new scientific theory (Berente et al. 2019) or for gaining insights in social science using explainable AI (Miller, 2019). The duality of AI
technology as being usable for automation and knowledge creation continues a longstanding perception of “the two faces of intelligent technology” (Zuboff 1985, p. 5), namely automating and informing. AI-driven value creation is often associated with automating (Coombs et al., 2020; Tafdar et al., 2019), which might be explained by a logic that Zuboff already explained in the 1980s: “[Managers] narrow emphasis on automation is the web of economic logic in which they must operate. Conventional accounting formulas treat technology as capital substitution of labor. As many managers have learned, ‘to justify a new computer we have to show job eliminations.’” (p. 12) This perception resulted in alarming reports about potential job losses through AI (Frey & Osborne, 2017), but AI value creation is more complex, as organizations need to continuously realign work practices, organizational models, and stakeholder interests in order to realize value (Günther et al. 2017; Lebovitz 2019; Markus 2017).

Although research on AI has received increasing attention in the past few years, research on how AI creates business value remains scarce. In their comprehensive literature review on intelligent automation, Coombs et al. (2020) point to the “significant limitations in our understanding of how organisations decide the level of Intelligent Automation” (p. 12). There is also an ongoing debate on how to assess the value of big data analytics (an AI-related technology) for firms, particularly in shedding light on how big data analytics investments can yield tangible business value (Grover et al. 2018; Günther et al. 2017; Sharma et al. 2014). This stream of research offers important insight on data driven value creation processes by proposing frameworks and research agendas. In particular, Grover et al. (2018) propose a value creation framework that links big data analytics efforts with necessary capability building and strategic value creation.

On the same subject, Günther et al. (2017) and Markus (2017) conclude that current literature on value creation from datification initiatives in firms is rather conceptual and that additional empirical research is needed to derive new theory and actionable knowledge for strategic decision making. In particular, to understand AI value creation in organizations requires analyzing how organizations “translate, as well as fail to translate, its potential into actual social and economic value” (Günther et al., 2017, p. 192), what kind of value organizations gain from
applications of AI in practice, and how they sustain value over time. In addition, to provide responsible practical recommendations about what organizations should do, we need to analyze the organizational and environmental conditions that promote or inhibit AI value realization (Markus, 2017).

2.3 Method
In response to the research question, we chose an exploratory research design. Specifically, we conducted a semi-structured interview study to gather rich in-depth insights. Due to the exploratory nature of this study, the research employs a qualitative approach, aimed at understanding the mechanisms of how organizations create value through AI.

2.3.1 Data Collection
We collected our data in two rounds. In the first round (between October 2018 and January 2020), we interviewed 40 data scientists about their involvement in 57 corporate applications of AI (on-going projects and deployed systems, a full list of the analyzed projects is included in the appendix Table A.1 and the interviews are listed in Table A.2). The interviewed data scientists performed different roles and, while they were sometimes specialized in different aspects of AI value creation (e.g. data engineering, data modeling, model deployment), overall, they were responsible for the implementation of machine learning algorithms. In this way, we were able to gain an inside, bottom up view into AI value creation (Plastino and Purdy, 2018) that we believe is lacking currently from the information systems literature. The retrospective accounts of the interviewed data scientists were the main data source for our data analysis and theorizing process. Following Gioia (2013), we treated these “informants” as “knowledgeable agents”, giving them an “extraordinary voice” (p. 26). Practically, this means that we assumed that our informants “know what they are trying to do and can explain their thoughts, intentions, and actions” (Gioia et al. 2013, p. 17). In particular, we asked them about the AI projects that they were involved in, thereby grounding the interview in participants’ own experiences. This helped to keep the interviews rooted in actual events and settings, which reduces the risk of the discourse spiraling into abstractions, generalities, and cultural scripts (Schultze and Avital 2011). The interviews followed an interview guide that we flexibly adjusted over time driven by
the accounts of the informants (Gioia et al. 2013) and the ongoing coding and theorizing process that we carried out with the help of a coding logbook. The overall structure of the interview guide was, however, stable and largely based around a conceptualization of an AI value creation process that proved to be useful for structuring the interviews. This process consisted of four stages, namely transforming “data to knowledge”, “knowledge to decisions”, “decisions to actions”, and “actions to value” (Sharma et al. 2014; Thiess and Müller 2018). In particular, we asked the informants how they approached and experienced each sub-stage of this process, what difficulties they faced in each stage, and which strategies they used to create what they perceived as value created by AI. In some cases, we reached back out to informants of earlier interviews to ask about concepts that were arising from later interviews (Gioia et al. 2013). Our technical background and past experience in AI technology allowed us to go into the necessary depth of the domain with the interview partners, so that we understood how the projects were embedded in the organisational context and which AI technologies were used. Still, the interviews remained open to probing into informants responses when they initiated a new area of inquiry. The recorded interviews have a mean duration of 48.5 minutes (12 minutes standard deviation).

A second round of data collection (between January and June 2020) focused on the validation of our findings. For this, we organized a workshop with data scientists on January 16 (2020) with 13 participants (seven of them were interview partners, six were new participants). In this focus group discussion, we presented the nascent state of our theoretical conceptualizations. In addition, we asked earlier informants that could not participate for written feedback on our interim findings and received substantive feedback from ten informants.

We selected the interviewees purposefully, ensuring a high variety of industries (e.g., retailing, mechanical engineering, energy retailing, banking and finance, robotics, IT consulting, data analytics vendors, transportation, media, pharma, foods and beverages, public sector) and covering organizations of different sizes from small (0-15 employees) over medium (16-1.000 employees) to large companies (>1.000 employees). Interview partners were 21% female and had between several months to up to seven years of job experience.
2.3.2 Data Analysis

We recorded all interviews and transcribed them verbatim, which resulted in more than 600 pages of original text. Due to the exploratory nature of our research question, we applied an open coding approach to identify relevant and interesting chunks of data. During the initial rounds of coding, we tried to stay close to the words and phrases of the informants, which led to a large amount of open codes (Gioia et al. 2013). While the first round of open coding was largely data-driven, we used our experience and knowledge of relevant theory in the later rounds of coding to make sense of the emerging concepts. Thus, we condensed them into broader themes and overarching theoretical dimensions (Gioia et al. 2013), as exemplified in Figure 1. Following an inductive approach, we tried not to force the emerging concepts into frames of pre-existing theory. A more detailed selection of indicative quotes and codes are listed in the appendix in Table A.3 and A.4.

Figure 1: From raw data over open codes to themes and dimensions

Through an iterative analysis, themes and dimensions in relation to different strategies of creating value with AI, their characteristics, and use emerged as “transparently observable”
The first rounds of analysis resulted in three unique AI value creation mechanisms, which we refined in further rounds of analysis and coding until we reached a point of theoretical saturation, in which no conceptual deviations remained (Glaser and Strauss 1967). Frameworks and concepts from existing literature supported this iterative data analysis process, in particular, we used the big data analytics value creation framework by Grover et al. (2018) as an analytical lens and vocabulary for our theorizing process. Once the emerging AI value creation mechanisms were sufficiently stable, we re-analyzed the data again through the lens of the emerging theory that is, we classified all projects according to their value creation mechanisms (see Table A.1).

This led us to uncover that over their lifecycle AI applications often did not only follow one mechanism of value creation, but sometimes organizations reconfigured their AI applications in order to shift to a different value creation mechanism. Such reconfigurations eventually became the focus of another round of data analysis, in which we searched for factors (conditions) that have caused the reconfiguration.

We used MAXQDA software to analyze all collected data (interview and focus group meeting transcripts, written feedback). Original quotes were translated, if necessary.

2.4 Findings

This section describes the results of our empirical analysis. We identified three distinct AI value creation mechanisms that we ordered according to the influence that AI has on decision making and process execution (first low, then moderate to high, then very high). Thereafter, we exemplified how companies sometimes reconfigure their AI applications and, thereby, move between different value creation mechanisms. In order to explain these reconfigurations, we identified necessary conditions for shifting towards another AI value creation mechanism, as we describe in the final subsection. We observed that a mismatch between a value creation mechanism and its necessary conditions is the main reason for project failure and that managers, who understand this, reconfigure their AI applications to change the intended level of augmentation/automation and strive for a different type of value.
2.4.1  **AI value creation mechanisms**
We present our findings following the concept of value creation mechanisms proposed by Grover et al. (2018) to express how the companies we studied created value from the application of AI. In the process of translating tangible and intangible IT assets (e.g., hardware, software, human resources) to measurable business value (e.g., performance improvement in terms of increased productivity), value creation mechanisms are—according to Grover et al. (2018)—a mediator between capabilities enabled by assets (e.g., the ability to collect and manage data and train predictive models from data) and value targets (e.g., better decision making). These value creation mechanisms represent fundamental sources of value being pursued by a company. Specifically, we found three AI value creation mechanisms with in total five subtypes. We illustrate them in Figure 2 and describe them below.

![Figure 2: AI value creation mechanisms](image)

### 2.4.1.1 Knowledge creation (AI value creation mechanism 1)
Although AI is often associated with the notion of automation, a significant number of AI applications in our sample (26 of 57) did not focus on automation. Their goal was rather to apply AI for creating new knowledge, by utilizing machine learning algorithms that inductively identify trends and patterns in the data and learn rules on how to predict outcomes based on a given set of input variables. In this way, AI machines are able to learn from data, identify the rules themselves instead of being programmed by humans and continuously improve over time.
We found that these knowledge creation projects often supported rather strategic decision making processes (e.g., data-driven segmentation for market research, root-cause analysis for delivery shortage). We further found that these applications of AI rarely ended directly in the implementation of productive IT systems and instead focused on easy-to-implement prototypes, or simple reports that have a relatively low risk of failure. However, project execution was often inefficient due to the ad-hoc nature of these projects and the fact that the analysis outputs were not used in a clearly defined downstream decision making task, but rather used as inputs for strategic decisions.

AI for knowledge creation often happened in the form of data-intensive research projects: one-time, often ad-hoc, analyses of historical data to generate exploratory and explanatory knowledge by identifying rules for mostly strategic decisions. These projects used diverse data sources and applied a variety of data analysis methods to collect data (including IoT infrastructures, field experiments, web scraping) and analyze them. Data analysis methods ranged from traditional statistical models, such as linear or logistic regression, to supervised and unsupervised ML algorithms, but also included time series forecasting and simulations. Overall, we could observe a tendency to apply transparent algorithms like logistic regression instead of applying highly complex black boxed algorithms like neural networks, as the goal of these projects was to explore relationships between variables or to test existing hypotheses with data. Many interviewees described the objective of these projects as “identifying the drivers of the process”, which then allow to generate an understanding of existing phenomena and support the development of new concepts and ideas. One of the interviewees reviewed from his work:

“In my opinion, what generates the most impact are the factors influencing customer behavior that our models spit out. They serve as a basis for discussion in the company about how one might develop new concepts.” (Translated; P03: Customer churn modeling)

Data-intensive research projects typically create knowledge that explains phenomena for whole (sub-)populations (e.g., customer groups) rather than predicting events on an individual level (e.g., a single customer). Such knowledge is usually represented as estimated parameters of a
statistical model that, for example, explains transaction fraud or customer churn. In one of the analyzed projects, for instance, a rule was identified that for a one-unit increase in customer spending, the likelihood that a customer churns decreases by a certain percentage point. In most cases, such analyses are highly contextualized to a specific setting and only executed once, or just a few times. The data collection and analysis often follow approaches that are commonly employed in science, namely econometric modeling of observational data or experiments (A/B tests). A data scientist at a global jewelry retailer described how they use A/B testing to obtain data on the behavior of customers:

“So in terms of revenue, we do uplift testing … basically, we run a business as usual [scenario] versus our new approach. So splitting ... our budgets ..., half is going [to the new approach] and then half of the budget [is going to the] traditional approach ... then holding those two outcomes up against each other and taking the delta.” (P46: Marketing impact evaluation)

2.4.1.2 Task augmentation (AI value creation mechanism 2)
We found that task augmentation projects are mostly concerned with implementing ML-based systems into production environments to support everyday downstream tasks. Here, humans remain the decision makers in the end, while the implementation of the decisions can be mandated to either human or machine actuators (see middle part of Figure 3). Task augmentation projects in our sample (18 of 57) created value by using ML-based systems to exploit scarce resources (e.g., employees) in a more optimal manner by augmenting the limited human information processing capabilities with the superhuman information processing capabilities of AI systems. The projects were mostly about augmenting tasks that are concerned with programmable decision making processes on a tactical or operational level. Moreover, we found that ML-based systems for task augmentation most commonly output individual-level predictions (e.g., scores or forecasts) and prescriptions (e.g., recommendations) based on supervised ML and optimization algorithms.

We identified two subtypes of the task augmentation mechanism: applications that leave low or high discretion for the human decision maker (i.e., the user of the system).
2.4.1.2.1 High-discretion augmentation

These applications of AI support decision making in ways that leave large parts of the final judgment and choices to the discretion of their users. This is done, for example, by displaying a set of predictions or recommendations, from which the user can select one or decide to ignore them completely. The sales department of a pharmaceutical company, for example, has enriched its customer relationship management (CRM) system with color-coded ratings that indicate the preferred communication channel for office-based physicians. Based on these predictions, but also on the experience and personal relationships of the sales agents, they can choose the most promising channel for contacting the client. Another example of high-discretion task augmentation is a process mining system deployed in a factory of a large building materials manufacturer. The system alerts production experts with push-notifications about certain steps in production processes that do not operate as planned, thus helping them to detect process inefficiencies early. The system, however, tells neither why the irregularities occur nor does it give explicit prescriptions about what to do, this remains at the discretion of the production experts:

“The system .. provides some support for the process experts ... So basically instead of having no idea where to look, we gave them [a] shortlist which will say this based on the data, ‘it could be in this area or this area’ ... And then they can keep diving into ... it.” (P31: Factory optimization)

2.4.1.2.2 Low-discretion augmentation

These applications of AI allow users only little influence on the final decisions made. For example, an energy retailer implemented a task augmentation system in its call center, which dynamically instructs agents what questions to ask and in which order. The agents have little influence on how to conduct the conversation, as they continuously receive prescriptions by the system on how to act and have only a few seconds to think about questions and answers. In the case of such low-discretion augmentation systems, the main role of the user is not to be a decision maker, but rather to be an actuator that can, indeed, intervene and overrule the system when exceptions or anomalies occur. We found that tasks that are supported by such low-discretion systems could be automated rather easily in theory, because users mostly follow the
instructions of the system, but in practice, those processes remained at least partially manual, due to technical, ethical, legal, or risk-related concerns. Another example of a low-discretion augmentation system that we investigated was a forecasting system deployed for inventory management at a large original equipment manufacturer. The system recommended how many units of a particular material its users should purchase. Here users could only accept or reject the system generated recommendations:

“The system triggers an action and then ... [there is] a human sitting somewhere ... reacting to these actions to some extent basically replenishing more; A lot of things could happen automatically and some of them actually do happen automatically, but for all the decisions that require a manual validation, there is a human ... that can ask questions about 'ok why is the forecast is going up or down there’?” (P21: Spare parts demand forecasts supply chain)

In contrast to high-discretion augmentation systems, which usually make predictions, low-discretion augmentation systems go one step further and generate prescriptions. They do so through decision functions that allow automatic selection of a final and often mathematically optimal set of courses of actions out of several evaluated alternatives. Usually, optimization algorithms (e.g., linear programming) or simple heuristics like “take the alternative with the highest score” are applied. For example, in the call center system mentioned earlier, the task augmentation system only instructs agents to ask questions about customer satisfaction at the end of a call, if the estimated churn probability for a given customer exceeds a certain threshold. Therefore, the call center agent has almost no discretion in this case. Similarly, a large bank uses decision functions to combine predictions from two ML models with information about customer debts:

“we are getting two probabilities. We have a specific formula in which we are combining these two ... we get the final number, and we rank that number. So the customers with the highest values, they are our top priority ... [this] makes the final decision ... Then we have a specific tool for advisors in which they get the final ... prioritized list for the customers they need to call.” (P41: Debt collection)

2.4.1.3 Process automation (AI value creation mechanism 3)
Some applications of AI in our sample (13 of 57) aim for process automation. The objectives of the underlying projects were to develop, operate, and maintain ML-based automation systems. Such systems usually apply supervised ML algorithms to execute continuously end-to-end business processes without human intervention. Moreover, we saw that they, just like low-discretion augmentation systems, rely on decision functions to choose a finite and often mathematically optimal set of courses of actions. However, we observed that, in contrast to knowledge creation and augmentation systems, process automation systems implement actions directly without a human in the loop (see Figure 3).

![Figure 3: Differences between knowledge creation, task augmentation, and process automation systems](image)

Given that automation systems often replace human labor, one can demonstrate the value of such systems by comparing the efficiency of the automated process with the previously deployed human-centered process. A data scientist at a media service provider (P08: Automatic media summary) summarizes: “We use AI for automation and I think it’s easier to see the value ... if you look at the insights and strategies, it is not that easy.” She further exemplifies: “we have the minimum work ... per profile. [Employees] have a specific time to spend in each profile. So, in the minute these profiles will go live, now fully automated, they can estimate the value in terms of reduction of cost per customer.”

We identified two subtypes of AI based process automation systems. AI can improve, on the one hand, the efficiency of a business process by reducing time and resources needed for process execution. We name these applications of AI process exploitation. On the other hand, AI
can be an integral part of an intelligent—often called smart—product or service. We label these applications of AI as *intelligent products and services*.

### 2.4.1.3.1 Process exploitation

With automation through AI, intelligent systems take over complete parts of internal business processes and make them more efficient. A media service provider, for example, whose business it is to automatically generate media summaries for clients (so that they can see what the press wrote about them), used ML to automate one of their core business processes. They developed “an engine that can classify an article as relevant or not for a specific [customer] profile” (P08: Media summary). This activity, which was up until now done manually, was completely replaced by the automation system. Another example is an application of AI in which a startup company tries to automatically generate penny novels with deep neural networks instead of human authors:

“One and a half, two years [ago], the first ... neural networks were able to [generate] more or less meaningful texts ..., the four founders said ‘okay, ... we are bringing in AI to generate texts and sell these texts.’ ... I would have to lie if I said our in-house systems are already writing novels. But the daily goal we have is ... to put it bluntly, [to write] these penny novels.” (Translated; P11: Automatic writing)

Data scientists developing systems for AI process exploitation have to circumvent many challenges which requires them to think creatively and to experiment with many parameters of neural networks:

“How do we manage to ensure that this [neural] network is able to pursue a storyline in the long term, also to always mention the same character, the same protagonists and that this also holds true, is consistent, and coherent? ... [Do we need] to learn the structure of a book through a meta-model and then fill this structure with life afterwards? Or does it make sense to generate individual chapters separately, which are then put together by another network? ... We are currently able to influence the number of protagonists a bit. This parameter [influences] how creative this network should be. ... if you give it too much freedom, it usually ends in a doomsday dystopia.” (Translated; P11: Automatic writing)

### 2.4.1.3.2 Intelligent Products and Services
These AI applications create new intelligent products and services that can be offered directly to customers. The offers may be sold (e.g. smart devices, apps, or paid services) or designed to increase the service level of existing offers (e.g. to improve customer service). As such, they must be well-embedded into existing offerings. Typical to these novel offerings is that they would not be feasible without AI technology. An example of this are chatbots that process customer inquiries, as a data scientist at an energy retailer explains:

“*We wanted to settle certain standard inquiries via a chatbot in Facebook Messenger or via WhatsApp ... so we internally tested several chatbots from various providers ... in the end we did a benchmarking which chatbot best understands what is happening and then answering this customer request without the customer calling us*” (Translated, P55: Chatbot for customer interactions).

As we observe, the quality of service must be sufficient for these intelligent products and services to be deployed. Sufficiency, of course, depends on the criticality of the service or the product function e.g. a chatbot does not necessarily need to be precise all the time in contrast to a demand prediction that might have more severe consequences for the organization.

We summarize the overall characteristics of the three identified value creation mechanisms in Table 1 and differentiate them according to attributes that we described before.

<table>
<thead>
<tr>
<th>Sub-types</th>
<th>Knowledge creation (AI value creation mechanism 1)</th>
<th>Task augmentation (AI value creation mechanism 2)</th>
<th>Process automation (AI value creation mechanism 3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Value targets</td>
<td>Data-intensive research</td>
<td>Augmentation of low- and high-discretion tasks</td>
<td>Process exploitation, intelligent products and services</td>
</tr>
<tr>
<td></td>
<td>Organizational knowing</td>
<td>Better decision making</td>
<td>Increased productivity, novel value offerings</td>
</tr>
</tbody>
</table>
2.4.2 Reconfiguring the AI value creation mechanisms
Our data indicate that the value creation mechanism of an AI application can change over time. Over-ambitious AI automation projects, for instance, might already fail in the pilot project stage. Data-intensive research projects, on the other hand, can evolve into AI systems that augment human tasks or fully automate processes. In the following, we describe three selected AI initiatives whose value creation mechanisms have been reconfigured repeatedly over time (we schematically illustrate their path in Figure 4).

2.4.2.1 Observed reconfigurations
We present three different examples that give a rich account of how organizations reconfigured value creation mechanisms below. We found that the dominant trajectory is from left to right (knowledge creation to automation), but there are also examples that move in the opposite direction.
The first reconfiguration example stems from energy retailing. Here, a third-party analytics vendor developed an AI-based process automation application for retailers to identify customers that are likely to cancel their contract. Based on the system’s predictions, customers with high churn probability should be automatically approached with targeted advertising. The churn predictions worked successfully in the lab using historical training and test data, but it turned out that the system had no effect on actual customer churn rates in the first field tests. In addition, the utility company had technical problems feeding the predictions back into their CRM system, which sends out advertising mails to customers. As a reaction to these difficulties, the AI project was reconfigured from a process automation system to a data-intensive research project that aimed at identifying the drivers of customer churn. Once such drivers were identified, a pilot was built and field tested in order to investigate how customers would react to targeted advertising in a churn context. After several rounds of development and testing of the new predictive ML model, both the predictive accuracy of the model and the estimated business impact of its implementation increased steadily. Eventually, the company integrated the churn scores into their CRM system via a newly built interface. After that, the scores could be made accessible in the company’s call center system to augment the tasks of sales professionals by prescribing them to ask certain questions, if the churn score of a customer exceeded a certain predefined threshold (high-discretion task augmentation).
The second reconfiguration example is a project from a heating manufacturer that had to optimize their call center after facing a social media shitstorm where heating installers complained about long waiting times. The CIO instructed a team of IT professionals and a data scientist to improve the call center operations. In a data-intensive research project, the team used process mining to analyze the call center logs and found several wrong call routing configurations. As a side-project, they tested how well the volume of calls for certain product lines can be predicted over time in order to improve the staffing and vacation planning, given that maintaining heating installations is a seasonal business. This analysis eventually resulted in a ML-based application for call center scheduling and staffing (high-discretion task augmentation system).

The third example stems from a global jewelry retailer that had already successfully automated its online advertisement process (process exploitation). However, during the Covid-19 pandemic, it found itself in new uncharted waters. The predictions of their ad placement algorithms were suddenly not as accurate anymore as they used to be, leading to unsatisfactory, if not disastrous, advertising performance. After the first week of the pandemic, the company suspended their automatic advertising and all marketing-related decisions were taken based on human judgment. Meanwhile, the company started a data-intensive research project by collecting sales data about countries, which were hit early by the pandemic (i.e., China, Italy). Based on these data the company created interactive dashboards that would allow the data scientists to gain quickly an understanding of the changing customer needs and behaviors:

“We have taken all our online and offline sales traffic, and created a timeline and looked ‘during what events did sales start to change?’ Also, we have looked at all our media efforts: ‘When did they leave?’ Then we created a picture based on it, to find the right model.” (P56: Online advertisement process)

Based on these data and insights, they then started to train new predictive models tailored to the pandemic situation. In the third week of the pandemic, the company created a new decision making team—they called it the SWAT team—acting across the owned and paid media channels of the global organization using the output of the new predictive models as information for their decision making. Hence, while AI was applied to create knowledge about
customer needs (data-intensive research) in the beginning, it transformed to being used for routine decision making (high-discretion task augmentation) over time, i.e., high-discretion tasks augmentation. The initiative was still ongoing, but the mid-term goal was to return to the old mode of AI-based process automation (process exploitation).

2.4.2.2 Conditions

After identifying the above-described reconfigurations, we analyzed the data again, searching for factors that explain why such reconfigurations occur. As a result, we found that the reconfigurations can be explained by a set of necessary, but not sufficient, conditions that need to be fulfilled in order to successfully leverage the identified AI value creation mechanisms. These conditions can be internal (e.g., necessary assets or capabilities) or external to the company (e.g., necessary environmental factors). The conditions are illustrated in Figure 5; they are inherited from mechanism to mechanism from left to right (i.e., the knowledge creation mechanism has two necessary conditions, the task augmentation mechanism has five necessary conditions, the process automation mechanism has eight necessary conditions).

Figure 5: AI value creation mechanisms and their necessary but not sufficient conditions

We identified two basic conditions that are necessary to realize value from any of the three AI value creation types, namely strong data science capabilities and deep domain knowledge.

Strong data science capabilities are, on the one hand, necessary for collecting and transforming the necessary data for AI applications and to allow for rigorous model development and evaluation. On the other hand, they are necessary to be able to communicate the often complex
outcomes of ML algorithms to a broader business audience: “it’s ... a task of a data scientist to be able to present the analysis and the results in a way that’s meaningful and understandable to all relevant stakeholders” (P57: Revenue forecasting in supply chain).

However, technical capabilities alone are not sufficient to succeed with AI projects. Deep domain knowledge is equally important, as it enables people to understand the data generating process—the true (underlying) phenomenon that is creating the data—that they are trying to model. Although modern ML algorithms allow for a largely data-driven approach to modeling, deep domain knowledge is the only way to detect causal mechanisms in observational data. It can both be brought in via data scientists’ own domain knowledge or via domain experts from the business, which data scientists can consult. A data scientist at a large jewelry retailer emphasized:

“What is very challenging is to understand the data itself. Because my background is not really from retail, it’s not really from marketing. So, I have to know at least ‘what does this data mean?’ Is it reasonable to have this kind of output or what kind of input can I use?” (P45: Customer target groups for email campaign)

Beyond these two basic conditions, we identified three necessary conditions to move from the knowledge creation mechanism to task augmentation mechanism, namely mature data infrastructure, UX capabilities, and strong DevOps capabilities.

We found that a mature data infrastructure is necessary to assure mid- and long-term success of task augmentation. Without a mature data infrastructure and the high quality data it provides, even the most advanced AI technology cannot be fully utilized. A data scientist working on personas modeling (target groups) describes this dilemma as follows:

“We have a Data Lake and I think technology-wise we’re quite advanced. We spend a ton of money on technology, but in terms of maturity and onboarding of data and processes around data and data quality, super, super basic, because it [has] never really been a priority for now.” (P47: Personas modeling).
While a strong data foundation is a key enabler of AI, our informants reported that a carefully designed user experience (UX)—the way how a user interacts with and experiences a system—may be equally important. Especially for task augmentation applications, in which there is always a human in the loop, a positive user experience can avoid phenomena like algorithm aversion. One enabler for achieving a positive experience is to avoid the sole use of incomprehensible black box algorithms, either by using transparent models (e.g., linear or logistic regression, decision trees, and rule-based systems) which are inherently interpretable for users or by adding post-hoc explanation capabilities to highly complex model types like those based on neural networks. The following statement of a data scientist at a large bank exemplifies the need for interpretable machine learning algorithms in task augmentation systems:

“In most cases [users] ask like, ‘Oh, but how does the algorithm work?’ or ‘Why did the algorithm give this low score or this high score?’ ... That is one of our challenges, because as per se, most of the ML models are black boxes. You do not know exactly what happens there.” (P42: Fraud detection)

Finally, we found that for sustaining long-term value realization of task augmentation systems, it is necessary to continuously monitor and improve data pipelines, models, interfaces, and actuators. Therefore, strong development and operations (DevOps) capabilities are necessary to assure the quality of ML-based systems. Such capabilities allow, for instance, raising warnings and adjusting systems whenever significant performance drops are observed.

“You don’t put something into production and then just [run it]. It’s very much about continuous monitoring and figuring out if there’s a drift or changes [in the data]. ... Traditional software keeps functioning the same way over time. Whereas ML models might degrade or other stuff happens to [it when] the data changes. I think there’s more complexity than the underlying system [alone].” (P32: Document matching natural language processing)

For successfully implementing and running AI-based process automation applications, we identified three necessary conditions, namely integration with transactional systems and processes, stable environment, and few ethical and legal constraints.
We observed that many AI projects struggle with implementing automation systems, because they can simply not achieve a seamless integration with transactional systems and processes. While it is usually possible to read data from transactional systems in a more or less timely manner, it can be difficult to write new data back into them. Even if the required legacy programming skills (e.g. Cobol, ABAP) were in place, it was hard for some projects to integrate AI systems with old transactional systems, simply because of lacking interfaces. Another reason that we found were governance structures that do not allow data science teams to make required changes to transactional systems.

For automation systems, it is essential that they are deployed in a sufficiently stable environment. One of the main issues that we observed was that ML models were built under the assumption that the data generating process is stationary. Changes to transactional systems, business processes, or the organizational environment, however, can change the underlying data generating process. For example, frequent price changes in business-to-consumer settings are known to change consumers’ buying patterns and, hence, will have negative consequences for the predictive accuracy of existing demand forecasting models. Such performance losses due to unstable data generating processes can draw a whole project into question, as one data scientist reported that their system after months in production showed “a drift in the performance. And then [the stakeholder] didn’t trust us as much as after that.” (P32: Document matching natural language processing)

Lastly, we observed that the success of process automation systems could be dependent on the presence of ethical and legal constraints. While knowledge creation and augmentation systems always operate under human supervision (humans make final decisions and / or take actions), process automation systems do not have any humans in the loop when making procedural decisions. Hence, it is essential to design and monitor these systems carefully to ensure that they act within the ethical and legal boundaries. The CTO of an analytics vendor gave an example of a situation in which they did not want to automate a process fully due to legal and ethical concerns:
“A client said recently: ‘It’s totally cool if you can automate this, but we will never do it, we always want to have a manual step in it... because then it’s not profiling ... because of data protection, compliance ... otherwise every customer has to be informed and [has to] agree.’” (P01: Churn prediction)

In addition, at a large pharmaceutical manufacturer, a data scientist was experiencing difficulties to implement an already built process automation system due to legal constraints by the government: “we built a model to optimize the shipment packaging, and that would be dynamic, so each shipment would come in, and it would tell it the most optimal packaging. But we have what’s called standard operating procedures that [need to be] approved by the government [they are] approved yearly ..., so we’re having trouble, once we build it, to implement it.” (P29: Supply chain optimization)

2.5 Discussion

Inspired by recent studies that indicate that AI value creation remains an ambition rather than a reality for many organizations (Brynjolfsson et al., 2017; Davenport & Ronanki, 2018; Fountaine et al., 2019; Ransbotham et al., 2017; Tarafdar et al., 2019), we investigated the AI value creation processes. In particular, we analyzed 57 applications of AI in 29 different companies and unpacked how organizations implement and create value from AI. We found that AI cannot only be used to improve business processes or create new products and services (Tarafdar et al., 2019), but also as a means of generating new knowledge. In this respect, we identified three dominant AI value creation mechanisms, each providing a unique source of value. In particular, we found that organizations use AI a) to create new knowledge by discovering correlations, identifying possible causal relationships, and testing the predictability of events, b) to augment tasks through hybrid AI-Human collaborations and, c) to automate entire processes. For each of the three AI value creation mechanisms, we identified subtypes, which illustrate the high variety of human-AI assemblages. The five subtypes augment and automate organizational processes and practices in different ways and at different levels. In the following, we discuss our findings, first, from an organizational decision making perspective, and second, through the lens of organizational AI use, that has been at the center of recent scientific discourse.

2.5.1 AI support in organizational decision making
From an organizational decision making perspective, the first value creation mechanism (knowledge creation) primarily supports strategic decision making processes. Data-intensive research projects create business knowledge. Hence, they enable organizational knowing (knowledge creation and learning) through the application of AI (Lyytinen et al. 2020; Shollo and Galliers 2016). The second AI value creation mechanism (task augmentation) exploits the knowledge creation, learning, and predictive capabilities of AI technologies in tactical and operational decisions. In particular, the low and high discretion task augmentation subtypes are both about supporting routine decision making tasks. The two types differ in terms of how the division of labor between humans and AI is organized. The task augmentation value creation type refers to the role that AI plays in hybrid sequential organizational decision making structures (Shrestha et al. 2019). The identification of the subtypes further highlights that the division of labor in these sequential structures need to be taken into consideration in order for value to be realized. The third mechanism of AI value creation (process automation) includes creating value by automating end-to-end internal processes and creating new intelligent products or services for customers. Here, operational decisions and actions are automated by AI machines either in a form of an end to end process (decisions of where and when to advertise in the World Wide Web) or in the form of an intelligent service or product (e.g., conversational agents as new user interfaces; Davenport and Ronanki 2018; Shrestha et al. 2019).

2.5.2 Nuances of AI augmentation and automation
The empirical findings of our study support the recent scholarly discourse on effective human-AI configurations by reinforcing the observation that AI value creation is not a binary choice between using AI for augmentation or automation (Parasuraman et al. 2000; Sheridan and Verplank 1978; Wickens et al. 2010). The identified mechanisms subtypes can be placed along a continuum. This continuum has, on the one end, a high degree of automation through AI. In the middle is augmentation, where the focus lies on humans and AI working together to make processes more efficient or decisions better. At the other end is knowledge creation, which is a low level of augmentation, where AI is used as a tool for (mostly) one-time analyses to find new patterns or working hypotheses. In this respect, we are able to locate the identified subtypes on the augmentation-automation continuum that is suggested by recent literature (Grønsund and
Aanestad 2020; Raisch and Krakowski 2020; Shrestha et al. 2019) from data-intensive research (mostly augmentation) to intelligent products or service (mostly automation). Hence, with this study, we further unpack the continuum by identifying some of the shades of how AI creates value in organizations.

Previous conceptualization of AI affordances in terms of augmentation and automation (Brynjolfsson and McAfee 2014; Daugherty and Wilson 2018; Davenport and Kirby 2016; Günther et al. 2017) imply an either/or strategic choice on how AI can be used in organizational settings. Our findings, however, provide evidence that the choice organizations face is not just one of augmentation and automation, but rather of the many different shades of the augmentation-automation continuum. Hence, for organizations to create and sustain value from AI applications, they need to choose carefully where to be and how to navigate this continuum (Parasuraman et al. 2000; Sheridan and Verplank 1978). Organizations need to engage in all three, knowledge creation, augmentation, and automation through AI in order to realize its potential in the long term (Raisch and Krakowski 2020). Treating AI-driven augmentation-automation as a continuum allows organizations to perceive and, hence, pursue multiple levels of augmentation and automation, their distinctive benefits, and leverage them separately rather than focusing on the augmentation and automation dichotomous categorization. Embracing the dichotomy while acknowledging the need for both AI applications, Raisch and Krakowski (2020) advocate for organizations to “purposefully iterate between distinct automation and augmentation tasks, allowing long-term engagement with both forces” (p. 19). Our findings confirm this purposeful iteration, albeit it is taking place between the different levels of the augmentation-automation continuum, that is, in a more granular level. In this way, it allows organizations short-term engagement with different levels of automation-augmentation. For example, depending on the complexity of the case or the model’s predictive accuracy an AI automation system would instantly shift to operate as an AI augmentation system forwarding the case to a human decision maker. We illustrate the three AI value creation mechanisms and their subtypes on the AI value creation continuum in Table 2 and list also the streams of
literature that support these findings, even if the literature streams were not necessarily linked so far.

Table 2: Identified AI value creation mechanisms with subtypes, illustrative examples, and references to related studies

<table>
<thead>
<tr>
<th>AI value creation mechanism</th>
<th>Subtype</th>
<th>Illustrative examples</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Knowledge creation</td>
<td>Data-intensive research project</td>
<td>Extract knowledge (hypotheses, novel patterns) from data</td>
<td>Berente et al. (2019)</td>
</tr>
<tr>
<td></td>
<td>High-discretion augmentation</td>
<td>Supporting managerial decision making through predictions, algorithmic preselection of alternatives</td>
<td>Miller (2019)</td>
</tr>
<tr>
<td>Task augmentation</td>
<td>Low-discretion augmentation</td>
<td>Prescriptions through prediction models and optimizations</td>
<td>Davenport and Ronanki (2018), Shrestha et al. (2019)</td>
</tr>
<tr>
<td></td>
<td>Process exploitation</td>
<td>Automated algorithmic decision making and autonomous action taking</td>
<td>Grønsund and Aanestad (2020)</td>
</tr>
<tr>
<td>Task automation</td>
<td>Product and service development</td>
<td>Novel “smart” services and products (e.g., voice assistants, chatbots)</td>
<td>Raisch and Krakowski (2020)</td>
</tr>
</tbody>
</table>

2.5.3 Necessary but not sufficient conditions as guidelines to navigate through the AI value creation process

For each value creation mechanism, we identified necessary but not sufficient conditions (see Figure 5 for an overview). As these conditions change continuously in organizations for a variety of different reasons (internal as well as external forces that operate in and upon the organization), we argue that organizations need to reconfigure continuously their AI initiatives for AI value to be realized. Our findings highlight different trajectories that applications of AI follow in their pursuit of value realization. This is a process with many potential paths from knowledge creation to process automation, but also the other way around. While the left to right trajectory (i.e., moving towards AI process automation) is more frequent and accepted as
the “desired evolution”, other trajectories are not met with enthusiasm. One reason is that project re-scoping is avoided, as it can be interpreted as the inability of project managers or data scientists to handle the project (Hartl and Hess 2019). Conceptualizing AI value creation as a process (Markus and Robey 1988) moving between different AI value creation mechanisms based on a set of necessary but not sufficient conditions, we unpack organizational AI value creation processes. Here, we highlight “contextual contingencies” (Markus 2017). In particular, we provide an empirically based explanation of why and how companies engage in different levels of the augmentation-automation continuum as conditions change.

The identified reconfigurations emphasize the dynamic nature of AI value creation and provide an evolutionary perspective on “how organizations manage algorithms, not just in the planning levels or during implementation, but also after organizations have gained considerable experience in using algorithms” (Markus 2017, p. 236). In this respect, our findings support that strategic decisions about the AI value creation mechanisms are not static but have to change based on organizational and environmental conditions in order to sustain value from AI applications (Markus 2017).

Further, the finding that organizations need to configure and reconfigure their AI applications continuously to match changing conditions points to a dynamic capabilities perspective of AI application management (Božič and Dimovski 2019; Daniel et al. 2014). As systems that learn, AI machines are different from other IT applications, hence, organizations need to develop new dynamic capabilities to be able to leverage their potential while responding to a dynamic competitive environment. They are required to sense changes in the environment, assess their impact on the AI effectiveness, and accordingly make necessary changes. Especially crucial to monitor are data generating processes that produce training data for learning algorithms, because computational models will be altered in that way and make future predictions, prescriptions or even decisions. Future studies should focus on identifying first order and second order capabilities of firms, both from an AI portfolio perspective (Daniel et al. 2014) but also from an AI dynamic capability perspective (Li and Chan 2019) to assist AI managers and
AI units in appropriating business value from AI resources by influencing a set of AI-related ordinary capabilities.

We concur with previous discussions of viewing AI machines as a new class of agents in organizations rather than mere artifacts (Ågerfalk 2020; Floridi and Sanders 2004; Raisch and Krakowski 2020). Our empirical conceptualization of AI value creation mechanisms contributes to this discussion by further exploring the kind of tasks and acts that they perform. This concretely means that by exploring the tasks that AI machines perform on behalf of humans, we can begin to understand better the far-reaching consequences of their agency (Ågerfalk 2020; Rai et al. 2019). Our findings are useful in implementing the research agendas in that we have empirically confirmed that the cooperation between humans and AI can take place in any configuration. People as well as AI can take the lead role or perform tasks completely alone. In no case, however, is this an either/or decision. While our value creation mechanisms remain agnostic when it comes to the (negative) consequences, they do shed light on the increased spectrum of acts that AI based systems can perform. Given this wide spectrum, what becomes critical is the question of who is accountable for these actions performed by AI based systems—a growing research area for information systems researchers and not only (Ågerfalk 2020; Rai et al. 2019).

2.5.4 Implications for Practice
Our research has two main implications for practitioners. First, the identified AI value creation mechanisms and conditions are an effective management tool for strategic decisions, for both, the formulation as well as the execution of an organization’s AI strategy. Business and IT executives can use the AI value creation mechanisms to recognize the actual value contribution made by their AI projects. They can also clarify and communicate the positioning of current and planned AI projects and their contributions to organizational value. This can help to avoid situations where applications of AI are evaluated based on, for example, performance measures that do not apply to their particular types. In addition, we underlined that AI applications can have diverse value targets (reaching from knowledge creation, process efficiency gains, until the development of new offerings). We therefore encourage firms to set up a portfolio of AI
initiatives in order to not only generate the maximum value from AI, but also to create the different types of value that are feasible. Our second implication is that our findings, especially the contextual conditions, inform executives, but also AI project managers, about possible problems and mitigation approaches, and provide decision support on the AI value creation mechanisms adopted by projects as well as the development steps that need to be undertaken for sustaining AI value as conditions change. This is particularly important, as a change in conditions means that value realization is at risk. Hence, AI strategists and managers have to re-adjust to different mechanisms of AI value creation, for which the conditions for value realization can be met. Hence, our framework provides support to “organizations decid[ing] the level of Intelligent Automation” (Coombs et al. 2020, p. 12) of their AI applications by choosing the appropriate AI value creation mechanism. Another important insight for managers is that failing to realize AI process automation does not equate with losing value.

2.6 Conclusion
Over the last years, information systems and management scholars have repeatedly called for empirical research on the strategies that organizations employ to realize value from AI (e.g., Coombs et al. 2020; Galliers et al. 2017; Markus 2017; Rai et al. 2019; Raisch and Krakowski, 2020; von Krogh 2018) that goes beyond “generic positions and provide[s] nuanced advice” (Markus 2017, p. 234). With this study, we contribute to research on the organizational use and business value of AI by proposing a theoretical framework of value creation mechanisms, reconfigurations, and conditions of AI applications that is grounded in rich empirical data and prior literature. Our study provides fine-grained empirical evidence on the different levels of the augmentation-automation continuum as well as on how and why organizations shift between the different levels. In summary, our findings assist in understanding why many organizations struggle with implementing AI and extracting tangible and sustainable business value from it. At the same time, it provides practical guidance for managers to navigate the largely uncharted waters of AI value creation.

In this study we go as far as identifying AI value creation mechanisms. However, due to the explorative nature of this research, the identified AI value creation mechanisms are possibly not
exhaustive. Further, we cannot quantify the exact value that AI creates in these organizations. Explicitly, we do not capture the functional and symbolic impact these AI applications have on organizational performance (Grover et al. 2018). Future studies, similar to those on the impact of big data analytics on firm performance (Müller et al. 2018; Tambe 2014; Wu et al. 2019), should add an economic point of view on the impact of AI applications in organizations.

Reflecting on our methodology, and as AI applications are being increasingly diffused in organizations, we acknowledge that interviewing more stakeholders involved in AI initiatives (e.g. AI users, decision makers, AI strategists, business domain experts), as well as gathering value-related artifacts (e.g. business cases, cost benefit analysis, benefit realization measures and reports) would provide a more holistic view while also unpack the micropolitics of the AI value creation process. In our study, we also did not focus on the unintended consequences of AI applications (Newell and Marabelli 2015)—an aspect that might severely impact value creation while at the same time allows for broader conceptions of value to be taken into account like societal value. Longitudinal case studies might provide richer insights into the unintended consequences of AI applications and their impact on value creation. While our findings are a first step towards understanding AI value creation, future studies could build on the limitations and provide additional contributions in this research area.
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3.1 Data-driven Decision Making and its Business Value

Data-driven decision making (DDD) describes organizational decision-making practices that emphasize the use of data and statistical analysis instead of human judgment only (Brynjolfsson et al. 2011). Provost and Fawcett (2013) understand DDD as the outcome of data science, which they define as follows: “Data science involves principles, processes, and techniques for understanding phenomena via the (automated) analysis of data” (p.53). Moreover, they state that data science relies on (big) data processing and engineering. So, following Provost and Fawcett (2013), DDD is the outcome of data science, data processing, and data engineering processes.

DDD is rooted in different technical disciplines, such as, decision support systems (Arnott and Pervan 2008; Shim et al. 2002), business intelligence (Chen et al. 2012), data mining and knowledge discovery (Fayyad et al. 1996), and machine learning (Bishop 2006). But to turn data into value, it is equally important to also consider behavioral aspects of human judgment and decision making (Kahneman 2003; Thaler 1980; Tversky and Kahneman 1992). Human judgment can, for example, be affected by cognitive biases. Due to their limited information processing capacities, humans often apply simplifying heuristics for making decisions, especially in situations characterized by high uncertainty (Tversky and Kahneman, 1974). Consequently, human judgments tend to be inferior to formal or algorithmic predictions in terms of predictive accuracy (Grove et al., 2000). Yet, at the same time there is a growing number of critical voices arguing that algorithmic decisions can be subject to biases too (Boyd and Crawford 2012); for example, because they enact simplistic approaches to knowledge creation, are built on an uncritical use of black-boxed assumptions, or lack accountability and transparency (see Latour 1987; Suchman 2002; Winner 1980).

From an economic perspective, there is a growing body of literature suggesting that DDD generates business value. Davenport and Harris (2007), for instance, found a positive correlation between the adoption of analytics in organizations and their annual growth rates (based on a survey amongst 32 companies). A survey research study by (Brynjolfsson et al. 2011).
2011) supported this finding by showing that, amongst 179 surveyed companies, the adoption of DDD leads to an increase in firm productivity of 5-6 percent. Likewise, a recent study by Müller et al. (2018) examining more than 800 firms over a period of seven years showed that the use of big data and analytics is associated with an average increase in firm productivity of about 4 percent, with some industries reaching returns on BDA of more than 7 percent. A similar positive impact of DDD on firm productivity was reported by Wu and Hitt (2016), but they also found that the value of DDD is mainly in enabling continuous process improvements (exploitation) and not in sparking disruptive product or service innovation (exploration). These quantitative studies are further backed up by a large number of qualitative case studies that generally report positive findings about the relationship between DDD implementation and business value (e.g., vom Brocke et al. 2014; Sodenkamp et al. 2015).

To sum up, existing research strongly suggests that DDD generates business value. However, the current body of knowledge on DDD mainly focuses on descriptive and explanatory studies. What is lacking, so far, is prescriptive knowledge on how to design and implement DDD in complex organizational settings. Moreover, there is a lack of research that investigates the role of decision-making processes and human judgment on the outcome of DDD implementations (Sharma et al. 2014).

Against this background, this paper reports the results of an Action Design Research project that was aimed at designing and implementing IT artifacts for DDD at one of the largest ship engine manufacturers in the world. Besides presenting the design of the artifact itself, we formulate a set of nascent design principles for DDD, that can help other researchers and practitioners to implement DDD in comparable settings.

The remainder of this paper is structured as follows: We first provide a theoretical background on the challenges of implementing DDD in organizational settings. We then describe the action design research method in general, before we report on the process and outcome of applying it in our case. In the main part of the paper, we present four proposed design principles and explain their theoretical and empirical justification. The paper concludes with a short summary and outlook.
3.2 Challenges of Implementing DDD

To discuss common challenges of implementing DDD, we use the data-to-insight-to-decision-to-value conceptualization by (Sharma et al. 2014) as a framework. Even though Sharma et al. (2014) use it to elaborate on a research agenda for creating value from business analytics, we find it particularly suitable as a framework as, in distinction to more established DDD concepts (for instance Shearer 2000), it acknowledges the importance of human judgment and decision-making processes to creating value with DDD. Moreover, it supports our diagnostic that prescriptive knowledge about how to implement DDD to create value is lacking and that without appropriately considering human judgment and decision-making processes already in the design of DDD artifacts, DDD cannot unfold its potential, or even fail in some cases.

Data to Insight

Nowadays, organizations have technologies at hand that enable them to collect, store, manage, analyze, and visualize large volumes of data of varying formats and at increased velocity (Müller et al. 2016; Watson 2014). Nevertheless, as Sharma et al. (2014) point out, “despite the hopes of many, insights do not emerge automatically out of mechanically applying analytical tools to data. Rather, insights emerge out of an active process of engagement between analysts and business managers using the data and analytic tools to uncover new knowledge” (p. 435).

One of the most common mistakes in generating new knowledge from data is to start with the wrong initial question, or not having a clear question at all (Leek and Peng 2015). For example, inferential questions are often confused with causal questions, leading to confusion between spurious correlations and real cause-and-effect relationships. Or analysts may confuse exploratory questions with inferential questions, also called “data dredging”, or exploratory questions with predictive questions, leading to “overfitting”. A way to overcome such pitfalls is to compose multi-disciplinary data science teams that possess not only the required statistical and computational skills but also the necessary domain knowledge to formulate the right questions and draw valid conclusions from analysis results (Sharma et al. 2014).
Lycett (2013) emphasizes the involvement of human “sense-making” in the process of turning data to insights. Following Lycett (2013), designers of DDD solutions take important decisions regarding what data is selected and what inferences are drawn from the data. Moreover, as designers are human, they are also prone to human biases (Tversky and Kahneman 1974), which affects the insights that are generated and the decisions taken based on them.

**Insight to Decision**

Research on judgment and decision-making provides strong empirical and theoretical arguments that favor algorithmic or statistical decision making over human judgments, particularly when it comes to complex decisions (Evans 2006; Tversky and Kahneman 1974). For example, a meta-analysis of 136 empirical studies that compared statistical predictions and human judgments in fields ranging from clinical decision-making to economics showed that statistical techniques lead on average to a 10 percent higher accuracy than human judgments (Grove et al. 2000). The superiority of statistical methods over human judgments holds for trained, untrained, experienced, and inexperienced judges (Grove and Meehl 1996). Theoretical explanations for these findings include human biases (e.g., ignoring base rates, failure to take regression toward the mean into account, over-weighting individual factors) and judgment heuristics (e.g., representativeness, availability, and anchoring and adjustment; Tversky and Kahneman 1974).

Yet, despite the overwhelming evidence for the benefits of using insights generated from data to inform decision making, practice shows that new insights are not automatically translated into good decisions. Instead, the conversion of insights into decisions is influenced by a host of psychological and contextual factors (Sharma et al. 2014). For example, due to humans’ limited information processing capacities, decision makers tend to satisfice, that is, select a course of action that will satisfy the minimum requirements needed to achieve a particular goal, but which is not necessarily the optimal alternative (Simon 1956).

In addition, organizational decision-making processes and practices can have a strong influence on translating insights into decisions, such as management’s inertia in moving towards a data-
driven culture or a fragmented use of analytics in single departments instead of enterprise-wide adoption (SAS 2012). Adding to this, survey results by LaValle et al. (2011) and Ransbotham et al. (Ransbotham et al. 2015) suggest that a “lack of understanding of how to use analytics to improve the business” and “turning analytical insights into business actions” are among the top challenges hindering a successful implementation of DDD.

**Decision to Value**

As mentioned earlier, there exists a growing body of empirical evidence that the implementation of DDD leads to increased organizational performance. However, these benefits are not evenly distributed across all industries and business functions. Müller et al. (2018) showed, for example, that only companies in certain types of industries are able to extract measurable productivity improvements from the use of big data and analytics, and according to Wu and Hitt’s findings (2016), the value created by DDD is mainly exploitative and gained via process optimizations.

One obstacle for turning better decisions into higher value is the observation that it is by no means certain that effective decisions will also be successfully implemented (Sharma et al. 2014). Besides decision “quality” (effectiveness), another important criterion of good decisions is decision “acceptance”, that is, the likelihood that stakeholders responsible for the successful implementation of the decision commit to it (Sharma et al. 2014). Prior research suggests, amongst others, that the level of stakeholders’ participation in the decision-making process (Hollander 1973) and the comprehensibility of the underlying decision model (Kayande et al. 2009) are factors impacting on decision acceptance – both of which are often not always given in automated DDD processes.

Furthermore, Sharma et al. (2014) argue that even when self-optimizing machine learning algorithms are applied, the outcome of those algorithms still needs to be accepted by human decision makers regarding its validity and usefulness, for instance: “in ‘deciding’ to deploy them to run operations in an unguided manner, and in ‘accepting’ the refinements to the algorithms generated via machine learning as being valid” (p. 436).
3.3 Action Design Research

To develop design principles for how to design and implement DDD in complex organizational settings, we employed Action Design Research (ADR) as a research method. ADR is “a research method for generating prescriptive design knowledge through building and evaluating ensemble IT artifacts in an organizational setting” (Sein et al. 2011, p. 40). The motivation for ADR is to better serve the “dual mission” of Information System Research, that is, to “make theoretical contributions and assist in solving the current and anticipated problems of practitioners” (Benbasat and Zmud 1999; Iivari 2003; Rosemann and Vessey 2008 as referenced in Sein et al. 2011, p. 38). Compared to more traditional design science research methods (e.g., Hevner et al. 2004; Peffers et al. 2007), which are often conducted in the form of stage-gate processes leading to a disconnect between the development of artifacts and their actual application in organizational settings, ADR fully recognizes the role of organizational context in shaping the design process as well as the deployed artifact.

The actual process of ADR consists of four stages, which build on different principles and tasks. The first stage, “Problem Formulation”, is based on two principles: “Practice-Inspired Research” and “Theory-Ingained Artifact”. The first principle emphasizes that problems from the field can be knowledge-creation opportunities. Following this, the researcher’s intent should not only be to solve a specific instance of an encountered problem, as a software engineer or consultant might do, but to generate general prescriptive knowledge that can be applied to solve the class of problems that the specific problem instance exemplifies. The second principle of the first stage acknowledges that the design and evaluation of artifacts should be informed by existing theory, rather than solely driven by the designer’s creativity. In particular, there are three ways of using prior theory in ADR: (1) to structure the problem (2) to identify solution possibilities (3) to guide the actual design. (Sein et al., 2011) This reflects the assumption behind ADR that ‘the action design researcher actively inscribes theoretical elements in the ensemble artifact, thus manifesting the theory “in a socially recognizable form”’(Orlikowski and Iacono 2001, p. 121 as cited in Sein et al., 2011). This, however, constitutes just the first stage of ADR: “[The artifact] is
then subjected to organizational practice, providing the basis for cycles of intervention, evaluation, and further reshaping” (Sein et al., 2011, p. 41).

The second stage of ADR, “Building, Intervention, and Evaluation” (BIE), builds upon three principles: “Reciprocal Shaping”, “Mutually Influential Roles”, and “Authentic and Concurrent Evaluation”. (Sein et al. 2011) Reciprocal shaping refers to the complex relations and mutual influences between the designed artifact and its organizational context. The researcher may, for example, use the artifact to gain a better understanding of the organizational environment and then use this increased understanding to refine the selection of design constructs. The principle of mutually influential roles emphasizes the need for mutual learning between the involved roles, being the researcher(s), practitioners, and end-users. These roles, however, can overlap. The principle of authentic and concurrent evaluation points to the key characteristic of ADR that building and evaluation are not conducted in separated stages, but are rather ongoing activities that also involve practitioners and end-users into the design process: “Consequently, authenticity is a more important ingredient for ADR than controlled settings” (Sein et al., 2011, p. 44).

In the third stage, “Reflection and Learning”, the researcher moves from building a solution for an instance of a problem to applying that learning to a broader class of problems. The principle “Guided Emergence” describes that the artifact is not just a result of the initial theory-informed design (Stage 1), but of multiple cycles of complex and continuous shaping in the context of the organization (Stage 2), e.g., due to new upcoming requirements or refinements based on insights from user involvement and empirical evaluations. Those refinements to the initial design of the artifact “provide an opportunity for the ADR team to generate and evolve design principles throughout the process” (Sein et al. 2011, p. 44).

The fourth stage, “Formalization of Learning”, is based on the principle of “Generalized Outcomes”. Because of the described aspect of situated learning, including aspects of organizational change together with the actual implementation of an artifact, the generalization of ADR outcomes can be tricky. However, to address this issue, it is suggested to generalize the generated knowledge, this is possible on different levels: (1) generalization of the problem of an
instance, (2) generalization of the solution instance, and (3) derivation of design principles from the design research outcomes. (Sein et al. 2011)

3.4 Data-Driven Lead Generation in the Maritime Industry

In the following sections, we report from our ADR project of data-driven lead generation in the maritime industry following (Sein et al. 2011) and their suggested ADR steps and principles.

3.4.1 Problem Formulation

3.4.1.1 Practice-Inspired Research

We got the opportunity to work with one of the biggest international engine manufacturers in the maritime industry. The particular department that we worked with is supporting the global aftersales business with data analytics, process, and project capabilities. The department’s technical core is a mature enterprise data warehouse that extracts, transforms, and loads data from multiple sources into a common format and location for analysis by enterprise users. Moreover, the department is responsible for several digitalization projects, amongst those, the implementation of a company-wide CRM system that enables the company to support and optimize sales processes, to store important customer data at one shared location, and finally to become more customer-centric (one face to the customer).

An interesting first diagnostic that informed our conceptualization of a research opportunity is that from the department’s comprehensive portfolio of analytical apps, the apps with the highest usage are those that support and improve an existing business process. In contrast, more explorative apps, which are not embedded in a current or new business process, are those with the lowest usage, even though in the long run they might be much more promising than others. On the one hand, this supports the finding of Wu and Hitt (2016) that the value generated from DDD is mostly exploitative, on the other hand, it shows a need for developing business processes around DDD solutions and, thus, to shift the focus in DDD away from the data-to-insight process alone to the holistic data-to-insight-to-decision-to-value process (Sharma et al. 2014) in order to increase user adoption and value creation of DDD artifacts.
Furthermore, we found that the company-wide CRM is perceived as a promising and necessary tool to make the company more customer-centric. However, many sales processes are still key-account-driven and not well aligned with the pro-active approach that the new CRM system supports. So, there is a situation in which the system is ready for pro-active sales processes, but the organization needs still time to adapt to this new pro-active approach, especially because the users are partly lacking business processes surrounding the new system and its affordances. Those diagnostics led us to formulate the field problems as follows:

- **lack of business process embeddedness for low-usage DDD applications**
- **under-utilization of CRM system due to lacking pro-active business processes surrounding it**

The resulting initial research opportunity and question was:

**How to enable pro-active CRM processes via DDD?**

Following the suggestion from Sein et al. (2011, p. 40) to “generate knowledge that can be applied to the class of problems that the specific problem exemplifies”, we abstracted the formulated field problems to the class of DDD-value-creation-problems.

### 3.4.1.2 Theory-Inggrained Artifact

Sein et al. (2011, p. 41) suggest three ways of using theory in the initial design of an artifact: “to structure the problem (...), to identify solution possibilities (...), and to guide the design”. In accordance, we choose the conceptualization of (Sharma et al. 2014) as a structural framework for discussing and utilizing theory regarding challenges of implementing DDD into the solution (artifact). Moreover, Shearer’s (2000) cross-industry standard process for data mining was chosen for guiding the design of data science sub-artifacts. Furthermore, Dearden’s (2001) conceptual information-decision-insights-supervision framework (IDA-S) was chosen as a design theory to guide partially automated characteristics of the artifact.

The organizational support for the project was secured by managing expectations and involving stakeholders such as the application manager of the CRM system and a business manager into
the design process from the beginning on. Moreover, one of the researchers is working as an industrial PhD at the host company, which helped to anchor the project in the organization.

3.4.2 Building, Intervention, and Evaluation (BIE)

3.4.2.1 Reciprocal Shaping

The general solution understanding was informed by initial design principles of pro-activity, embeddedness, partial automation, and data-drivenness that were derived from the diagnosed field problems and selected theory. The main design objective was to design a DDD artifact that creates a new data-driven and pro-active lead generation process within the CRM system.

In the first iteration, we developed a concept to generate lead events based on predicting upcoming major overhaul events for engines using machine learning algorithms trained on transactional data of spare parts sales. However, we lacked historical data regarding major overhaul events. The reason for this is that in the maritime manufacturing industry, in general, large amounts of data are available, however, on a product or event level, correctly labeled transactional data can be sparse.

In the next instance, we found an alternative approach to generate leads from transactional data. In particular, we found that certain events in the life cycle of ships, such as changes in ownership or upcoming dry dockings of ships, constitute lead events. However, this knowledge is usually not available in digital form but gained through implicit and informal key-account management activities or other forms of direct customer contact, e.g., during a service visit. Yet, we were able to identify an external database of ship registrations, which could be repurposed to extract the required information about lifecycle events by applying several business rules to transform the data. After a successful proof of concept, we worked closely together with practitioners to develop the right business rules and integrate them into the production version of the department’s data warehouse.

At this point, we were able to generate initial sales leads based on relevant events in the lifecycle of ships. However, in many cases, the event-driven approach generated simply too many leads to follow up on all of them. As a result, we proposed to prioritize and segment the
customer base so that leads can be selected according to metrics of (future) customer behavior, such as their customer-lifetime value (CLV), purchasing patterns, and probabilities to churn in a given future period (see Fader 2012). One of the theoretical ideas behind calculating CLV is “customer centricity”, which suggests focusing efforts on the customers with the highest future CLV. The assumption is that it is more rewarding to focus on already strong customer relationships than to try to (re-)launch weak customer relationships (Fader 2012). After exploring different modeling approaches on the transactional customer data at hand in combination with an extensive literature search, we decided on using so-called Bayesian Buy-Till-You-Die probability models for estimating the customer metrics of interest. Amongst the reasons for this choice was that the company operates in a non-contractual market setting, which means that it is not clearly observable when a customer relationship ends and the next transaction occurs (Fader and Hardie 2009), in contrast to, e.g., cellphone subscriptions. Another reason was that hierarchical Bayesian probability models allow for estimating individual-level parameters (Abe 2008; Peter E. Rossi and Greg M. Allenby 2003) and can utilize cohort level information when individual-level data is lacking (Efron and Morris 1977).

After developing a working prototype, we contacted one of the company’s regional sales organizations to introduce the initiative and run a pilot of the developed method. The resulting meetings were very insightful especially regarding how to enrich the generated leads with further customer, ship, and engine information, so that they can be represented in the CRM system in a way that the sales responsible can directly take action to follow-up, without having to seek for information elsewhere. In particular, we attached a slide deck to the leads that explains the lead generation campaign, e.g., dry dockings or owner changes, in detail. Moreover, we attached excel reports with further customer and ship insights.

Eventually, we developed a method of a data-driven lead generation that contains five steps. **First**, by applying look-up algorithms to compare the current version of the external ship registration database with the version from the month before, we create a change log of ship information to identify changes in the ships’ life cycle stages and, in turn, generate initial leads. **Second**, as there can be situations in which there are too many leads in a given month, we
calculate CLVs and other behavioral customer metrics for the customers of interest to, for instance, identify the leads for customers with the highest future CLV, or leads for customers that are at risk to churn. **Third**, we enrich the leads with further customer and ship information from the company’s data warehouse. **Fourth**, we use a lead uploading template to create and assign the generated leads directly in the CRM system. **Fifth**, we evaluate the performance of the generated data-driven leads via feedback meetings with the sales organizations and via quantitative analysis of CRM data to learn about and improve the quality of the generated leads. The first four steps of the method can be fully automated and implemented into extract transform and load processes (ETL).

### 3.4.2.2 Mutually Influential Roles

We conducted the BIE cycles following an IT-dominant schema (Sein et al. 2011) in which we were the researchers but also the leading designers and engineers of the artifact. Therefore, we were responsible for the formulation and technical implementation of design principles to ultimately create user-utility via an artifact for data-driven decision support. In this process, we were supported by a design team that consisted of a senior data warehouse engineer and student workers from the aftersales data analytics department. In addition, a wider group of business professionals and test-users from the company was supporting the team with valuable domain knowledge throughout the entire design process.

### 3.4.2.3 Authentic and Concurrent Evaluation

After the different design instances, the artifact was evaluated with regard to changes to the problem understanding, design principles, the need for further design cycles, and organizational effects. So far, 288 data-driven leads were created in the CRM system from which 73% have been worked on. We also got very positive feedback from the application manager of the CRM system, as one of the key stakeholders:

“It’s very interesting to see what scientific theories applied on our data sources can be used for. It has been important for us to include some of the receivers/end-users of the data-driven leads in the process to make it tangible for them and gain from their real-life expertise and not end up with a bunch of leads that only looked promising on paper. Having their stamp of approval is
the first step towards a more pro-active sales process and thereby creating additional value. The data-driven leads will be an addition to their work and will save them some time when looking for new leads in the market, these leads come out of the box, being our CRM system.”

Also the research question could be addressed with designing and implementing an working DDD artifact that creates pro-active business process by enabling sales responsible to take action without a prior customer inquiry: “We have to search for leads wherever we can, and using the data sources available is a natural next step in a more pro-active sales approach. It’s important that we setup an automated process around it and analyze on the outcome of the data-driven leads, to optimize the process over time.” (Application Manager CRM System)

3.5 Reflection, Learning, and Formalization of Design Principles
After multiple cycles of building, intervention, and evaluation, we successfully designed and implemented a DDD artifact for data-driven lead generation. This artifact can be used as a tool to develop similar artifacts in many different DDD context. Thus, we abstracted the solution artifact from the maritime industry to the higher class of DDD solutions.

Moreover, we reflected on the changes in problem and solution understanding as well as on design decisions taken and the feedback received from the practitioners. The aim of this phase was to abstract from the specific problems and solutions encountered in the case in order to generate more generic prescriptive knowledge about the design and implementation of DDD. We formulated this knowledge in the form of design principles, following the template proposed by Kruse et al. (2015).

**DP 1: Given a lack of proof-of-concept, use theory-based models instead of data-driven machine learning algorithms in order to achieve concrete results.**

DP 1 is based on the initial design principle of data-drivenness that was derived from the problem formulation stage. The principle was further shaped throughout the different BIE iterations towards its current formulation. A major design problem that arrived was the choice
of a DDD modeling approach that could utilize transactional data for the data-driven lead generation artifact.

Broadly speaking, there are two cultures of using statistical models to gain insights from data (Breiman 2001). The first tries to reconstruct and model the “true” relationships between data inputs and outputs in the form of some mathematical function. Typically, these input-output relations are deductively derived from extant theory, attempt to represent cause-and-effect relationships, and should be interpretable for humans. The second culture treats the process that has generated the data at hand as a complex and unknown black box. Instead of trying to discover the true inner workings of this black box, researchers simply build an algorithm that is able to predict the process’ output, given its inputs. The resulting model emerges in a purely inductive fashion, is often based on correlations instead of causation, and is typically incomprehensible to humans.

![Diagram of two cultures of using statistical models](image)

**Figure 1. Two cultures of using statistical models**

While traditionally the majority of researchers and practitioners followed the theory-based modeling culture (Breiman 2001b; Shmueli 2010; Shmueli and Koppius 2011), the data-driven algorithmic culture became more and more popular with the emergence of big data and the increasing adoption of machine learning in practice. Over the last years, black-box machine learning algorithms such as gradient boosted trees or neural networks have proved their usefulness when working with large and high-dimensional datasets and outperformed more traditional methods like linear or logistic regression in many of the recent classification and regression competitions. However, according to the no-free-lunch theorem (Wolpert and Macready 1997), there is not one algorithm that fits all problems.
As described earlier, following the trend towards prediction with data-driven machine learning algorithms, we started the project with collecting a dataset comprising engine maintenance events and variables that are potentially correlated with this event. The goal was to create an algorithm that is able to predict maintenance events based on early signals like quotes, orders, or runtimes of engine parts as well as basic customer characteristics (e.g., industry, size). Customers for which the algorithm predicts high probabilities for an upcoming maintenance event are classified as leads and would be assigned to a sales representative for follow up.

However, we soon realized that there were not enough historical observations available in order to train an algorithmic model to the high-dimensional dataset, resulting in overfitting of the model and poor predictive accuracy on test data. Machine learning algorithms have been very useful in the last years for predicting customer behavior in B2C industries characterized by a high volume of transactions (e.g., retail, telecommunications, e-commerce). In contrast, our project is situated in a B2B industry with extremely durable products and a relatively small customer base. Moreover, the transactional data is used as secondary data, only repurposed for analysis. Eventually, the complexity of using machine learning algorithms was too high, as we lacked enough observations of correctly labeled occurrences of major overhauls. After having invested a lot of work and time in this first approach, we learned that it would have been better to have started with a less innovative, but more established and theory-based approach to generating insights from transactional data. This way, stakeholder engagement can be secured by presenting concrete results already at the beginning of a DDD project (quick-wins).

In the following, we decided to utilize an external database of ship registration to create leads based on changes in the life-cycle of ships. To prioritize and segment the leads, we were looking again for a suitable DDD modeling approach. Based on the learnings from our first DDD modeling iteration and informed by the theorem of Occam’s razor (Blumer et al. 1987), we searched for a DDD approach that constitutes a good trade-off between predictive accuracy and implementation complexity. We then turned to the marketing literature to search for alternative approaches for predicting customers’ future purchasing behavior based on customer transaction data. Buy-Till-You-Die models (BTYD; e.g., Schmittlein et al. 1987), an example of
theory-based statistical models, and especially those using hierarchical Bayesian models (Abe 2008; Ma and Liu 2007; Platzer and Reutterer 2016), seemed to be particularly suited for our context, because they have been developed for predicting non-contractual customer purchasing (like in our setting), allow individual level parameter estimations, and require surprisingly simple data to be estimated. Only three variables are required for each customer: how many transactions a customer has made in the past (frequency), the date of the transaction (recency), and the monetary value of these transactions. Moreover, due to the possibility of using informative priors, and the utilization of cohort-level information when individual-level data is sparse, hierarchical Bayesian models do not necessarily require big amounts of data to produce good predictive performance (Efron and Morris 1977; Van De Schoot et al. 2015). In addition, BTYD models are based on sound behavioral theory, which enables them to provide useful managerial diagnostics, and have shown excellent empirical performance in the past (Fader et al. 2005).

Eventually, we got the best results with the Pareto/GGG model (Platzer and Reutterer 2016). The dataset was an aggregated version of approximately 500,000 aftersales transactions. To benchmark the model, we predicted the number of future customer transactions one year ahead. Overall, with a mean absolute error (MAE) of 1.2, we got satisfying results. Especially when predicting future transaction for the whole customer cohort, the accuracy was with 93% very good (see Table 1; frequency as target variable had a minimum value of 0.0, a mean value of 1.6 and a maximum value of 93.0 in the validation dataset).

<table>
<thead>
<tr>
<th>Model</th>
<th>Actuals / Prediction</th>
<th>MAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pareto/GGG</td>
<td>93%</td>
<td>1.2</td>
</tr>
<tr>
<td>Pareto/NBD (HB)</td>
<td>78%</td>
<td>1.4</td>
</tr>
</tbody>
</table>

Table 1: Predictive Performance of Pareto/GGG compared to Pareto/NBD (HB)

**DP 2: Limit the complexity of models in order to gain support by managers.**

Besides predictive accuracy and implementation complexity, comprehensibility is another important feature of any decision support system (DSS), as it increases the trust users put in the outputs of the system and, thereby, drives user acceptance of the system itself (Gregor and
Benbasat 1999). Kayande’s et al. (2009) 3-Gaps framework conceptualizes this idea in more detail. It proposes that the sizes of the gaps between the model implemented in the DSS, reality, and managers’ mental models influence the performance of the DSS, its acceptance by managers, and managers’ performance.

As discussed in DP 1, to provide high predictive accuracy the DSS model must match the true but unknown process that generated the underlying data as good as possible (Gap 2). Likewise, a manager’s mental model should be as close as possible to the true model (Gap 3) in order for the manager to make correct decisions (irrespective of using a DSS or not). Our main interest is in Gap 1. When the manager using a DSS does not understand the logic of the system, the gap between DSS model and the user’s mental model is large. Consequently, the predictions provided by the system and the manager’s experience and intuition are likely to be in conflict. In such situations, risk-averse decision makers tend to rely on their “gut feeling” instead on the DSS, even if following the advice of the DSS would objectively increase decision quality (Kayande et al. 2009).
The experiences we made over the course of the project support the above outlined theoretical arguments. As described earlier, we started out with using machine learning to classify leads for after-sales service from data about customers’ spare parts and consumption profiles. This approach involved black-box algorithms like boosted decision trees and high-dimensional datasets. Although all project members and stakeholders had a strong analytical background, it was difficult for many to comprehend both the inner workings of the algorithms and the meaningfulness of the processed data. Moreover, when working with practitioners from different business domains such as engineering, the mentioned issues became more apparent. For instance, we needed to get detailed technical information regarding labeling major overhaul events from the past, to be able to predict future occurrences of such events. However, as the practitioners were not familiar with machine learning concepts and especially how the many input variables relate to the admired outcome, it was difficult for us to communicate and for them to comprehend what the model was supposed to do.

In contrast, the Buy-Till-You-Die models that we used later in the project were much better received. Although the mathematics behind these models are also complex and were unfamiliar to most project members, they are easier to conceptually understand as they require only three pieces of input information about each customer: their recency (i.e., the time of the last transaction) and frequency (i.e., the number of transactions made in a specified time period), plus the monetary value of the transaction for calculating CLVs. Nevertheless, the limited complexity of the input data creates the need for strong assumptions (e.g., purchase process follows a Poisson process). However, the format of an event log of historical customer purchase transactions and the marketing theory informed assumptions of, e.g., the purchasing and churn process, were very much in line with the experience and intuition of the involved domain experts, minimizing the gap between the DSS model and managers’ mental models.

**DP 3: Incorporate domain knowledge into the data-driven decision-making process in order to foster acceptance by managers.**

Statistical models, like the Buy-Till-You-Die models we used, induce predictive models of customer purchasing behavior from historical data about past transactions. Apart from this
source of information, there, of course, exist human experts who have developed expertise through years of experience in marketing and selling services to customers. In contrast to the statistical models, their domain knowledge tends to be implicit and heuristic in nature, for example, in the form of best practices or rules of thumbs. This knowledge, although it might be difficult to formalize, can still hold valuable information for predicting future customer behavior.

A small but growing stream of research is investigating how human domain knowledge and data-driven predictive models can be combined in order to construct better decision support systems (see, e.g., Dybowski et al. 2003; Sinha and Zhao 2008 for an overview). Sinha and Zhao (2008), for instance, systematically compared the performance of data mining algorithms for credit risk scoring with and without incorporating experts’ domain knowledge in the form of rules of thumbs and found that considering domain knowledge significantly improves predictive accuracy. Other researchers improved decision quality by using Bayesian approaches to incorporate prior believes derived from expert judgments into the model estimation process (e.g., Druzdzel and D\'iez 2003; Langseth and Nielsen 2003).

In our project, we integrated domain knowledge in the form of simple rules capturing experts’ experience and intuition into the data-driven decision-making process. More concretely, we interviewed industry experts from the case organization to elicit what types of events at the customer side may lead to a demand for spare parts or maintenance service. We learned, for example, that events such as an upcoming dry-dockings or change in the ownership of a ship increase the likelihood that the owner will order specific spare parts or services. Moreover, we involved regional sales organizations into the development of the method, so that they could tell us how a lead needs to be represented in the CRM system and what additional customer and ship information is required to take immediate action. This way, eliciting and incorporating experts’ knowledge into the artifact, e.g., from the decision makers that the method is targeted towards, also increased their level of participation in and influence on the final design of the DDD process, a key success factor for increasing the acceptance of the final artifact (Hollander 1973).
DP 4: Provide actionable insights instead of quantitative reports in order to increase use by decision makers.

DP 4 is based on the initial theory informed and practice inspired design principles of proactivity, embeddedness, and partial automation.

Even if a DDD system produces decisions of high accuracy and acceptance, it is not given that end users will follow those decision proposals and take action. In their survey study on "Big Data, Analytics and the Path From Insight to Value," LaValle et al. (2011) highlight that many organizations fail to translate insights into actions because their analytics is too much focused on describing past and current situations and fails to provide actionable and prescriptive information. The authors recommend embedding analytics into operational business processes and users’ daily workflows, instead of isolating it in standardized reports that are not accessed on a regular basis. Such a strategy “makes it harder for decision makers to avoid using analytics - which is usually a good thing” (Davenport 2013).

As mentioned earlier, the practitioners of the department made the general observation that analytical applications without a business process surrounding it are used less often, and also that the CRM system was still lacking business processes to further foster usage and value creation. Based on those observations, we decided to push the leads generated by our DDD method directly into sales representatives’ daily newsfeed inside the CRM system, instead of building extra reports or dashboards that have to be pulled by them. The processes were designed so that every lead is created as a separate item accompanied with additional information regarding what to do in the form of a clear naming and description text, as well as via an attached slide presentation regarding the specific campaign. Moreover, based on the meetings with the regional sales organizations, we decided to enrich the leads with further ship and customer transaction information, so that the sales responsible have all the information that they need for their regular lead follow-up at their fingertips.

The above-described design decisions were based upon the distinction between descriptive ("What has happened in the past"), predictive ("What will happen in the future?"), and
prescriptive analytics ("How can we make it happen?"; Watson 2014). By enriching leads identified from ship life cycle events with predictions about future purchasing behavior and descriptive information about campaigns, customers, and ships, we generate prescriptive knowledge that sales responsible can translate into actions.

3.6 Conclusion

Existing research on DDD provides compelling arguments for its value, both on the level of individual decision makers (Grove et al. 2000) and on an organizational level (Brynjolfsson et al. 2011; Müller et al. 2018; Wu and Hitt 2016). Yet, despite recent calls for research, there is a lack of research on how organizational decision-making processes and human judgment shape DDD and on how to implement DDD in complex organizational settings (Sharma et al. 2014). Hence, the goal of this ADR study was to develop practice-inspired, theory-grounded, and field-tested design principles for implementing DDD in the maritime industry, which can help other researchers and practitioners to implement DDD in comparable settings. Besides providing high decision quality, the formulated design principles acknowledge that systems supporting DDD need to be accepted by the involved stakeholders. Hence, our design principles highlight the importance of model comprehensibility, domain knowledge, and actionability of results. Although the proposed principles are inspired by diagnosed problems and grounded in theory and empirical data, due to the situated nature of ADR, we cannot claim that our list of design principles is complete or optimal. Nonetheless, we firmly believe that they represent a valid starting point and can provide the foundations for further research on how to design and implement DDD in complex organizational settings.

Next to the presented design principles, we contribute by abstracting the artifact from a specific data-driven lead generation instance to a tool for generating data-driven leads in many different contexts, thus, we abstract from a specific solution instance to the broader class of DDD solutions. In future research, we attempt to further deepen the analysis of the impact that our designed artifact has on the process from data-to-value. Moreover, we attempt to further shape the designed artifact towards a generalizable tool for creating value with data-driven lead generation.
Abstract
To react to new market dynamics, OEM, one of the largest marine equipment manufacturers in the world, was facing the task of transforming its aftersales business from key-account-manager-driven sales processes to more proactive and customer-centric processes. The company had recently implemented an organization-wide customer relationship management (CRM) system to facilitate this transformation. However, the system was not fully used because of a lack of proactive work practices that the system could support. Based on this diagnosis, we developed and applied a method for data-driven lead-generation that uses advanced analytics and automation to leverage internal and external data sources to identify and assess sales leads. To guide the design process, we ingrained the artifact with theory about data-driven decision-making (DDD) and value creation in the form of initial design principles. After several iterations of building the artifact, examining the organizational context, and evaluating the changes that those interventions introduced, we formalized a set of design principles and
abstracted them to the broader class of DDD artifacts, highlighting decision quality but also the importance of model comprehensibility, domain knowledge, and actionability of results.

4.1 Introduction

Marine equipment manufacturers have traditionally focused their efforts on the product development phase in the product lifecycle and the market for newly built main engines and their designs. However, shipbuilders and marine equipment manufacturers have recently suffered from a major drop in demand for newly built vessels and engines because of an over-supply of certain types of vessels in the market. As a result, equipment manufacturers have challenged their traditional business models and shifted their focus from a traditional product-centric approach to a holistic customer-centric approach. In a customer-centric approach, the aftersales phase in the product lifecycle offers considerable potential for innovation. In the approximately twenty years of marine engines’ lives, manufacturers generate most of their earnings from sales of spare parts and services like maintenance, repair, and overhaul. As a result, the market for aftersales products and services is much more competitive than the market for newly built engines, in part because the barriers to entry are much lower, as marine engines usually do not require original spare parts or service from only the engine producers.

Against this background, we started an action design research (ADR; Sein et al. 2011) project at OEM (an alias is used for pseudonymization), one of the biggest marine equipment manufacturers in the world. OEM had recently implemented a company-wide customer relationship management (CRM) system to facilitate the transformation from a product-centric to a customer-centric approach in their aftersales business. The CRM system is a promising and necessary tool for this endeavor, but OEM’s sales processes had been predominantly key-account-driven and were based on pull mechanisms. Therefore, the existing sales processes were not well aligned with the CRM system’s functionalities, which are intended to afford proactive (rather than reactive) sales practices based on a concept of lead and opportunity management. This assessment led us to formulate our first problem diagnosis:

- Under-use of CRM system because of a lack of proactive business processes
We recognized this problem diagnosis as a knowledge-creation opportunity for generating design theory about information systems, particularly about data-driven decision-making (DDD) artifacts. DDD describes organizational decision-making practices that emphasize the use of data and statistical analysis instead of relying only on human judgment (Brynjolfsson et al. 2011). Existing research strongly suggests that DDD improves the quality of individual decision-making and generates business value at the organization level (Brynjolfsson et al. 2011; Müller et al. 2014; Müller et al. 2018). However, the current body of knowledge on DDD lacks prescriptive knowledge on how to design and implement it in complex organizational settings. According to Sharma et al. (2014), DDD artifacts do not create value simply by being applied; their output must be further processed into actionable judgments. The conversion from insights to decisions to actions and business value appears to be especially challenging (Sharma et al., 2014) in part because the implementation of DDD, unlike large enterprise systems, is often not accompanied by change-management activities (Hollander et al. 1973; Kayande et al. 2009; SAS 2012; Ransbotham et al. 2015), perhaps because of an over-emphasis on the extraction process of insights from data in scientific and industry publications. Therefore, there is a need for research that investigates the role of decision-making processes, human judgment, and change management in generating the outcome of DDD implementations (Sharma et al. 2014).

Another diagnosis that resulted from the initial problem evaluation was that, among the aftersales organization’s portfolio of analytical apps, the apps with the most use were those that support and improve an existing business process. In contrast, more explorative apps, which are not embedded in a current or new business process, had the least use, even though, in the long run, they might be much more promising than others. This observation supports Wu et al.’s (2017) finding that the value generated from DDD is mostly exploitative. There is a need to develop business processes around DDD solutions, thus shifting the focus in DDD away from the data-to-insight process alone to the holistic data-to-insight-to-decision-to-value process (Sharma et al. 2014) to increase user adoption and value creation of DDD artifacts. This observation led us to formulate our second problem diagnosis:

*No business process embeddedness in low-use DDD applications*
Based on those diagnostics, we formulated the following research question:

*How can proactive CRM processes be enabled via DDD?*

Against this background, this chapter reports the results of a multi-year ADR project in which IT artifacts for DDD were designed and implemented at one of the world’s largest ship engine manufacturers.³

### 4.2 The Context

OEM is the power engineering arm of Engineering AG (an alias is used for pseudonymization). OEM is primarily a manufacturer of large bore 2- and 4-stroke diesel engines that can be used in marine vessels and power plants, but it also produces gas engines, dual fuel engines, and turbomachinery. OEM also provides power-generating 4-stroke engines, propulsion solutions, and turbochargers for marine vessels.

OEM has a global aftersales organization that offers original spare parts and ad hoc and contract-based operation and maintenance service via a worldwide network of local sales companies. The ADR case presented here is situated in the marine engine aftersales-service part of OEM. The marine engine aftersales market is a complex and dynamic market that depends heavily on the number of newly built high-sea ships. Overcapacity in the supply of ships currently pressures the market, causing OEM’s aftersales-service business to grow in importance, as ship owners prefer exploiting and upgrading their existing fleets to ordering new ships, so customers become more interested in long-term service agreements, which are more like subscription-based business models.

³ Earlier stages and iterations of the artifact of this ADR study have been reported in an unpublished master’s thesis and, with a focus on developed design theory, in the proceedings of the European Conference on Information Systems (Thiess and Müller, 2018).
The growing importance of the aftersales service business forced the company to undergo significant changes in their sales processes, which have been built on long and close customer relationships with a strong focus on key-account-management practices. To leverage the potential of the aftersales market, OEM wants to enhance its traditional sales approach, for instance, via a digitization initiative. A cornerstone of this initiative is to create more proactive sales processes and services that are built on in-depth knowledge of their customers’ needs.

The market for newly built ships is highly transparent. Most major yards are known, as are the main competitors in this market. Moreover, new ships have to be registered with the International Maritime Organization (IMO), which requires detailed information on the type of ship, the ownership structure, and the type of engine. In this market, OEM’s large licensee partners are valuable business partners that produce most of OEM’s engines, for which OEM grants them access to its state-of-the-art and continually improved designs. In contrast, in the aftersales business, it is often unclear who the competitors are, as marine engines can be serviced by many, often small, companies that do not necessarily have to use original spare parts for repairs. In addition, the licensee partners that are producing engines for OEM are themselves among OEM’s strongest competitors in the aftersales market, as they can use OEM’s regional network and customer relationships. What’s more, as most engines are sold without long-term service agreements, the aftersales market is characterized by high uncertainty, especially with regards to CRM and customer life-cycle management. For instance, it is difficult to define when an aftersales customer relationship starts, when it ends, and what sales volume it will generate.

Current sales practices in the aftersales market are often based on recommendations regarding how many spare parts an engine should use for a certain number of running hours to guarantee high performance. However, information about an engine’s running hours are not always easy to obtain, as the engines are owned by the ship owners, and information on running hours is retrievable only from particular customers during periodic on-board service visits. Another problem is that service visits are documented in text form, so from a data perspective, they are not in an easily analyzable format. Consequently, the information from these reports is not
stored in the organization’s data warehouse, creating situations in which sales and engineering professionals lack a coherent overview of customers because they have to deal with several unconnected lists and reports in varying formats. Because of the challenges in obtaining an engine’s running hours, the ship’s age, together with an expert estimation, is typically used as a proxy for running hours. This approach is intuitive and comfortable but not always accurate, as it does not incorporate information about, for example, downtime, breakdowns, or dry-dockings. Therefore, in the context of OEM’s digitization initiative, projects were initiated to improve the quality of data for engines’ running hours, thereby facilitating more accurate product-lifecycle management. One of these projects uses satellite data on ships’ positions to estimate running hours, while another builds an Internet-of-Things (IoT) infrastructure that facilitates the collection and transmission of running hours and other performance data via sensor networks. The goal is to monitor running hours and other performance indicators of connected equipment centrally so OEM’s technical experts can optimize engine operations and maintenance.

For the large 2-stroke main engines, another driver of the aftersales business is the dry-dockings of ships that occur approximately every five years because they are required by international shipping societies before certifications can be granted or renewed (International Maritime Organization 2015). Dry-docking may also be done for cleaning, hull maintenance, damage repair, and other unplanned events. As most systems and engines on board are turned off during dry-docking, it is a perfect occasion to perform minor and major overhauls on the engines. However, as with the running hours, when such a dry-docking is taking place is not always easy to know. External databases contain data about the approximate date of the next dry-docking that the registration societies require, but where the dry-docking is taking place and the date on which it actually takes place is difficult to determine.

These problems are just two examples of challenges that companies in non-contractual market settings face. These settings are usually characterized by a high degree of uncertainty regarding customer behavior and life-cycle management (Fader and Hardie 2009), and when a customer makes its next purchase is usually unclear. Therefore, OEM is focusing on improving its long-
term-service-agreement business in a gradual transformation from a mostly non-contractual to a mostly contractual setting. These developments go along with transforming the overall aftersales business model from a product-focused to a service- and customer-oriented model. As a result, increasingly fine-grained and high-quality customer data will become available to facilitate the delivery of smarter services (Beverungen et al. 2017), which is an opportunity to improve products and CRM.

CRM systems and proactive sales processes are today broadly applied in business-to-consumer (B2C) industries like private banking, but they are not used extensively by companies that operate in complex business-to-business (B2B) industries. Among the first implications of OEM’s new customer-centric digitization initiative is the recent introduction of a company-wide CRM system, a unified platform that will help to align sales processes with improved product and customer lifecycle management, more customer centricity, and proactivity. The system gives OEM the opportunity to improve how it addresses its mostly non-contractual customer base and supports improvement in the company’s understanding and identification of customers with a high potential need for long-term service contracts. Thus, it supports turning non-contractual customers into contractual customers. Relationships with contractual customers also benefit when OEM’s abilities to prevent churn and generate up- and cross-selling effects improve. However, the platform is still in its implementation phase, so its full potential has not yet unfolded. Many existing business processes still need to be adapted to the new sales tool, and in many cases, entirely new proactive processes are required if the platform’s capabilities are to be used fully.

Finally, it is necessary to define OEM’s aftersales customers clearly. OEM’s customer can be a shipowner or, more often, a technical manager of a ship who is authorized to order spare parts and other aftersales services (also called a motor manager). However, when OEM implements more advanced CRM practices, it can be helpful to define the customer as a particular ship or even as an engine on a ship, especially when sales activities need to be closely aligned with the product’s lifecycle. The purchase of a certain combination of spare parts could indicate, for instance, a particular event in an engine’s lifecycle. Such insights are much harder to gain when
the broader definition of a customer as the technical manager of a ship is used because a technical manager is often responsible for not just one but a whole fleet of ships.

4.3 The Journey

4.3.1 The Action Design Research Process
To generate prescriptive design knowledge in the form of design principles, we employed ADR as a research method. ADR is “a research method for generating prescriptive design knowledge through building and evaluating ensemble IT artifacts in an organizational setting” (Sein et al., 2011, p. 40). ADR combines aspects of action research and design science research (Purao et al. 2010). In particular, the action-research-related concepts of diagnosing field problems, planning action, taking action, and evaluating the effects of the actions taken to specify general learnings (Susman and Evered 1978) are reflected in the ADR method that Sein et al. (2011) propose. Moreover, and in contrast to traditional action research, ADR emphasizes the intervention into an organizational context via designing IT artifacts through an iterative building, intervention, and evaluation stage that adopt, for instance, the concepts of design cycles and rigor cycles from design science research (Hevner 2007).

The ADR method has four main stages (Figure 1). The first stage, the problem-formulation stage, is based on the principles of practice-inspired research and theory-ingrained artifacts and encourages researchers to identify or diagnose field problems and define them as knowledge-creation opportunities and, in particular, as opportunities to develop design theory in, for instance, the form of design principles. Sein et al. (2011) propose three ways of using prior theory in ADR: to structure the problem, to identify solutions, and to guide the actual design using design theories. The concept of ingraining IT artifacts with theory in ADR stems from the idea that IT artifacts are socio-technical assemblages and that researchers can manifest theory by embedding it in an artifact so it can be recognized in a social form (Orlikowski and Iacono 2001).

The second stage, the building, intervention, and evaluation stage, with its principle of reciprocal shaping, acknowledges that IT artifacts shape and are shaped by the context in which
they are applied. Another principle is mutual influence and learning among the roles involved in the design process, including researchers, practitioners, and end-users. The third principle of the building, intervention, and evaluation stage is authentic and concurrent evaluation of the artifact throughout the design process (Sein et al. 2011). In this regard, the design evaluation process proposed by ADR may differ from design science research, as in the latter, the relevance, design, and rigor cycles are more separated and often follow a traditional stage-gate approach (Hevner 2007). As a result, ADR focuses on keeping the artifact construction process as authentic and coherent with the design context as possible: “Consequently, authenticity is a more important ingredient for ADR than controlled settings” (Sein et al. 2011, p. 44). The third stage, the reflection and learning stage, is based on the principle of guided emergence and consists of reflecting on refinements of the problem and solution that are visible in the shape and state of the artifact. This stage enables the researchers to adapt and change initial design principles and to recognize newly emerging design principles (Sein et al. 2011).

Finally, in the fourth stage, what has been learned is formalized as generalizable outcomes. This can be difficult due to ADR’s situated nature. Sein et al. (2011) suggest three ways to generalize outcomes in ADR: the generalization of the problem instance, generalization of the solution instance, and derivation of design principles from the design research outcomes (Sein et al. 2011). In our case, we related the emerging design principles to existing theory, thus generalizing our ADR outcomes by means of abduction.
4.3.2 Our Journey
The ADR team consisted of the authors and a group of practitioners from OEM’s aftersales analytics department. One of us, who had been working in the department for around eighteen months when the ADR project started, was employed as an industrial Ph.D. fellow at OEM. The practitioners included the application manager of the CRM system, the department manager, a senior data warehouse architect, and other data and business analysts from the department, who we occasionally involved. Besides the core ADR team, the end-users were valuable contributors of knowledge during the design process. Following the ADR methodology, we, as the researchers, were involved during all iterations and stages of the ADR process, from defining the problem to building and evaluating the artifact to developing and formalizing the design principles. The practitioners were involved primarily in building and evaluating the “alpha versions” of the artifact but also in supporting design decisions with their domain knowledge (Figure 2).

We started our journey by analyzing the current situation at OEM to gain an understanding of the field problem. During the project, we were situated in OEM’s aftersales business intelligence processes and analytics department, which is built around a mature data warehouse that builds
the basis for a broad portfolio of analytical applications. The department is responsible for extracting, loading, and transforming transactional data from the company’s enterprise resource planning (ERP) systems into ready-to-analyze multi-dimensional data models. Moreover, it is developing and frequently updating analytical reports for a broader audience of business users.

A diagnosis that guided our initial understanding of the problem was that, in the department’s portfolio of analytical applications, applications that directly enhanced a business process or led to creating and implementing an entirely new business process were the most frequently used and most successful ones. In contrast, more innovative applications, which often showed great potential but neither supported existing processes nor straightforwardly showed how a new process could be created around them, were less frequently used and less often successful. This observation is in line with Wu and Hitt’s (2016) findings that the value created from analytics is primarily exploitative and only to a lesser degree exploratory. Therefore, we concluded that in order to generate sustainable business value from DDD applications, new business processes have to be developed alongside the actual DDD applications.

Moreover, we found that the new CRM platform had considerable potential for transforming sales processes to proactivity and customer-centricity. However, many of the existing sales processes were key-account-manager-driven, so they did not align well with the platform’s
capabilities. This observation led us to our second problem diagnosis: Even though the platform was ready to use from a technical perspective, it still lacked users, content, and proactive sales processes.

Based on our understanding of the problem, we evaluated several theories that could support our design process. We selected the cross-industry standard process for data mining (Shearer et al. 2000) to guide the design of the DDD artifacts and the information-decision-insights-supervision framework (IDA-S; Dearden 2001) because of the principle of partial automation that we intended to incorporate into the artifact. We also chose Sharma et al.’s (2014) data-to-insight-insight-to-decision-decision-to-value conceptualization as a structural framework for integrating theory regarding the challenges of implementing DDD in the solution.

Our general understanding of the solution was informed by the initial design principles of proactivity, embeddedness, partial automation, and being data-driven that were derived from the diagnosed field problems and the selected theory. The main design objective was to design a DDD artifact that creates a new data-driven and proactive lead generation-process within the CRM system.

In the first iteration, the alpha version, we intended to generate data-driven leads through detecting and predicting significant events in the life cycle of an engine by relating a customer’s spare parts transaction history for a particular engine to the recommended amount of spare parts consumption according to OEM’s engine manuals. We received positive feedback when we presented this approach to senior managers at OEM. However, the project was complicated and required expertise from many stakeholders. Because of the complexity of the predictive models that were based on black-boxed machine-learning algorithms, it was difficult to explain the model’s inner workings. As a result, and because of the project’s overall complexity, we chose to look for a more generic and versatile approach for generating data-driven leads while keeping the already developed alpha version (Figure 3) of the artifact in our back pockets for future iterations of the project.
In the second iteration, we revised the initial artifact and developed an operational pipeline for data-driven lead generation that is not limited to a specific type of lead (Thiess and Müller 2018). Specifically, we wanted to use a wide variety of data sources that can be connected to the existing data warehouse so we can train and automatically deploy data models on it to generate sales leads. However, to avoid too many leads being created automatically, we looked into the marketing literature to find ways to segment and prioritize customers and leads. We chose to train so-called buy-till-you-die models (BTYD) on customer data to calculate customers’ future lifetime values (CLV). Such models enable segmenting and scoring of generated leads based on the predicted CLVs of the concerned customer base, so that, for instance, one can prioritize the top ten leads of customers with the highest future CLV. At this point, the focus of the artifact was on the lead-generation process and did not specify how the leads would be transferred to the CRM system and assigned to a responsible salesperson (Figure 4).
In the development of the third iteration, the beta version (Figure 5), we reached out to potential end-users of our artifact. In particular, we scheduled meetings with OEM’s local sales companies to get feedback on the current version of the data-driven lead-generation artifact. In particular, we gathered information on the types of lead events that could be extracted from data. As a first lead campaign, changes in the ownership of vessels were identified as lead events that have a high potential to be converted into aftersales business for OEM. In addition, OEM’s main aftersales customers are the technical managers of ships. The engines on those ships determine OEM’s aftersales market; thus, when a ship’s technical manager changes, the customer’s relationship with OEM may change too. After a change in ownership, OEM might want to contact the new technical manager of a ship to ensure that the existing service relationship with the affected ship will continue. Changes in technical management are also good opportunities to re-evaluate the customer relationship and seek cross- and up-selling business.

To detect technical management changes automatically, we used an external database of worldwide high-sea ship registrations that is maintained by the international ship registration societies. To that point, OEM’s sales professionals could get information regarding changes in the management of ships only via occasional talks with customers or updates of OEM’s master data in the standard ERP systems. However, it can take months for this master data to be updated, and even if it is updated, a sales professional must still actively search for the information. To make this process more proactive and faster, we proposed keeping a change log of the technical management registrations in the database. This way, every change in the technical management of ships can be detected automatically via business rules and similarity-matching algorithms. Meetings with sales professionals uncovered an additional need for customer data to enable immediate decision-making and action-taking. In particular, the sales professionals did not want to open multiple IT systems to look for information that they require in order to follow up on leads. In reaction to this, we created two additional reports and attached them to the leads. The first report showed the quote and order history of a particular ship, and the second report contained metadata about the ship and its installed engines.
Another important design question was how to present the leads so they are usable in the CRM system. Because of its potential for automation, we chose an approach based on XML templates that are filled with data about the generated leads. The leads are then automatically assigned to a sales team and uploaded in bulk directly into the system.

In the fourth iteration, we abstracted the instantiation of a data-driven lead-generation pipeline to a method for generating data-driven leads in many contexts. This design iteration was informed by the experience that we gained from the design journey and from the conceptualization of a data-driven decision-making process by Sharma et al. (2014). The fourth iteration, the final solution artifact, is described in detail in the next section.

4.4 The Results – Data-Driven Lead Generation

4.4.1 Presentation of the Artifact: The Data-driven lead-generation artifact
This section introduces the final artifact and explains all of its parts in detail. The key result of the design journey is manifested in the data-driven lead-generation artifact depicted in Figure 6. It is a method to generate data-driven lead pipelines that can flexibly accommodate various kinds of lead events and business contexts. The final artifact contains eight steps for creating business value via operational data-driven lead pipelines. The artifact is constructed as an iterative method that allows the user to fall back to prior steps when necessary. Steps 1 through 7 are the core of a data-driven lead-generation pipeline and account for a full data-driven decision-making process. Step 8 primarily evaluates whether a data-driven lead-generation pipeline should move from a beta state to a fully operational one. However, even after a pipeline is fully operational, it is advisable to apply Step 8 periodically to re-consolidate and evaluate the success of the pipeline.

![Figure 6: The final data-driven lead generation artifact](image)

The design of the artifact was informed by a generic DDD process that we built based on the terminology Sharma et al. (2014) introduced. The process consists of four main elements:

1. **From Question to Data:** This element defines an initial analysis question, which also entails planning and selecting an algorithmic analytics approach. Then data on which the planned analytics (algorithms) can be applied are made accessible (see Shearer et al. 2000, and Leek and Peng 2015, for a broader description of this element).

2. **From Data to Insight:** This element refers to the application and technical execution of the planned analytics instance (Sharma et al. 2014; Thiess and Müller 2018).
3. **From Insight to Decision:** This element refers to the human-cognition-based decision-making process (Sharma et al. 2014; Thiess and Müller 2018).

4. **From Decision to Action / Value:** This element establishes measures to implement decisions from which to create continuously positive effects (Sharma et al. 2014).

Overall, the final artifact has eight steps that are explained in the following sections.

**Step 1: What are high-potential lead events? (Stakeholder involvement)**

In Step 1 of the data-driven lead-generation artifact, stakeholders are involved in determining high-potential lead events for a given business context. An important stakeholder group to involve in this step is the potential users of a data-driven lead pipeline—likely those responsible for sales. When the capabilities regarding data-driven lead generation are already established, involvement can also be triggered by stakeholders, but sufficient change management (Kotter, 1995) is necessary to reach that point. In Step 1, high-potential lead events are identified by defining an initial analysis question, planning and selecting an initial analytics approach, and thinking about data sources that may be accessible to the analytics team. From an organization’s perspective, data sources are internal and external. Internal data are usually accessible via ERP systems and data warehouses but can also be, for example, SharePoint lists and text documents. External data can be accessed from public application programming interfaces (API). For instance, general economic and financial data can often be retrieved via APIs. Depending on the maturity of an organization’s analytical capabilities, making the data for lead events accessible can be challenging, especially if the data quality is low and there is no master data management in place (Wagner and Hogan 1996).

**Step 2: Harness lead events**

After detecting high-potential candidate leads, it is necessary to determine whether they can be harnessed algorithmically in a data-driven way such that the lead events are technically accessible. This step is not always straightforward; if a high-potential lead cannot be retrieved, users of the method can go back to Step 1.

External and internal data sources must usually be algorithmically processed and analyzed if they are to generate useful insights. The kinds of algorithms required can vary and depend on
the particular lead event as well as on the organization’s analytical capabilities. The main types of algorithms and insights generated by those algorithms are (Watson 2014):

- **Descriptive** (e.g., summary statistics, grouping, aggregation)
- **Explorative** (e.g., clustering, dimensionality reduction, visualizations)
- **Predictive** (e.g., regression, classification, time-series analysis)
- **Prescriptive** (e.g., optimization, simulation)

Steps 1 and 2 together cover the elements from question to data and from data to insights in the DDD process and reflect a full data-mining and analytics sub-process. We suggest using the cross-industry standard process for data mining (CRISP-DM; Shearer et al. 2000) for guidance in undertaking Steps 1 and 2.

**Step 3: What additional insights are decision-critical? (Stakeholder involvement)**

After high-potential lead events have been identified and it is determined that they can be harnessed algorithmically in a data-driven way, relevant stakeholders should be involved again to determine what additional decision-critical insights are needed to take immediate action on a generated lead. For instance, when the lead event alone is not sufficiently prescriptive, we suggest enriching the lead pipeline with further decision-critical insights to support sales representatives in their decision-making and action-taking to create value (e.g., closing a deal).

The level of uncertainty and responsibility for decisions and actions that a sales representative has depends highly on the kind of insights on which the leads are created and with which they are enriched. In the case of descriptive insights, sales professionals have a comparatively high responsibility for the eventual decision and the following action, as there is considerable uncertainty involved about why a customer shows particular characteristics, what the customer may do in the future, and what appropriate (logical) action to take.

The overall objective of Step 3 is to think of and plan for the additional insights that could support sales employees in their decision-making and action-taking. Thus, Step 3 is similar to Step 1, but while Step 1 is concerned with determining the initial lead event and is the basis for the whole lead pipeline, Step 3 is concerned with determining additional decision-critical insights to remove uncertainty from the decision-making process.
**Step 4: Enrich leads with additional decision-critical insights**

In Step 4, additional decision-critical insights are technically integrated into the data-driven lead pipeline. Step 4 is similar to Step 2 but is focused on additional decision-critical insights instead of the primary pipeline of lead events. Like Steps 1 and 2, Steps 3 and 4 cover the elements From Question to Data and From Data to Insights in the DDD process, so they require deploying complete data mining and analytics sub-processes. However, unlike Steps 1 and 2, Steps 3 and 4 often entail using a couple of data mining and analytics sub-processes. For instance, reducing uncertainty about an effective lead follow-up may require a combination of descriptive, explorative, predictive, and prescriptive insights.

**Step 5: Automatically generate and assign leads in the CRM system**

In Step 5, leads are generated in the CRM system and assigned to the right person by notifying them directly when new data-driven leads are available. Step 5 may require connecting and integrating operational sub-processes to join the high-potential lead events with additional decision-critical insights. Moreover, procedures should be put in place to automate the generation and assignment of leads as much as possible, and as long as it makes sense. Here, a trade-off between automation and customizability should be made, especially in the beta phase of a data-driven lead pipeline, as it can be advisable to keep the setting flexible and allow for quick adjustments based on stakeholder feedback.

**Step 6: Lead follow-up decision**

Step 6 contains the core element of the decision-making process: From Insights to Decision. First, sales employees decide, based on the insights provided, whether they will accept an assigned lead or not. A reason for declining a lead could be that the employee already knows about the lead event and has already acted or that the lead is incorrectly assigned, in which case, the employee should delegate the lead to the correct person or inform the project team. However, once sufficient data quality is ensured, it is expected that most generated leads will be accepted.
After a lead is accepted, the sales employee must decide how to act based on the insights provided. The effects of the decision can be either direct or indirect. For instance, the information could be used to contact the customer right away, which is a direct effect of the decision, or the information could be used to change the general sales strategy for the customer, which is an indirect decision effect. Overall, the greater the certainty in a decision, the more likely it is to have a direct effect. In data-driven lead generation, the level of uncertainty is influenced by the kind of insights that are provided to the decision-maker. For example, the insight that a technical manager has changed is descriptive, while additional decision-critical insights regarding the expected future transactions and churn probability of a customer are predictive. Following this, the lowest level of uncertainty is likely reached when prescriptive insights are provided.

**Step 7: Change management**

Step 7 addresses change management. In particular, we suggest following Kotter’s (1995) eight steps to transforming an organization. The change endeavor here focuses not just on the implementation of a data-driven lead-generation pipeline but also on helping stakeholders to understand the basic principles of DDD first. Moreover, the organization’s own mindset must often be changed to accept using data-driven and proactive approaches. Kotter’s (1995) eight steps appear to be particularly suitable for this purpose:

1. Establish a sense of urgency.
2. Form a powerful guiding coalition.
3. Create a vision.
4. Communicate the vision.
5. Empower others to act on the vision.
7. Consolidate improvements and produce still more change.
8. Institutionalize new approaches.

**Step 8: Consolidate and evaluate the data-driven lead pipeline (Stakeholder involvement)**

In Step 8, the data-driven lead pipeline is consolidated and evaluated after the beta version has been in use for some time. Stakeholders should be involved again to determine whether the pipeline has been successful, and based on this evaluation, measures can be taken to improve
the pipeline or, if it is deemed unsuccessful, to discontinue it in the beta state. However, even an unsuccessful pipeline is valuable for future pipelines, as parts of it, such as the additional decision-critical insights, can apply to many business problems and contexts in an organization.

4.4.2 Application of the Artifact: The technical manager change pipeline

The following sections describe a concrete application of our artifact, the data-driven lead generation artifact, using the example of the technical manager change pipeline.

In Step 1, we received the information that changes in the technical management of a ship constitute high-potential lead events. We interviewed experienced sales managers with a sound understanding of the dynamics of the marine engine aftersales business. We then contacted potential users (i.e., sales employees) to determine whether changes in a ship’s technical management are appropriate lead events in their consideration. As a result of this first stakeholder involvement, it became clear that the sales employees did not have a straightforward process for retrieving information regarding changes in ships’ technical management, and that there were no well-defined proactive processes for collecting and working with such information. Instead, sales representatives sometimes received information regarding changes in technical management from customers directly during ordinary sales interactions. Overall, the sales employees stated that the insights regarding recent changes in technical management would be valuable for several reasons:

1. as a conversation starter to contact the customer proactively
2. to learn more about the current customer base and the ships in the territory for which they are responsible (defined by the country in which a technical manager is registered)
3. to update a customer’s metadata

These talks led us to conclude that changes in technical managers are high-potential lead events. The next task was to evaluate how and based on what data sources insights regarding such changes could be harnessed. The plan was to investigate the possibility of using external sources to retrieve the data by simply querying it or by using a look-up algorithm to gain the desired insights.
In Step 2, we created the connection to an external data source that contains metadata of ships that are frequently updated with data from the international shipping registries. At first, it looked like data regarding changes in technical management would be comparatively easy to access by querying a column of the dataset that indicates on what date the value of the technical management field for a specific ship was changed. However, during the validation of this initial assumption with the data provider, it became apparent that the column could not be used. Therefore, we chose another approach that consisted of, firstly, creating a log of old versions of the dataset, secondly, creating a script to compare the current value of the technical management field with its latest predecessor, and finally, to trigger an event if the value changed.

In Step 3, we scheduled meetings with sales representatives and the rest of the ADR team to determine what additional decision-critical insights were required. The results of this second stakeholder involvement were to add an additional sales report and a ship and engine report to the leads in the CRM system. This was done to help sales employees to gain a quick overview of the existing and past relationships and interactions with a particular ship and customer. After involving a business manager in the design process, other decision-critical insights in the form of dates of upcoming dry-dockings were identified and added to the reports, along with key customer metrics estimated via BTYD models.

In Step 4, the planned enrichments of leads with the identified additional decision-critical insights were implemented technically. For example, to enrich the leads with key customer metrics estimated via the BTYD model, we conducted a complete data-mining process (Shearer et al., 2000). In particular, we built probabilistic models for estimating customers’ future expected transactions, the probability of being alive (not churned), and estimates of future customer lifetime values (Fader and Hardie 2009; Platzer and Reutterer 2016). Probabilistic models of the family of BTYD models come from the field of marketing research and are particularly suitable for our setting, as they require comparatively little individual-level data (Rossi and Allenby 2003; Abe 2008; Van De Schoot et al. 2015; Platzer and Reutterer 2016).
In OEM’s non-contractual market setting, technical managers with large fleets are handled by key-account managers. However, there are also many technical managers with small to medium-sized fleets that produce only small amounts of individual-level (i.e., ship-level) sales data. This can affect the predictive performance of machine-learning algorithms (Shaikhina and Khovanova 2017). On the other hand, BTYD models (Fader and Hardie 2009) like the Pareto/GGG (Platzer and Reutterer 2016) apply hierarchical modeling, which allows group-level information about the selected cohort of ships to be used when individual-level data is sparse (Efron and Morris, 1977).

At the start of the BTYD modeling procedure, the required input data had to be defined and extracted from OEM’s data warehouse. The comparatively simple format of the required raw-data input is another strength of BTYD models, as they usually require only a transaction log of orders as instances, along with the order date, its value, and a unique identifier of the ship for which the order was placed. The transaction log is then transferred into the programming environment R, where the data is further processed and transformed into an aggregated higher-level format where the instances are ships and the variables are, for example, the number of transactions, the date of the first transaction, the logarithms of the timing between transactions, and the sum of the transaction values. Then, we estimated the parameters and hyperparameters of the selected Pareto/GGG model using a Markov-Chain-Monte-Carlo approach (MCMC; Platzer and Reutterer 2016). Based on this, future transactions can be predicted in a Bayesian way by drawing from the posterior distribution. Also, future probabilities that ships are active and alive can be calculated easily. Eventually, with an additional probabilistic model for monetary value (Fader and Hardie 2013), future CLVs can be calculated (Figure 7).
We used around 500,000 orders as input data to predict the number of transactions one year ahead for around 24,000 ships. When we predicted the number of future expected transactions using the Pareto/GGG model that incorporates regularity parameters, the overall accuracy (predictions compared to test data) was 93 percent for predictions of the whole customer base. This reflects a high level of accuracy. On an individual level, the mean absolute error (MAE) was used as a performance metric. In the case of the Pareto/GGG, the MAE was 1.2.

When we applied the hierarchical Bayes version of the Pareto/NBD model, the accuracy of total predicted future transactions was 78 percent, with a MAE of 1.4 (Table 1).

<table>
<thead>
<tr>
<th>Model</th>
<th>Actuals / Predictions</th>
<th>MAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pareto/GGG</td>
<td>93%</td>
<td>1.2</td>
</tr>
<tr>
<td>Pareto/NBD (HB)</td>
<td>78%</td>
<td>1.4</td>
</tr>
</tbody>
</table>

Table 3. Predictive Performance of BTYD Model
In **Step 5**, the leads were joined with the additional decision-critical insights in an SQL database, based on which spreadsheets were created and stored so they can be associated with a lead. Another important task was to specify to which sales employees a specific lead should be assigned. We reached out to the potential users in OEM’s regional sales companies to get the required information. However, after the beta version was implemented, users became active themselves in specifying the correct assignees.

**Step 6** supplied us with feedback regarding how to improve how leads are assigned and how additional decision-critical insights can be used to improve decision-making and action-taking. This step shows that the artifact encourages the use of feedback loops throughout the lead generation process. Moreover, the degree of uncertainty with which sales employees as decision-makers were confronted can be assessed as medium to low, as they had access to descriptive insights about the lead events and additional descriptive and predictive insights that together created the basis for decision making and action-taking. For instance, sales employees had insights into recent changes in technical management and the past sales history of customers so that they could answer the “what is the lead?” question (descriptive). Based on the predictive insights regarding future transactions and churn probabilities, they could also answer the “how will the customer relation probably be?” question (predictive). This combination of insights gave the sales employees at least partial answers to the “how to approach the lead?” question (prescriptive). They could, for instance, determine that a ship with a recent change in technical management with which OEM had a good customer relationship and that had a high predicted future CLV should be contacted immediately to avoid losing a valuable business relationship. In other cases, it can be sufficient for the sales employees to use the generated insights for adjusting the general way in which they approach a customer, e.g., adapting their marketing efforts based on the generated customer insights.

In **Step 7**, change management measures were formalized loosely following Kotter’s (1995) eight steps:

1. **Establish a sense of urgency**: The data-driven lead-generation artifact was presented in several business meetings, and emails targeted to all assignees of leads were sent to
create awareness and inform them about the sometimes-imperfect use of the CRM systems as the preferred sales tool.

2. **Form a powerful guiding coalition:** By contacting and involving the heads of sales of the local sales companies that were involved in the project and closely involving the responsible business managers, a powerful guiding coalition was built.

3. **Create a vision:** Together with a general digitization and business transformation initiative, the project drew on the vision of proactive 360-degree sales services with a customer-centric focus.

4. **Communicate the vision:** The overall vision of the digitization and business transformation initiative was continually communicated via managers, the intranet, and other internal communication channels.

5. **Empower others to act on the vision:** The department in which the ADR team was located organized periodic meetings in which stakeholders related to analytics could share knowledge and best practices. Here, the artifact and its various iterations and sub-steps were presented several times.

6. **Plan for and create short-term wins:** From the beginning on, the plan was to create quick wins by focusing first on a few local sales companies that are well connected to the department. This was done to create initial success stories and communicate them via the intranet in order to create awareness and support in the organization.

7. **Consolidate improvements and producing still more change:** Because of its iterative nature, the versions of the technical manager change lead pipeline were consolidated and improved several times as a result of the feedback loops.

8. **Institutionalize new approaches:** By showcasing qualitative and quantitative success measures, the technical manager change lead pipeline could be institutionalized and expanded to a broader target group.

### 4.4.3 Evaluation of the artifact

The resulting artifact and sub-artifacts were evaluated by the involved practitioners and their users throughout the entire design process. The evaluations were based on observational field notes, meeting notes, internal documents, informal interviews (especially collegial dialogue and
joint problem-solving), and readily available data like usage reports on several decision-support systems and workshop outputs. We involved stakeholders and potential users continually to evaluate changes in the artifact. In particular, we were in close contact with the aftersales data analytics manager, the application manager of the CRM system, the team lead for analytics, and a selection of sales managers and sales professionals from OEM’s sales companies, as potential users of the artifact. For example, we conducted at first informal interviews with potential users, then we refined the artifact based on the feedback, and eventually, we presented the refined artifact to a management audience. In short, we followed the ADR principles of reciprocal shaping, mutually influential roles, and authentic and concurrent evaluation, as Sein et al. (2011) proposed.

So far, around 650 leads have been generated in the CRM system directly from an instantiation of the data-driven lead-generation artifact. The initiative also inspired other data-driven lead campaigns that have generated another 2,000 leads. While in the beginning, just a handful of leads for one particular sales company were created, the pipeline’s scope was quickly broadened to cover more than ten countries and their corresponding sales companies. This provides a clear indication that the aftersales organization sees practical value in the artifact. It is still too early to present metrics on the revenue generated through the artifact, as it is not linked directly to the quotation and ordering processes in the ERP systems. However, the feedback from the users has been positive, and the ADR team has received several suggestions for expanding the artifact to other campaigns beyond that of changes in technical management, such as to ship breakdowns and the sea trials of newly built ships. The feedback from the application manager of the CRM system has also been positive:

*It’s very interesting to see what scientific theories applied to our data sources can be used for. It has been important for us to include some of the receivers/end-users of the data-driven leads in the process to make it tangible for them and to gain from their real-life expertise and not end up with a bunch of leads that only looked promising on paper. Having their stamp of approval is the first step toward a more proactive sales process and creating additional value. The data-driven*
leads will be an addition to their work and will save them some time when they are looking for new leads in the market, as these leads come out of the box that is our CRM system.

The artifact has also fulfilled its objective of enabling proactive sales processes, as sales representatives can take immediate action and contact customers based on the leads without having to wait for an inquiry from the customer side. As the application manager of the CRM system explained:

*We have to search for leads wherever we can, and using the data sources available is a natural next step in a more proactive sales approach. It’s important that we set up an automated process around it and analyze the outcome of the data-driven leads to optimize the process over time.*

One obstacle we observed is that the users of the CRM system have not yet fully adapted their work practices to the system’s new capabilities. For example, users do not always document their work correctly in the system (e.g., setting a lead as qualified after being in contact with a customer).

The operational BTYD models to predict future customer behavior have been presented to managers and sales professionals on several occasions. The managers’ evaluation was positive, and one business unit was interested in applying a similar approach to their particular business case. However, the feedback from sales professionals was mixed, as some saw the approach as too advanced, considering that it predicts future customer behavior while some of the current sales processes do not even use descriptive information. Nevertheless, the sub-artifacts, such as the BTYD models, have been seen as a positive outcome that, as an operational approach to analyzing the customer base, is applicable to many use cases and possible lead pipelines.

The project’s main design objective was to design a DDD artifact that helps to create a new data-driven and proactive lead generation process in the CRM system. By applying an instantiation of the data-driven lead-generation artifact in the form of the technical management change pipeline, we created a new process for lead generation at OEM. Moreover, by integrating the artifact with and framing it in DDD theory, we fulfilled the objective of creating a data-driven process. The initial design principle of embeddedness was incorporated into the
artifact by embedding the DDD elements into a process of stakeholder involvement and change management. The initial design principle of partial automation was incorporated by including a stage of generating leads and assigning them to sales professionals in the CRM system automatically. Moreover, we automated the process of detecting lead events as well as the lead selection, and the enrichment of leads with additional decision-critical insights. Nevertheless, transferring leads to the right assignee still needed some degree of human involvement, due to organizational constraints (e.g., admin rights). The initial design principle of proactivity is incorporated in the artifact by supporting sales professionals with prescriptive insights about how to take action.

4.4.4 Growth of design theory
Over the cycles of the ADR project, we abstracted from the original problem and the original solution instance (i.e., the technical manager change pipeline) toward a more generic data-driven lead-generation artifact. Based on our experiences while designing and implementing these solutions, we learned why the artifacts we designed are effective solutions to the problems we encountered in the field. Following the ADR methodology, we formalized these lessons into design principles. (See Thiess and Müller 2018, for a more detailed presentation) We started out with initial design principles of being data-driven, proactivity, partial automation, and embeddedness, which were informed by the selected theory and the problem diagnoses. Throughout the building, intervention, and evaluation iterations, other nascent design principles emerged and subsumed the initial design principles. We formalized these generic and somewhat latent design principles by following the template Kruse et al. (2015) introduced, according to which the final design principles reflect material properties, enacted affordances, and constraints.

DP1: Theory-driven modeling – Given a lack of proof-of-concept, use theory-based models instead of data-driven machine learning algorithms to achieve concrete results.

Data-driven machine learning algorithms like gradient boosted trees and neural networks have proved their usefulness in work with large, high-dimensional datasets. They have shown their superior performance compared to often more theory-based applications of models like logistic
regression. Therefore, we first constructed an artifact based on a data-driven machine learning algorithm. However, it became apparent that the algorithms could not find meaningful relationships among the variables in the complex dataset, which led to overfitting and low performance of the model on unseen data. As a result, we could not implement our artifact in this form, leaving us without a concrete solution to the diagnosed field problems. Moreover, we lacked a theoretical foundation to guide our modeling, as our particular data-modeling application had not been made before, nor did an explorative data analysis or the consultation of domain experts reveal associations that could have enabled us to formulate an initial theoretical model.

Therefore, we turned to the marketing literature to search for alternative approaches to predicting customers’ future purchasing behavior based on customer transaction data. Hierarchical Bayes models of the BTYD type satisfied our requirements for a modeling approach, as they were developed for the problem domain of non-contractual market settings and facilitate predictions of customer purchases, allow individual-level parameter estimations from group-level data, and require little data. Moreover, BTYD models are based on sound behavioral theory and, because of the possibility of using informative priors, do not require large amounts of data to produce good predictive performance (Van De Schoot et al. 2015). In the end, choosing a theoretically grounded modeling approach enabled us to create concrete results in the form of solutions to the field problem.

**DP2: Comprehensibility** – Limit models’ complexity to gain support from managers.

In addition to predictive accuracy, comprehensibility heavily influences user acceptance of any decision-support system (Gregor and Benbasat 1999). We started out using machine learning to classify leads for aftersales from transactional customer data. This approach involved data-driven machine learning algorithms and a complex, highly dimensional dataset. As a result, even though the stakeholders’ analytical background appeared to be strong, they had difficulty comprehending how the black-boxed algorithms processed the data to generate meaningful insights. In contrast, the BTYD models that we used later in the project seemed to be easier to comprehend even though they are mathematically complex. An explanation for this observation
may be that the BTYD models require only three pieces of information about each customer as input: their recency (i.e., the time of the last transaction), frequency (i.e., the number of transactions), and the monetary value of the transaction (for calculating CLVs). This information, which can be provided in the form of an event log of purchase transactions for each customer, was in line with the experience and intuition of the involved domain experts, minimizing the gap between the predictive model and managers’ mental models.

**DP3: Domain Knowledge** – Incorporate domain knowledge into the data-driven decision-making process to encourage acceptance by managers.

Machine learning models can detect associations between variables related to customers’ purchasing behavior from historical transactional data. However, human experts have developed expertise through years of experience in marketing and selling services to customers, domain knowledge that tends to be implicit and heuristic in nature (e.g., best practices, rules of thumb). This implicit knowledge is difficult to formalize but can hold valuable information for predicting future customer behavior. In our project, we included the knowledge of domain experts via business rules that capture an experts’ experience and intuition regarding the context of the field problem. For instance, we interviewed domain-specific experts at OEM to collect data regarding the types of life-cycle events that constitute a demand for spare parts and service. In addition, the BTYD models are based on Bayesian theory, which allows us to incorporate beliefs about the relationship between input and output variables (e.g., how important the recency or frequency of past transactions are in predicting future customer behavior) in the form of informative prior distributions. Eliciting and incorporating this expert knowledge into the artifact increased the user’s level of participation and influence on the final design, a key success factor in ensuring acceptance of the final artifact (Hollander et al. 1973).

**DP4: Actionability** – Provide actionable insights instead of quantitative reports to increase use by decision-makers.

Even if a decision support system produces highly accurate decisions and wide acceptance, it is not a given that end-users will follow those decision proposals and take action. Many
organizations fail to take appropriate actions based on the generated insights because of the artifacts’ focus on descriptive information and lack of prescriptive theory (LaValle et al. 2011). The departmental practitioners observed that analytical applications that are not based on a business process are used less often than those that are. Based on this early feedback, we decided to push the leads generated by our artifact directly into sales employees’ daily newsfeed inside the CRM system instead of building extra reports or dashboards that the representatives would have to pull. The process was designed so every lead is created as a separate item and accompanied with additional information regarding what to do in the form of descriptive and predictive insights, but also via attaching clearly formulated prescriptive instructions with regard to what actions a sales employee should take, e.g., contacting the customer. Moreover, based on the meetings with the regional sales organizations, we decided to enrich the leads with additional ship and customer transaction information, so the sales employees have all the information they need for their regular lead follow-ups at their fingertips. This approach “makes it harder for decision makers to avoid using analytics—which is usually a good thing” (Davenport 2013).

4.5 Key Lessons

Our experience in applying ADR in a real organizational setting gave us the chance to be directly involved in the organization’s operational processes. It provided us with an insider perspective that enabled us to collect and process large amounts of empirical data in the form of, for example, field notes, informal interviews, internal documents, and readily available data. Because of ADR’s emphasis on authentic rather than controlled settings, we were able to inform our artifact design with empirical findings, creating a dynamic design process in which we could shape the artifact at high speed based on quickly executed cycles of building new features, demonstrating the features to practitioners, and evaluating their responses. However, we found it particularly challenging to report on our experiences during our design journey using the traditional structure for academic publications. For instance, if we wanted to report on every new design iteration, we would have had to describe more than a hundred micro-
iterations. Therefore, we decided to report on only major changes to the artifact and to group the micro-iterations that went into such major changes under one umbrella iteration.

Moreover, we found that it is helpful to distinguish initial theory-informed design principles from design principles that emerged throughout the design iterations because they represent two approaches to theory generation and so two research contributions. Theory-informed design principles that are tested via an artifact in a field setting represent a deductive approach and, thus, a deductive research contribution, while design principles that emerge out of the design process without being informed by theory represent an inductive approach, and, thus, an inductive research contribution. As a third research contribution and an attempt to generalize our context-specific findings, we found it helpful to relate and abstract both kinds of design principles back to theory when formalizing them in the last ADR stage, which represents an abductive theorizing approach.

In our next ADR application, we hope to use the notion of affordances more stringently as an analytical tool, as doing so will help to articulate the relationships among material properties, constraints, and intended effects in terms of user behavior (affordances; Seidel et al. 2018). We hope to use the ethnographic method of shadowing that is popular in interaction design to determine how material properties enact affordances and how those affordances may differ from those that are intended.
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Abstract
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5.1 Introduction

In the last years, shipbuilders and original equipment manufacturers (OEM) in the maritime industry have suffered from a significant drop in the demand for new-building of vessels and engines (Danish Ship Finance 2018). An ongoing oversupply of tankers and containerships in the market caused this drop. OEMs are especially challenged to rethink their traditional business models and to shift the focus in product lifecycle management from the product development phase (beginning-of-life) to the product usage phase (middle-of-life). In the approximately 15-20 years lasting usage phase of main engines, OEMs can generate earnings via spare parts sales and through-life engineering services (TES), such as maintenance, repair, and overhaul. For OEMs, the product usage phase of their installed equipment determines the aftersales market.

In this context, MAN Energy Solutions, one of the largest ship engine manufacturers in the world with high market shares in the tanker and container vessel segments and approximately 15,000 employees in over 100 destinations around the world, is looking into further improving its hit rate\(^4\) of through-life engineering services and spare parts quotations. Following the dual mission of IS, we help to solve this relevant field problem by building a novel sales quotation win-propensity\(^5\) prediction system, while extending the scientific literature (Benbasat and Zmud 2006) on explainable machine learning by abductively developing design principles (DPs) based on a sound literature review and an authentic and concurrent evaluation of the action design research (ADR) process (Sein et al. 2011).

Win-propensity estimation is an important aspect of assessing overall sales performance (Monat 2011). Despite its importance, research on sales win-propensity estimation models is scarce (Yan, Zhang, et al. 2015). In large firms such as MAN Energy Solutions, sales professionals sometimes have to deal with many open sales opportunities and quotations. To structure their work and to enable an approximate forecast of the win-propensity, sales professionals use CRM systems that enable them to assign win-propensity scores or hot-warm-cold labels manually as

\(^4\) At MAN hit rate is essentially calculated as orders euro / quotations euro (ex-post)
\(^5\) Win-propensity is the hit rate expressed as a probability for a particular quotation (ex-ante)
an outcome of an often more or less subjective judgment (Xu et al. 2017). Such subjective judgments are prone to cognitive biases (Tversky and Kahneman 1974), such as being overly confident and thus estimating too high win-propensity scores (Bohanec, Robnik-Šikonja, et al. 2017a). Moreover, they can be biased due to organizational structures, politics, and socio-cultural phenomena, for example, when the management expects a positive forecast for the current sales pipeline (Yan, Zhang, et al. 2015). Data-driven sales win-propensity estimation methods, on the other hand, can support resource management (D’Haen and Van den Poel 2013), increase efficiency, and generate explanatory insights about the sales process and its drivers (Bohanec, Kljajić Borštnar, et al. 2017).

Overall, in this paper, we make four scientific contributions. First, we push the state-of-the-art in sales propensity modeling by developing an approach combining ensemble machine learning techniques (esp. lightGBM) to robustly model non-linear relationships and interaction effects with a conditional probability model accounting for quotation age (Sections 5.4.1 and 5.4.2). Second, we demonstrate how methods for the human-interpretable explanation of black-box machine learning models (esp. SHapley Additive exPlanations) can be applied to improve the acceptance of predictions by users and managers, and how they help data scientists to improve model quality (Section 5.4.3). Third, we go beyond the pragmatic design of a single prototype and propose a method for the organizational implementation of the proposed approach in complex real-life settings (Section 5.4.4). Fourth, we formalize the learnings from this 1.5 years lasting action design research project as design principles for explainable aftersales win-propensity prediction systems (Section 5.5).

### 5.2 Explainable Machine Learning

Machine learning and data science have the ultimate goal of supporting decision making. Common sense tells us that one should only implement good decisions. But what are good decisions? Sharma et al. (Sharma et al. 2014) present two characteristics of good decisions: quality and acceptance. The quality criterion is concerned with whether a decision is able to reach its stated goals. The other criterion refers to whether a decision is accepted by its stakeholders, especially those responsible for successfully implementing it (Drucker 1967;
Hollander et al. 1973; Sutanto et al. 2009). Hollander et al. (1973) argue that how much stakeholders participate in the decision making process and, thus, influence the final decision, significantly impacts its acceptance and the chances of successful implementation.

Also, Kayande et al. (2009) suggest that a lack of understanding of a machine learning model can lead to a refusal of acceptance and, consequently, usage by end-users, despite the fact that the model might improve decision quality. They further elaborate on this idea by proposing a three-gap framework that conceptualizes how human-interpretable explanations can be used to improve the acceptance and performance of decision support systems (DSS). In particular, they relate three different concepts, namely, the manager’s mental model, the DSS, and the true model (reality) via three distinct bi-directional gaps. The first gap, between the manager’s mental model and the DSS, can lead to reduced model acceptance when widened and improved model acceptance when narrowed. The second gap, between the DSS and the true model (reality), affects the performance of a DSS negatively when widened and positively when narrowed. The third gap, between the manager’s mental model and the true model (reality), affects the manager’s decision making performance negatively when widened and positively when narrowed.

Gregor and Benbasat (1999) give arguments for why users need explanations when working with intelligent systems such as machine learning systems, namely, to solve specific problems by using the system, to learn from the system and its outputs, and to understand why anomalies have come to be. Moreover, they argue that explanations can lead to an improvement in terms of performance, learning, and the overall perception of a system. However, they also note that in order to enable such improvements, explanations should be context-specific rather than too generic and should not demand too much effort from users and, thus, if possible, be automated. Finally, they stress the importance of justificatory knowledge, which can lead to a deeper understanding by grounding, for instance, a prediction in sound causal theory.

Martens and Provost (2014) have extended both the work of Kayande et al. and Gregor and Benbasat. They criticize the three-gap framework of Kayande et al. because it assumes that DSS are always superior to a manager’s mental model in terms of decision quality (alignment with
reality). Instead, they argue that DSS can be wrong too, for example, because of biases introduced during the model building process or overfitting a model to training data. In consequence, they extend the three-gap framework by adding a feedback loop for situations in which a manager’s mental model is closer to the true model (reality) than the DSS. The objective of this feedback loop is to improve the DSS by bringing it closer to the manager’s mental model. Moreover, they add the three different roles of developers, managers, and customers to aid understanding of how the explanatory needs of the roles differ.

Furthermore, Martens and Provost (2014) extend the above-outlined arguments of Gregor and Benbasat by distinguishing between (1) explanations that lead to improved system acceptance by supporting the user in getting a causal understanding of the general real-world mechanisms that the system builds upon and (2) explanations that lead to improved acceptance by supporting the user in understanding how the particular system works. They further subdivide explanations of type (2) into (a) global explanations of how the overall model behaves and (b) local explanations of how it behaved in a particular instance. Such types of explanations, they argue, can lead to improved acceptance but also an improved model, which, again, can improve model acceptance but also aid in making sense of the model’s underlying causal mechanisms (reality).

5.3 Methodology
We followed an action design research (ADR) process inspired by Sein et al. (2011), in which we started by analyzing and formulating the field problem of aftersales hit rate improvement at MAN Energy Solutions. Next, we designed initial artifacts of the class of explainable win-propensity prediction systems. Throughout many iterations of building, intervention, and evaluation, the artifacts were further shaped and refined by the design team, but also by the specific context of the maritime industry, until they reached their current state. Finally, we formalized abstracted learnings as design principles for explainable win-propensity prediction systems. During the whole process, we collected rich empirical data in the form of observation notes of our encounters at MAN Energy Solutions (see Table 1 for an overview). To collect the data, we used a form of design ethnography (Baskerville and Myers 2015), in which one does
not only study others and their behavior, but also oneself and one’s artifacts, and how they interact as interventions with their environment.

Table 1: Project-related encounters at MAN Energy Solutions

<table>
<thead>
<tr>
<th>Meeting Type</th>
<th>Participants</th>
<th>#</th>
<th>h</th>
<th>Total (h)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Development</td>
<td>Business Analyst, Junior Data Analyst, Data Management Specialist, Researcher</td>
<td>20</td>
<td>2</td>
<td>40</td>
</tr>
<tr>
<td>Meeting</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stakeholder</td>
<td>Business Analyst, Department Manager, Sen. Strategy Manager, Strategy Manager, Researcher, Pricing Analyst</td>
<td>4</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>Presentation</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sprints</td>
<td>Researcher, Business Analyst</td>
<td>18</td>
<td>4</td>
<td>72</td>
</tr>
</tbody>
</table>

5.4 An Explainable After-Sales Win-Propensity Prediction System

At MAN Energy Solutions, we built a system for win-propensity scoring that is integrated into the existing IT infrastructure (see Figure 1). In the spirit of ADR, this system constitutes the main practical contribution of our work. The core of the system is a lightGBM model (Ke et al. 2017) that produces base win-propensity probabilities for sales quotations and a second-level conditional probability model that accounts for the decaying effect of quotation age on the base win-propensity probabilities. Moreover, we train a separate explanatory SHAP (Shapley Additive exPlanations) model to open up the lightGBM black-box model by generating human-interpretable explanations of global and local (individual predictions) feature importance (Scott M. Lundberg et al. 2018). The model training part of the system executes over the weekend, while the prediction part of the system executes daily. Both parts work fully automated.

![Implemented back-end process](image)

5.4.1 lightGBM-based Win-Propensity Prediction Model

lightGBM (Ke et al. 2017) is an advanced implementation of the boosting algorithm (Freund and Schapire 1996) that utilizes gradient-based one-side sampling (GOSS) and exclusive feature bundling (EFB). GOSS excludes instances with small gradients (residuals) from the data and focuses on instances with larger gradients to compute information gain. By this, lightGBM is faster than other implementations of boosting. With EFB, lightGBM can further improve
performance by reducing the number of features via bundling variables that are mutually exclusive together. We chose lightGBM mostly due to its performance properties. In our case, the lightGBM algorithm was by far the most efficient tree ensemble method when trained on our data of up to 3 million records of quote positions and 15 carefully selected features (see Table 2). Through cross-validation, we get an average accuracy of 76% and an AUC (area under the receiver operator curve) of 0.74; meaning that there is a chance of 74% that the model can successfully distinguish between a randomly selected won quotation and a randomly selected lost quotation. Compared to a model with no separability power (AUC of 0.5), our model provides a lift of 24%. Furthermore, as the model calculates win-propensity probabilities with an average Brier score of 0.20 and not just binary labels, its outputs can be used by sales professionals directly to evaluate and prioritize sales quotations.

Table 2. Example of features used in the model

<table>
<thead>
<tr>
<th>Feature</th>
<th>Equip. in Plant (id)</th>
<th>Material (id)</th>
<th>Discount (percent)</th>
<th>List Price (euro)</th>
<th>Processing Time (days)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Encoding</td>
<td>Mean</td>
<td>Mean</td>
<td>Numeric</td>
<td>Numeric</td>
<td>Numeric</td>
</tr>
</tbody>
</table>

5.4.2 Second-level Conditional Probability Model for Quotation Age

During the implementation of the system, we faced the challenge of incorporating the time-dependent decay of win-propensity probabilities into the lightGBM model (in other words: the older a quotation gets, the less likely it is that it will be transformed into an order). The technical problem was that for all non-hit training records (i.e., rejected quotations that were never transformed into orders), we lack the reference (order date) to calculate the difference in days between quotation creation and order date.

To overcome this challenge, we developed a two-layer modeling approach. The first step in this approach is to estimate the probability density function (PDF) of the win-propensity score for quotation age. For this, we only use the subset of won-quotations that have an order date. We first calculate the difference between quotation creation and order date (quotation age) and then calculate the frequency of won-quotations and group them by quotation age. As we have access to a large amount of data and quotation age is a continuous random variable, we chose to
estimate the PDF via a histogram, which as a non-parametric estimation method is suitable in this case (Izenman 1991). From the PDF, we can draw probabilities for each quotation age. Eventually, we calculate the time-decayed win-propensity as a conditional probability and integrate it into the user interface (Equation 1 and Figure 2):

\[
P(\text{Propensity} \mid \text{Age}) = \frac{P(\text{Propensity and Age})}{P(\text{Propensity})} \tag{1}
\]

Figure 2. Quotation view of win-propensity prediction (HR pred) and time-adjusted prediction (blurred for confidentiality reasons)

5.4.3 SHAP Model

SHAP (Scott M. Lundberg et al. 2018) is grounded in the game-theoretical concept of Shapley values. If one imagines that players are collaborating in a team (coalition) to win a game, then Shapley values are the marginal contribution of a player’s performance to the overall success of the team. Based on Shapley values, all players could be paid fairly by their clubs according to their contribution to winning the game.

Machine learning researchers adapted this idea and developed algorithms for local-level machine learning model explanations (per prediction; Scott M. Lundberg et al. 2018; Lundberg and S.-I. Lee 2017; Lundberg and S. I. Lee 2017; Štrumbelj and Kononenko 2011, 2014). The idea here is that the prediction, in our case predicting win-propensity, is the game, and the feature values are the players. Thus, if we can calculate the marginal contribution of each feature value, we have a consistent method of feature importance that is superior to standard feature importance methods such as gain (in terms of Gini index) or splitcount. Moreover, compared to the local interpretable model-agnostic explanations algorithm (LIME) (Ribeiro et al. 2016c, 2016b), SHAP is more interpretable, since its explanation values add up to the model output. Also, SHAP-based global feature importance allows visualizing non-monotonic relationships (bi-directional; see Figures 3 and 4).
Figure 3. Local instance-level SHAP explanation (blurred for confidentiality reasons)

Figure 4. Explanations showing both magnitudes (X-axis) and non-monotonic value impact (color code; the figure is blurred for confidentiality reasons)

5.4.4 Implementation Method
Next to the core system consisting of back-end and user interface, we designed an implementation method for our system that was, despite its initial theoretical grounding, developed abductively based on the learnings of the different ADR building, intervention, and evaluation cycles (see Figure 5). One notable highlight of the method is the utilization of domain knowledge to develop hypotheses of drivers of hit rate that, in the following, are tested via SHAP in an explanatory analysis. Furthermore, we add steps of regular stakeholder presentations as well as the utilization of UI mockups for those presentations. Also, we distinguish between model building and evaluation in experimental lab situations and in a more naturalistic production environment, which, in our experience from the case, can give different results and, therefore, valuable insights into the modeling and implementation process. Moreover, we added steps of deployment in production UI, change management, and
live monitoring to account for the fact that the data generating processes that our models rely on may change.

5.5 Design Principles

The following design principles abstract from the concrete artifacts described in Section 4 and capture general prescriptive knowledge that should enable others to build explainable machine learning systems, in particular, win-propensity prediction systems. In the spirit of ADR, these design principles constitute the main scientific contribution of our work.

5.5.1 Local-contrastive Explainability: Present model explanations to users on an instance-level to support contrastive explanation processes

Due to the complexity of the aftersales market in the shipbuilding industry and its industry-specific challenges, such as intransparent owner structures, bulk orders, and product heterogeneity, sales professionals at MAN rely on implicit domain knowledge and collaborate closely with other domain experts (e.g., engineers). Not surprisingly, we found that these sales professionals often do not trust the predictions of a machine learning model. While the sales professionals are not necessarily interested in fully understanding how the machine learning model has generated a score, they still want to know why the model predicts a specific win-propensity score for a specific quotation. They may ask: “Why has quotation X a win-propensity score of 0.9 and not 0.2?” According to Lipton (1990) and Miller (2019), answering such why-questions requires the explainee to contrast the observed event (score of 0.9) with an imagined counterfactual event (score of 0.2) to abductively infer the most plausible explanation of the observed event (score of 0.9; Harman 1965). We support this cognitive process of abductive
reasoning by displaying Shapley values alongside main variables such as discount % or material in our user interface (Figure 3). In the abduction process, the Shapley and variable values function as candidate hypotheses of causes for the observed event (score of 0.9), which users can compare with their mental model to assess their plausibility and eventually answer the contrastive question: “Why has quotation X a win-propensity score of 0.9 and not 0.2?”

5.5.2 **Selective Visualization: For local explanations, visualize only the top contributing features to reduce explanation complexity**

Our front-end shows a report of open quotations along with the predicted win-propensity scores and a time-decayed version of it that accounts for quotation age. This report already contains much information, and processing it puts a high cognitive load on users. Hence, we decided to not increase the information processing load further with our explanations. Instead, we wanted to limit the complexity of our instance-level explanations by providing on-demand visualizations of only the top-5 most important positive and negative features.

This empirically motivated design decision can be backed up with psychological theory. Psychological research suggests that human short-term memory can only recall 4-7 chunks of information at a time (Cowan 2001; Miller 1956). A chunk is the largest unit of information that human memory can represent. How the human brain creates these chunks depends on its prior knowledge. When confronted with familiar concepts, our brain can create larger chunks, and therefore, recall more information. Visualization supports this cognitive chunking process by grouping (or pre-chunking) information into symbolic representations so that one can display much larger amounts of information that otherwise could not have been recalled simultaneously (Larkin and Simon 1987).

5.5.3 **Accountability: Schedule regular management presentations to increase data scientists´ need for justification**

In our implementation method (Figure 5), we propose repeated stakeholder presentations to create and sustain organizational support. Committing to those presentations comes with the side effect of having to justify one’s approach and progress to the stakeholders. As a result, one can be made accountable for what one has done between the meetings.
Research from the field of psychology suggests that accountability, the need for justification of one’s viewpoints towards other people, lets decision-makers judge in more complex ways, rely less on prior beliefs, and be more evidence-based (and supposedly more data-driven). By this, accountability affects decision making in a debiasing way (Simonson et al. 1992; Philip E Tetlock 1985; Tetlock et al. 1989). For a developer (data scientist) that follows our method, this self-created accountability increases the need to understand how its machine learning model works. Thus, it motivates developers to align the gap between their mental model and the machine learning model (Martens and Provost 2014), which eventually can lead to improved model quality. Moreover, having a solid understanding of a machine learning model is a pre-requisite for explaining it to others in a simple, but not simplistic, way.

5.5.4 Global Explainability: Explain the machine learning model to managers on a global level to increase acceptance, enable process accountability, and share outcome accountability

In our implementation method, we included a step of explanatory analysis/hypothesis testing, based on our experience that managers became much more engaged, contributed with domain knowledge, and seemed to be more positive towards the project, once we presented the results of our explanatory analysis. We presented not only findings concerning the drivers of hit rate but also how the different feature values on average affect the prediction of the model (global explanations).

While there is, as mentioned above, research that indicates a positive impact of accountability on decision making, there is also research suggesting negative forms of impact for some types of accountability (Lerner and Tetlock 1999; Simonson et al. 1992). In particular, Simonson and Staw (1992) suggest that outcome accountability triggers a mechanism by which accountable persons perceive an increased need to self-justify past behavior and decisions, which, in turn, leads to an escalation of commitment to such behaviors. Process accountability, on the other hand, leads to a more thorough alternative evaluation in decision making, but also a decrease of the need to self-justify past behavior, since one can justify behavior via a thoroughly evaluated and transparently reported process instead of exploiting or defending an eventual outcome only.
Based on our experience from the case, we argue that in machine learning projects, it is difficult for managers to comprehend the complex processes and mechanisms that underlie a system. In reaction to this, managers may tend to make developers (data scientists) outcome accountable. However, when faced with a task such as implementing a novel machine learning system, where the outcome uncertainty is high, outcome accountability increases the stress-level of data scientists (see Siegel-Jacobs and Yates 1996). The reason for this is that in high outcome-uncertainty situations, it is particularly challenging for evaluators to assess the effort-outcome relation so that even when data science teams deliver high-quality work, the project can fail due to factors that are out of their control. In such situations, process accountability may be preferable to relieve some of the stress related to the low effort-outcome reliability (Wiseman and Gomez-Mejia 1998) and its negative consequences (Siegel-Jacobs and Yates 1996).

Nevertheless, it is hard to evaluate the quality of a process if it is not explainable. We experienced that presenting global explainability methods such as average SHAP feature importance (Figure 4) to managers, helps them to align their mental model with the machine learning model and the mental model of the data scientist. It allows evaluating whether a course of action (process) chosen by the developer makes sense or not, which eventually enables managers to make data scientists process accountable and, consequently, share the outcome accountability of machine learning projects and systems.

5.5.5 Confirmatory Nudging: Use language and representation devices that align well with users´ and managers´ mental models to increase acceptance of the machine learning model

In our system, we made sure that we use a vocabulary (esp. feature names) that is familiar to the stakeholders from the maritime industry, such as motor manager (customer), or equipment_in_plant (engine installed on a vessel) instead of non-speaking feature names such as x1, x2, x3 or features names that are uncommon in the given company and industry. Using such names when explaining the machine learning model helps to narrow the gap between a stakeholder’s mental model and the machine learning model, which, in turn, should increase its acceptance. Moreover, we made sure to present a working prototype early on (Figures 2, 3, and
4) by integrating the machine learning scripts and models into the existing infrastructure, which enabled us to demonstrate the model in an already familiar user interface.

Confirmation bias (Nickerson 1998) describes a tendency to favor information that aligns well with one’s prior beliefs (mental model). By adding domain-specific traits to the system, we exploit this cognitive bias to influence the behavior of users and managers in a predictable positive way (nudging; Thaler and Sunstein 2009).

5.5.6 Causality: Choose the machine learning model that aligns best with reality and design it as if it was an explanatory rather than a predictive model to increase model acceptance by users, managers, and developers

Shmueli [44, p. 293] discusses the differences between explanatory and predictive modeling, amongst others, based on the following two characteristics. (1) Causation-association: “In explanatory modeling $f$ represents an underlying causal function, and $X$ is assumed to cause $Y$. In predictive modeling $f$ captures the association between $X$ and $Y$”. (2) Theory-data: “In explanatory modeling, $f$ is carefully constructed based on $F$ in a fashion that supports interpreting the estimated relationship between $X$ and $Y$ and testing the causal hypotheses. In predictive modeling, $f$ is often constructed from the data”. In our implementation method, we incorporated a step of reaching out to the business in order to develop hypotheses (low-level theory) of how the features relate to the target. In the next step, explanatory analysis, we are testing those hypotheses with accessible data. So instead of looking for associations only, a typical approach when the objective is mostly predictive, we start with developing a causal theory of how the features relate to the target variable, which is common when the objective is explanatory.

A more technical distinction between explanatory and predictive modeling objectives is the treatment of multicollinearity (Wheelwright et al. 1998, p. 288): “Multicollinearity is not a problem unless either (i) the individual regression coefficients are of interest, or (ii) attempts are made to isolate the contribution of one explanatory variable to $Y$, without the influence of the other explanatory variables. Multicollinearity will not affect the ability of the model to predict.” Also, SHAP (Figures 3 and 4) assumes independent features (Scott M. Lundberg et al. 2018). A violation of this assumption can bias the Shapley values for dependent (multi-collinear)
variables since the algorithm cannot attribute the distinctive contribution of each feature to the prediction. In reaction to that, we treat multicollinearity like one would do when having purely explanatory objectives. First, we identify collinearity via correlation matrices and multicollinearity via variance inflation factor (VIF) analysis. Based on this and the developed causal model, we remove the collinear variables or merge them.

To summarize, we are designing the model to achieve both predictive and explanatory objectives. In our case, this comes with the benefit of increased explainability, while keeping the loss in predictive power neglectable.

5.6 Discussion and Conclusions

In this paper, we presented an explainable two-level win-propensity prediction system that utilizes the lightGBM algorithm (5.4.1), a conditional probability model for quotation age (5.4.2), SHAP explanations on both local and global levels (5.4.3), an interactive user interface (5.4.3), an implementation method (5.4.4), and abductively developed design principles (5.5).

To the best of our knowledge, our work is the only one that provides an implementation method and derives design principles based on learnings from designing and implementing a novel sales win-propensity prediction system in a real-world environment. Also, there is no other sales win-propensity approach for predicting the probability of converting a sales quotation into a sales order (hitting). Moreover, there is no specific machine learning approach for sales predictions in the maritime manufacturing industry.

Nevertheless, there are some approaches for predicting the win-propensity of sales leads or opportunities, which is a comparable sales conversion process that, however, happens earlier in the sales funnel. In this domain, researchers from IBM developed with OnTARGET a logistic regression model that predicts the propensity of customers to buy IBM’s products (Lawrence et al. 2010). Zan et al. (2014) applied a neural network-based approach. Yan et al. propose a win-propensity approach based on modeling the interaction of users with the sales support system as Hawkes Processes (Yan, Zhang, et al. 2015). Duncan and Elkan propose a pure probabilistic model (2015). Compared with these approaches, our approach is theoretically either superior in
terms of predictive or explanatory power, and always superior in balancing predictive and explanatory power.

The approach by Bohanec et al. (2017b, 2017a) and Eitle and Buxmann (2019) are the only other approaches that come close in terms of theoretical predictive and theoretical explanatory power. They utilize with random forest and gradient boosting machines some of the empirically proven best-performing prediction algorithms, that, however, are more resource-intensive when compared to lightGBM. Furthermore, they do not address the issue of time-decay in win-propensity scores that we approach with our second layer conditional probability model. Also, the explanation methods IME and EXPLAIN (Štrumbelj et al. 2009; Robnik-Šikonja and Kononenko 2008) used by Bohanec et al. and LIME (Ribeiro et al. 2016c) used by Eitle and Buxmann do not fulfill the criterion of explanation accuracy that SHAP fulfills (Scott M. Lundberg et al. 2018). None of the approaches explicitly deals with multi-collinearity, which potentially makes their approaches less aligned with reality, and due to this less suitable to align well with the mental models of users, managers, and also their own mental models, which in turn can lead to decreased trust, low acceptance, and low model quality (see Kayande et al. 2009; Martens and Provost 2014).

We build our approach during a 1.5 years lasting ADR project at MAN Energy Solutions. It means that the final shape of the system, the implementation method, and the design principles are not necessarily generalizable to other environments. However, they should be transferable to similar environments that are concerned with similar problems. While our system (Section 5.4) deals with challenges that should be transferable to many other B2B environments, our design principles are even further abstracted to the class of explainable machine learning, which should be transferable even to B2C environments.

In the future, we want to study further how the system, with its explanatory capabilities, affects the acceptance by both users and managers. Moreover, we want to compare the accuracy of the win-propensity predictions generated by the system with those generated by users. Furthermore, we plan to integrate the aggregated win-propensity predictions for a current sales pipeline as an operations-level forecast into a more general strategic forecasting algorithm.
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In the wake of servitization and increased aftersales competition, original equipment manufacturers (OEMs) begin to change their pricing strategies from traditional cost-based to value-based pricing. As value-based pricing is much more individualized and data-driven, it becomes increasingly important to validate one’s pricing hypotheses by estimating the causal effects of pricing interventions. Randomized controlled trials (RCTs) are conceptually the best method for making such causal inferences. However, RCTs are complicated, expensive, and often not feasible. MAN Energy Solutions was facing a similar challenge. In reaction to his, we conducted an action design research study (ADR) in which we designed and implemented a novel causal inference system for value-based spare parts pricing. Based on this, we formalize
design principles for the broader class of such systems that emphasize the need for pre-aggregation when dealing with lumpy aftersales data, scalability when having to run numerous analyses on heterogeneous spare parts portfolios, and incorporating unaffectedness conditions that help to avoid spillover effects caused by often interdependent spare parts purchases. Also, they encourage analysts to take pre-intervention predictability into account when interpreting causal effects, to incorporate a manipulated treatment variable into the causal inference model, and to present the system output in interactive user interfaces to aid understanding and acceptance.
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### 6.1 Introduction

Original equipment manufacturers (OEMs) have, in the last years, started to focus on the usage phase of their products, instead of focusing on the product development phase only (Sundin 2009). In the product usage phase, they can generate earnings via spare parts sales and through-life engineering services like maintenance, repair, and overhaul (Cohen et al. 2006). This requires OEMs to develop new business models and customer-centric processes, a transformation that is enabled by new technology and data-driven approaches (Huang and Rust 2018; Rust and Huang 2014; Thiess et al. 2020; Thiess and Müller 2018). However, due to an intense competition of third-party companies that copy and sell non-original spare parts at low prices, the potential aftersales gains for OEMs are threatened (Gallagher et al. 2005). Even though pricing has the highest impact on earnings before taxes and interest rates (EBIT) (Hinterhuber 2004), OEMs struggle to realize its potentials, due to difficulties arising from vast portfolios of often thousands of different spare parts. In reaction to this, they employ undifferentiated cost-based pricing strategies (Gallagher et al. 2005). Instead, research suggests that OEMs should shift from cost-based to value-based pricing (Hinterhuber 2004, 2008; Hinterhuber and Liozu 2014; Wickboldt and Kliewer 2018) strategies. In a value-based pricing approach, one sets prices based on the value that materials provide to the customers, e.g., expressed in customers’ willingness to pay. This approach incentivizes OEMs to innovate and
develop their products according to their customers’ needs and for maximal customer utility (Gallagher et al. 2005).

Nevertheless, implementing value-based pricing increases the complexity of the pricing function substantially, as one cannot use one-size-fits-all solutions. Instead, one needs to approach pricing much more individualized, which involves developing numerous, often data-driven (Andersson and Bengtsson 2013; Cullbrand and Levén 2012; Wickboldt and Kliwer 2018), pricing approaches based on various assumptions and hypotheses. However, testing such hypotheses requires more than uncontrolled before and after analyses (Goodacre 2015) or simple correlational approaches (Hernán et al. 2002). Instead, researchers generally perceive randomized controlled trials (RCTs) as the best method for making such causal inferences (Cartwright 2007; Cochrane 1972). However, in practice, RCTs are complicated, expensive, and often not feasible (Cartwright 2007; Varian 2016). Based on this, we formulate our main research question:

How to design causal inference systems that support value-based spare parts pricing decisions?

Here we also follow calls for more research on applications of artificial intelligence (AI) systems in B2B marketing contexts in general (Mora Cortez and Johnston 2017) and B2B pricing strategies in particular (Martínez-López and Casillas 2013).

To answer the research question, we conducted an action design research study (ADR) (Sein et al. 2011) at MAN Energy Solutions, one of the largest OEMs in the maritime industry and a world market leader for large-bore diesel engines. MAN Energy Solutions had recently started an initiative for implementing more value-based pricing strategies (Hinterhuber 2004). As a result of this, prices for more than 30,000 spare parts at one of the company’s headquarters had been either de- or increased. Due to this, the company was facing the challenge of assessing and quantifying whether the interventions were successful, and the hypotheses behind the different value-based pricing initiatives could be validated. Historically, the company had used uncontrolled before and after studies in which one compares an outcome (e.g., sales volume) for a treated unit (material for which the price was changed), before and after an intervention (price
change). While such approaches can be indicative, they are not suitable for estimating causal treatment effects (Goodacre 2015).

We identified this relevant field problem as a research opportunity to design and implement a novel system for value-based spare parts pricing support that is based on the state of the art of causal inference theory and addresses aftersales-specific challenges. Moreover, we go beyond the situated implementation of a system (Gregor and Hevner 2013) and abstract some of the principles that underly our design to the class broader class of such systems. Thus, we follow the dual mission of information systems research (IS) to create utility for practitioners while contributing to the scientific body of knowledge (Benbasat and Zmud 2003).

We proceed as follows. The next section provides the background on the causal inference approaches that informed our initial system design. Then, we discuss our overall research method. We then describe the system that we designed and implemented at MAN Energy Solutions. After that, we present and discuss a set of design principles. The final section discusses implications for research, practice, limitations, and concludes the paper.

### 6.2 Causal Inference on Observational Data

Causal inferences from observational data are challenging to make as one has to eliminate spurious correlations and rely heavily on the analyst’s subject-matter knowledge when specifying causal models (Hernán et al. 2002).

Randomized controlled trials (RCTs) avoid such pitfalls when set-up ideally (Cochrane 1972) and are often called the gold standard of causal inference (Cartwright 2007). In an RCT, one randomly assigns subjects to different groups so that each group, on average, is more or less similar and, thus, comparable. Then, one manipulates one variable of interest (the treatment or intervention), while keeping everything else equal. This way, one can be confident that the treatment was the only cause of changes in the subjects. In such a situation, one can calculate treatment effects by taking the difference in means of the outcome variables for the treated and untreated control or placebo groups (e.g. Cochrane 1972).
However, setting up RCTs is complex and often not feasible (Schulz et al. 1995) as it is based on strict assumptions and requires random assignment to make inferences about how a treatment affects a population of subjects (Cochrane 1972). In industry, however, one is usually more interested in how the treated subjects affected the firm (the experimenter; Varian 2016).

Donald Rubin introduced the potential outcome framework to causal inference (Rubin 1974). In this framework, one tries to compare what happened to a subject after receiving treatment (actually observed outcomes) with what would have happened had the subject not received treatment (the counterfactual outcomes).

Inspired by this, researchers have developed quasi-experimental methods (Cook et al. 1979). Such methods are based on observational data, but construct control groups from the data to estimate counterfactual outcomes. One of the most common approaches here is the difference-in-differences design (DID; Ashenfelter and Card 1985; Card 1990). DID treat time-series data of the observed outcomes for treatment and control groups as cross-sectional data and model them via standard ordinary least squares (OLS) regression by adding a dummy variable for the pre-intervention period (zero for all records) and the post-intervention period (one for treatment records and zero for controls). This way, one can estimate average treatment effects by comparing the difference between pre- and post-period outcomes of the treatment with the difference between pre- and post-period outcomes of the control groups. The idea here is that the control group represents the counterfactual situation that would have occurred had the treatment group not received treatment. While much more robust than uncontrolled before and after studies (Goodacre 2015), DID designs have some underlying assumptions that often do not fit reality (Abadie 2005). Most of all, they usually only consider single points in time before and after the intervention (dummy variable) without considering how effects develop throughout several post-intervention periods (Brodersen et al. 2015). Moreover, they assume independent and identically distributed (iid) random variables, which neglects the autocorrelation structure of time-series data and leads to biased estimates (Bertrand et al. 2004).
Newer approaches in the form of synthetic control methods (SCM) are more robust to biases. In such methods, one combines several potential control groups into one synthetic control group that, in the post-intervention period, represents the counterfactual outcome that one would have expected had the treatment not occurred (Abadie et al. 2010; Abadie and Gardeazabal 2003). In the most common synthetic control approach as suggested by Abadie et al. (2010) and Abadie and Gardeazabal (2003), one constructs a synthetic control as the weighted average of all potential controls (adding up to 1) that minimizes the difference between pre-intervention treatment and control matching variables. This approach has limitations, as it requires access to explainable matching variables (e.g., age or gender of subjects) and does not allow for non-convex optimization approaches in determining weighted averages of control groups (Brodersen et al. 2015).

According to Hal Varian, the chief economist at Google, alternatively, one can define the estimation of counterfactuals as a prediction problem (Varian 2014, 2016): “[i]n this case, the counterfactual is the [prediction] of the outcome for the subject constructed using data from before the experiment. To implement this approach, one would normally build a model using time series methods such as trend, seasonal effects, autocorrelation […], and so on.” (p. 7312)

Brodersen et al. (2015), Varian’s colleagues at Google, developed a related approach. While not strictly necessary, they encourage analysts to include potential control groups (subjects that are similar to the treated subjects but unaffected by the intervention). In general, however, in their method, the only aspects that matter when choosing variables to estimate counterfactuals are pre-intervention correlation with the outcome variable of the treated subject and that they were not directly affected by the intervention. Example variables could be a similar but unaffected material, seasonality, or an index of general economic development.

### 6.3 The Action Design Research Methodology

We followed an action design research (ADR) process that was inspired by Sein et al. (Sein et al. 2011). ADR is a design research (DR) “method [that] reflects the premise that IT artifacts are ensembles shaped by the organizational context during development and use. The method conceptualizes the research process as containing the inseparable and inherently interwoven
activities of building the IT artifact, intervening in the organization, and evaluating it concurrently.” (p. 37) This is different from traditional DR approaches, such as the one proposed by Hevner et al. (2004) that explicitly separate artifact design and evaluation. ADR consists of four main stages: “problem formulation,” “building, intervention, and evaluation” (BIE), “reflection and learning,” and “formalization of learning.” (Sein et al. 2011)

Following the method, in the problem formulation stage, we identified and conceptualized the research opportunity, and formulated our research question for the class of value-based spare parts pricing support systems (see Section 6.1). Furthermore, we conceptualized and informed our initial solution design with a review of B2B marketing and causal inference literature (see Sections 6.1 and 6.2). Also, we set-up roles and responsibilities in the ADR team that, in its core, consisted of Oliver Müller as a researcher, Tiemo Thiess as both a researcher and developer and MAN Energy Solutions’ pricing manager for the aftersales business as an end-user and key informant and evaluator of the system. We assured the long-term organizational commitment with a formal research collaboration agreement that was part of a larger ADR program that one of the researchers conducted at the company for his Ph.D. studies.

In the BIE stage, we built several prototypes before implementing the eventual system. Throughout this process, we continuously evaluated the artifacts. As our main criterion, we evaluated them in terms of their effectiveness, e.g., did the system help to solve the field problem? Also, we performed simple architectural analyses and white box tests (did the system execute without errors in the “technical infrastructure of the business environment?”) (Hevner et al. 2004) Moreover, we performed functional black-box tests, e.g., did the model predict the pre-intervention data satisfyingly well? Moreover, we evaluated the artifacts based on end-user feedback from demonstrations during status updates and stakeholder presentations (see Table 1).

In the reflection, learning, and formalization stages, we formalized key learnings and design decisions as design principles (Section 6.5.1). To inform theorizing, design, evaluation, and understanding of the, we collected empirically rich observation notes of our main encounters at MAN Energy solutions (see Table 1). The data collection and analysis approach is an instance of
design ethnography, a form of ethnography that relaxes strict objectivity assumptions and instead focuses on studying the whole design situation in which artifacts, stakeholders, and the researchers itself dynamically interact with each other (Baskerville and Myers 2015). Also, we had access to many of the companies’ systems, databases, and documents that further informed our study.

<table>
<thead>
<tr>
<th>Meeting Type</th>
<th>Participants</th>
<th>#</th>
<th>h</th>
<th>Total (h)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Status Update</td>
<td>Pricing Manager, Researchers</td>
<td>7</td>
<td>1</td>
<td>7</td>
</tr>
<tr>
<td>Stakeholder Presentation</td>
<td>Diverse, including middle management</td>
<td>2</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Development Sprint</td>
<td>Researchers</td>
<td>14</td>
<td>4</td>
<td>56</td>
</tr>
</tbody>
</table>

6.4 Design and Implementation of a Causal Inference System for Value-based Spare Parts Pricing at MAN Energy Solutions

After we conceptualized our initial solution class as causal inference systems, we developed throughout several iterations of building, intervention, and evaluation, different prototypes. The explicit goal was to design and implement a system that helps to evaluate the success of value-based pricing initiatives at MAN Energy Solutions. In particular, the system should allow to visualize the effects of value-based price changes on materials and contain additional material-specific data to aid learning, test hypotheses, and aid future pricing decisions. Moreover, the system should estimate the effects of value-based price changes for different key performance indicators, such as sales volume, sales revenue, and sales conversion rate.

Some of the early prototypes involved DID related methods; however, we quickly noticed their limitations when observing seemingly unrealistic estimates. Justified by the theoretical literature (Section 2), we quickly focused on prediction-based counterfactual estimation methods, as described by Varian (2016). We tried and compared many approaches to estimate
the counterfactual based on their ability to predict the pre-intervention data, and on plausibility checks. Such checks, again, were based on our and our informant’s subject-matter knowledge. Among the approaches that we tried were generalized least squares (GLS), autoregressive integrated moving average (ARIMA), OLS, and Croston’s method for intermittent demand (Croston 1972; Harvey and Amemiya 1987). However, eventually, an approach based on a Bayesian structural time-series (BSTS; Brodersen et al. 2015; Scott and Varian 2014) model consisting of a local-level trend and a regression component performed best.

To increase the predictability of the often irregular and “lumpy” aftersales data (Bartezzaghi et al. 1999), we tried a variety of different grouping characteristics. Grouping the treated materials based on their relative unit-price level (between 1 and 10), and the relative price change level (between -10 to +10) was the most plausible and best-performing approach. Also, we aggregated materials with unchanged prices into potential control groups based on their relative unit-price-level and a variable that indicates which regional headquarter is mainly responsible for selling it.

To predict counterfactual outcomes of the situation that one would have expected had the price not changed, we first had to process the raw transactional data and transform it into monthly time-series data.

In the BSTS model, we include a local-level trend component for the outcomes (e.g., average sales volume) of the treated unit (a repriced material group). Moreover, for the regression component, we include the following independent variables: 1.) a yearly seasonality term, 2.) a monthly seasonality term, 3.) the days of the month (e.g., 28 in February), 4.) Fourier terms (complex seasonality; see Hyndman and Athanasopoulos 2018), 5.) a variable of the average monthly unit price for the repriced material group that, for the post-intervention periods, we fixed at the last pre-intervention price, 6.) the potential material control groups.

As we fit the model on many variables, and in particular on many potential control groups, we include an automatic variable selection method. As described by Scott and Varian (2013) and Brodersen et al. (2015), we place spike-and-slab priors on the regression coefficients to affect the
probability that the algorithm includes a variable into the model. This way, the algorithm can exclude uncorrelated variables fully.

In simplified terms, the algorithm first fits a model or function \( F(X) = Y \) on the pre-intervention data (when ignoring the local level trend component), then, the system inserts the observed values for the independent variables (e.g., \( X_1, X_2, X_3 \)) in the post-intervention period to predict the counterfactual \( (Y_0) \). Then, the system subtracts the predicted counterfactual outcomes in the post-intervention period from the observed outcomes \( (Y_1) \) in the post-intervention period to calculate treatment effects (see Fig. 1 for an illustration).

![Figure 1. Counterfactual Prediction Approach](image)

To assure that none of the control variables are affected by the intervention on the treated subject (a material group), we include with the engine family an “unaffectedness condition.” In the system execution process (Figure 2), we first group the materials on the above-described characteristics and engine family. Once the system starts to loop through each material group, it can first filter all control variables of the same engine family out before further aggregating the materials into their eventual groups.

Also, before the system fits the model on all pre-intervention data, it performs time-series cross-validation to estimate average mean absolute prediction errors that indicate the pre-intervention predictability of a given repriced material group.
Eventually, the system represents the analysis outputs in an interactive report. The snapshot in Fig. 3 shows the sum of the actual outcomes (e.g., sales volume) for repriced material groups (red) that the user selects. It also shows the sum of the predicted counterfactual outcomes for such repriced material groups (graphite), and the sum of total treatment effects (e.g., sales volume; grey). The diagrams show the sums for the full post-intervention period (Y2019) and for each quarter separately. Via the sheets, one can choose the KPI of interest (e.g., sales volume, sales revenue, or conversion rate), and assess additional information about the materials and their respective groups.

The system was well-received by MAN Energy Solutions, and based on it, they could validate many of the hypotheses behind their recent value-based pricing decisions and actions. As a result of this, the top management decided to role the value-based pricing initiative, that at this point was only conducted for the product range of one regional headquarter, out to other regional headquarters and their product ranges as well.

![Figure 2. The system execution process](image-url)
6.5 Discussion of Design Principles

6.5.1 DP1: Pre-aggregation – analysts should pre-aggregate lumpy data to improve its predictability

In the spare parts business in general and at MAN in particular, one often has to deal with large portfolios of materials with lumpy demand patterns. The reasons for this are 1.) a relatively small number of customers for a particular material, 2.) a heterogeneous customer base, e.g., a few large and many small customers, 3.) infrequent purchases, e.g., due to engine life-cycle dependent spare parts, and 4.) variable requests, e.g., large orders in case of breakdowns or mayor overhauls followed by small orders without a continuous pattern (see Bartezzaghi et al. 1999; Bartezzaghi and Kalchschmidt 2011).

Research suggests data aggregation as a way to improve the validity and predictability of statistical models when dealing with lumpy demand data (Bartezzaghi et al. 1999; Bartezzaghi and Kalchschmidt 2011; Zotteri and Kalchschmidt 2007). According to Zotteri (2007), when one wants to implement predictive models in such a situation, “the problem of the aggregation level of data […] is much more complex than the simple design or selection of an appropriate algorithm, and it involves the choice of the relevant pieces of information, the design of information systems, the control of data quality, and the definition of managerial processes.” (p. 7)
Similarly, we tried many different pre-aggregation characteristics and levels before we eventually settled on aggregating the data in terms of their temporal structure, e.g., aggregated daily to monthly data, and in terms of some pre-defined characteristics such as their relative unit-price-level and price-change-level as the best performing and most plausible approach.

6.5.2 **DP2: Scalability** – analysts should use robust algorithms that rely on few assumptions only and include global explainability features to enable controlled execution at scale

At MAN Energy Solutions, we had to estimate counterfactuals and calculate treatment effects for numerous material groups. Even though we reduced complexity by pre-aggregating the data into broader groups, we still had to conduct so many analyses that a thorough visual modeling approach was infeasible. Moreover, fitting models with many covariates is challenging because the amount of data needed to estimate model parameters accurately grows exponentially with each additional variable (“the curse of dimensionality”; Bellman 2015). This problem becomes even more severe when working with time-series data, as one often has only about a hundred records (monthly data) or less (lumpy data) per unit for model fitting.

We addressed the challenge by choosing a BSTS model. This modeling approach generally shows good performance on many different datasets and involves, with spike and slab priors, an automatic variable selection method (Scott and Varian 2013, 2014). Moreover, in our BSTS model, we chose a local-level trend component, which performs well in many cases (Brodersen et al. 2015). Furthermore, we did not include seasonality as a state component of the BSTS model. Still, we included seasonality terms as covariates into the model, so that the variable selection method can include them whenever they help to explain variance in the outcome variable of a repriced material group and exclude them when they don’t. This approach is more flexible and requires fewer assumptions about the unobserved state-space (data generating process) than pre-selecting a seasonality state component for all repriced material groups.

Also, we struggled to understand the behavior of individual models fully, as a visual exploration of all fitted models for all repriced material groups was simply not possible. Because of that, we implemented explainability features to help us understand better and improve our models. In particular, we displayed the strongest predictor together with its
inclusion probability for each model and calculated pre-intervention prediction errors, respectively. Research about global explainability methods justifies our approach (Gregor and Benbasat 1999; Martens and Provost 2014; Thiess et al. 2020).

6.5.3 **DP3: Unaffectedness – analysts should define unaffectedness conditions based on subject-matter knowledge, and causal diagrams and filter model covariates based on them to avoid spillover effects**

The most important assumption in synthetic control based causal inference is that the control groups are not directly affected by the treatment (Abadie et al. 2010; Abadie and Gardeazabal 2003; Brodersen et al. 2015). To assure that one does not violate this assumption, one could simply choose all non-treated material groups as potential controls. In aftersales and at MAN Energy Solutions, however, this approach can lead to biased estimates as spare parts orders can be large and consist of several combinations of frequently bought together materials. The result of this is that a price change in one of the related materials can affect the demand for the other material, which is equivalent to a spillover effect.

We addressed this challenge by systematically mapping all potential causes of spillover effects using our and our informant’s subject-matter knowledge as well as causal diagram-like representations. We justify our approach by referring to Pearl (1995) and Hernan et al. (2002) that suggest both the use of subject-matter knowledge and causal diagrams for causal reasoning and modeling.

Based on such an approach, we defined the engine family of a material as an appropriate unaffectedness condition and filtered potential control groups based on it. We made this decision based on the insight that it is unlikely that customers frequently buy materials of different engine families together because they usually order spare parts for a particular ship that usually only has one or two main engines of the same family installed.

6.5.4 **DP4: Pre-intervention predictability – analysts should use cross-validation and evaluate treatment effects in light of the pre-intervention predictability to draw more truthful conclusions**

According to Brodersen et al. (2015), the main assumptions that causal impact analyses need to fulfill are 1.) the unaffectedness of controls by the treatment and 2.) a relatively strong pre-
intervention correlation of the covariates with the pre-intervention outcome of the treated unit. The first assumption is essential to avoid biased estimates due to spillover effects and the second one is important to assure a good model fit, and, thus, a valid estimation of the counterfactual. Many researchers have convincingly shown that goodness of fit is not sufficient in analyses that require predictive estimates (Fildes and Makridakis 1995; Makridakis et al. 1982; Tashman 2000). Moreover, some time-series are simply easier to predict than others, such as time-series that have regular seasonality patterns and stable trends. At MAN Energy Solutions, we had to work with lumpy time-series that, despite the increased data quality due to pre-aggregation, still did not fulfill such ideal properties.

In reaction to this, we assessed the pre-intervention predictability in terms of mean absolute percentage error (MAPE) for outcome data of each repriced material group by performing time-series cross-validation (Bergmeir et al. 2018). We then included a condition that marks the mean absolute percentage treatment effect for each treated material group as significant only if they are larger than the pre-intervention prediction MAPE. By doing so, we avoid displaying treatment effects that are only due to the variation in pre-intervention predictability.

6.5.5 DP5: Treatment simulation – analysts should add the treatment variable to the model and fix its post-intervention values at its last pre-intervention value to strengthen the counterfactual prediction

At the root of causal inference is the potential outcome framework by Donal Rubin (Rubin 2005) that suggests estimating causal treatment effects as the difference between the observed and the (counterfactual) potential outcome. All of the causal inference methods discussed above apply counterfactual reasoning as they try to simulate a world in which the unobservable potential outcome was observed. So they try to answer the question: “How would the outcome be had the treatment not occurred?” (Morgan and Winship 2015; Pearl 1999)

In our case, the treatment of interest was a price change at a particular point in time. Nevertheless, it was likely not the first price change for a given material. In our model, we explain historical variations in the outcome that were caused by prior treatments by incorporating a continuous treatment variable (the monthly average unit price) as a predictor directly into the model. For the post-intervention prediction, however, we fix its values at the
last pre-intervention unit price. By doing so, we account for the effects of prior interventions on the outcome time-series. Moreover, as we insert simulated (fixed) values for the treatment variable, we strengthen the counterfactual prediction of the model by using it as a simulation engine directly.

6.5.6 DP6: Interactive visualization – analysts should create interactive reports instead of static presentations to aid understanding and acceptance

During our ADR project, we reasoned that it could be difficult for users to comprehend the inner workings of our analysis approach. Also, the pricing manager that was the key end-user of the system requested a possibility to explore the data interactively. Research in information visualization suggests that interactive representations of data increase the usability of systems and aid learning and understanding for its users (Liu et al. 2014). Research in technology acceptance, on the other hand, suggests that an increased understanding increases the acceptance of a decision support system (Gregor and Benbasat 1999; Kayande et al. 2009; Martens and Provost 2014).

Motivated by these findings, we designed an interactive user interface in which users can explore the causal impact of price changes on different KPIs, e.g., by adjusting the information that the diagrams represent via slicers for the unit-price-level or the price-change-level of materials. Here, whenever one adjusts a slicer, the visualization adapts immediately.

6.6 Discussion and Conclusions

In this study, we contribute to information systems and industrial marketing by answering our research question with theory about how to design and implement causal inference systems for value-based spare parts pricing support (Gregor and Jones 2007). Our study provides theoretical and empirical evidence on how causal inference approaches can solve the relevant field problem of estimating the causal effects of pricing interventions not only on subjects in a laboratory setting but on the experimenter (the firm) in its natural context (Varian 2016). Moreover, we show in a particular industry application how artificial intelligence (AI) related technologies can foster servitization processes towards more value-based and customer-centric sales and marketing approaches (Huang and Rust 2018).
While our system incorporates an approach for counterfactual prediction and treatment effect calculation that is comparable to the one introduced by Brodersen et al. (2015), our approach is specially adapted to the aftersales context and value-based pricing effect estimation problems (see DP1, DP2, and DP3). Moreover, our approach is an industrial application that required us to design and implement a socio-technical information system around the causal inference approach that is fully integrated into the IT architecture at MAN Energy Solution and includes a data processing pipeline and a user interface (see DP1 and DP6). Brodersen et al., on the other hand, introduce a general-purpose method for causal impact analysis and demonstrate its utility in a laboratory setting on empirical data from a digital marketing campaign.

Furthermore, we improve the method by Brodersen et al. by adding measures of pre-intervention predictability (DP4) and adding a treatment variable to the model (unit price) that helps to explain the variation in the pre-intervention period and strengthens the counterfactual prediction by fixing it at its last pre-intervention value for the post-intervention period (DP5).

In the future, we want to further experiment with pre-aggregation levels to find a way that balances model robustness with more fine-grained applicability of results in organizational decision making processes. Furthermore, we want to investigate how time-series cross-validation based hyperparameter tuning and prediction combinations affect system performance and treatment-effect-validity.
References


Andersson, J., and Bengtsson, J. 2013. “Spare Parts Pricing-Pre-Study for a Pricing Strategy at Pon.”


**Fader, P. S., and Hardie, B. G. 2013.** The Gamma-Gamma Model of Monetary Value.


**Van Fraassen, B. C. 1980.** The Scientific Image, Oxford University Press.


**Freund, Y., and Schapire, R. E. 1996.** “Experiments with a New Boosting Algorithm.”


International Maritime Organization. 2015. “SURVEY GUIDELINES UNDER THE HARMONIZED SYSTEM OF SURVEY AND CERTIFICATION (HSSC).”


Miller, G. A. 1956. “The Magical Number Seven, plus or Minus Two: Some Limits on Our Capacity for


