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Abstract

Recent technological advances underscore the dynamic nature of the labor

market. These transformative shifts yield significant consequences for

employment prospects, resulting in the increase of job vacancy data across

platforms and languages. The aggregation of such data holds the potential

to gain valuable insights into labor market demands, the emergence of

new skills, and the overall facilitation of job matching. These benefits

extend to various parties, including job platforms, recruitment agencies,

applicants, and other stakeholders within the ecosystem. However, despite

the prevalence of such insights in the private sector, we lack transparent

language technology systems and data for this domain.

The primary objective of this thesis is to investigate the use of Natu-

ral Language Processing (NLP) technology for the extraction of relevant

information from job descriptions. We identify several general challenges

within this domain. These encompass a scarcity of available training and

evaluation data, a lack of standardized guidelines to annotate data, and a

shortage of effective methods for extracting information from job ads.

Therefore, we embark on a comprehensive study of the entire process:

First, framing the problem and getting annotated data for training NLP

models. Here, our contributions encompass job description datasets, in-

cluding a de-identification dataset, and a novel active learning algorithm

designed for efficient model training. Second, we introduce several extrac-

tion methodologies to tackle the task of information extraction from job

advertisement data: A skill extraction approach using weak supervision,

a taxonomy-aware pre-training methodology adapting a multilingual lan-

guage model to the job market domain, and a retrieval-augmented model

leveraging multiple skill extraction datasets to enhance overall extraction

performance. Lastly, given the extracted information, we delve into the

grounding of this data within a designated taxonomy.



Resumé

De seneste teknologiske fremskridt understreger arbejdsmarkedets dy-

namiske natur. Disse transformative skift har betydelige konsekvenser for

beskæftigelsesudsigterne, hvilket resulterer i en stigning i data om ledige

stillinger på tværs af platforme og sprog. Aggregering af sådan data har

potentiale til at give værdifuld indsigt i arbejdsmarkedets efterspørgsler,

fremkomst af nye færdigheder, og general facilitering af jobmatching. Disse

fordele kommer forskellige parter til gode, herunder jobplatforme, rekrut-

teringsbureauer, ansøgere og andre interessenter i økosystemet. På trods

af udbredelsen af sådanne indsigter i den private sektor, mangler vi gen-

nemsigtige sprogteknologiske systemer og data til dette domæne.

Det primære formål med denne afhandling er at undersøge brugen af

sprogteknologi (en: Natural Language Processing) til at udtrække relevant

information fra jobbeskrivelser. Vi identificerer flere generelle udfordringer

inden for dette domæne. Disse omfatter en mangel på tilgængelig trænings-

og evalueringsdata, en mangel på standardiserede retningslinjer for an-

notering af data samt en mangel på effektive metoder til at udtrække

information fra jobannoncer.

Derfor går vi i gang med en omfattende undersøgelse af hele processen:

Indledningsvis formuleres problemet og data annoteres med henblik på

træning af NLP-modeller. Vores bidrag omfatter datasæt med jobbeskriv-

elser, herunder et de-identifikationsdatasæt, og en ny aktiv læringsalgo-

ritme designet til effektiv modeltræning. For det andet introducerer vi flere

ekstraktionsmetoder til at tackle opgaven med at udtrække information fra

jobannoncedata: En metode til udtrækning af færdigheder ved hjælp af svag

supervision, en taksonomi-bevidst prætræningsmetode, der tilpasser en fler-

sproget sprogmodel til jobmarkedsdomænet, samt en informationssøgning-

baseret model, der udnytter flere datasæt til at udtrække færdigheder for

at forbedre den samlede effektivitet. Til sidst, givet den ekstraherede in-

formation dykker vi ned i forankringen af disse data inden for en udpeget

taksonomi.
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Chapter 1
Introduction

From the 2010s until the 2020s, we were experiencing the Fourth Industrial

Revolution (Lasi et al., 2014; Schwab, 2017), characterized by a digital

revolution and more mobile internet. The cost of the technologies used

is also decreasing as they develop. At the time of writing, 1TB of disk

storage costs around 14 EUR, whereas when the author of this thesis was

born, the price was 128,000 EUR. Such low-cost access to technologies

drove innovation. Reasonably affordable graphical processing units (GPUs)

were one of the reasons for the advances in Artificial Intelligence (AI) and

Deep Learning (DL; Krizhevsky et al., 2012; LeCun et al., 2015; Good-

fellow et al., 2016). Since 2021, AI has been seen as one of the main

drivers for Industry 5.0 (European Commission, 2021). Such adoptions

of technological changes have implications for the ever-changing labor

market (Brynjolfsson and McAfee, 2011, 2014). One concrete example is

Large Language Models (LLMs) and especially ChatGPT (OpenAI, 2023) in

December 2022.1 Investigations show the impact of the technology on the

labor market (Eloundou et al., 2023):

“80% of the U.S. workforce could have at least 10% of their

work tasks affected by LLMs and 19% of the U.S. workforce

1We would like to note that most of the work done in this thesis was before the
emergence of LLMs in December 2022.
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may see at least 50% of their work tasks affected by LLMs.”

Therefore, we can expect a surge of job vacancies emerging on a

variety of platforms and in big quantities. Investigating these job vacancies

can provide insights into labor market dynamics, such as skill demands

or job matching (Holt and David, 1966; Balog et al., 2012; Azar et al.,

2022). To infer occupational skill demands automatically, one can apply

natural language processing (NLP) technology to the job vacancy data

to extract relevant skills from the job ad, e.g., “Python programming” or

“communication skills”. Once these skills are extracted, we could deduce

skill demand and get a snapshot of the labor market.

In this thesis, we investigate how we can leverage NLP to extract

relevant information from job vacancy data, and in part how to further

standardize the extracted information. More specifically, in this thesis,

we concern ourselves with the task of Skill Extraction (SE): The task of

extracting relevant spans from a text that resembles a skill. SE is one of

the core applications within a field we depict as Computational Job Market
Analysis.

The bottleneck of this task is multi-fold, we refer to these challenges

in Subsection 2.1.2. There are also other general challenges surrounding

this task, not only limited to SE, such as data annotation and how we

can standardize these extracted skills. The necessary background for this

domain is presented in Chapter 2 (Part I). In the following sections, we

introduce several research questions, which are also the larger overall

themes of this thesis (Part II, III, and IV).

1.1 Annotating Data (Part II)

Job postings can contain privacy-related entities, such as phone num-

bers, names, and other personally identifiable information. To comply

with, e.g., the European General Data Protection Regulation (GDPR; Eu-

ropean Commission, 2016), we need to remove such information from

the text before we continue extracting other types of information (e.g.,

2
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skills). Manually masking or removing this information is time-consuming

and labor-intensive. To the best of our knowledge, there exists no de-

identification work in the job posting domain. There are several works on

de-identifying parts in other sources of text, such as the medical domain

(e.g., Szarvas et al., 2007; Meystre et al., 2010; Liu et al., 2015; Jiang

et al., 2017; Friedrich et al., 2019; Trienes et al., 2020) or SMS messages

(e.g., Treurniet et al., 2012; Patel et al., 2013; Chen and Kan, 2013). The

task at the time was frequently approached with a bidirectional Long-Short

Term Memory (Hochreiter et al., 1997) model (BiLSTM). We explore how

Transformer-based models compare against recurrent neural networks

(e.g., BiLSTMs).

Additionally, as there are de-identification datasets available in other

domains, we investigate how a model can benefit by learning from these

other auxiliary, related tasks via multi-task learning (Caruana, 1997). In

this thesis, we annotate for these privacy-related entities in job postings

and seek to answer the following research questions (RQs):

Chapter 3

RQ1 How do Transformer-based models compare against recurrent neural

network models for de-identification of privacy-related entities in job

postings?

RQ2 Which auxiliary tasks and datasets improve de-identification perfor-

mance of privacy-related entities from job postings?

Generally, annotation is a labor-intensive and expensive process. A poten-

tial remedy involves the use of active learning (Cohn et al., 1994; Lewis

and Catlett, 1994; Settles, 2009). The fundamental concept behind active

learning is that a Machine Learning (ML) model can enhance its accuracy

3
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using fewer labeled training instances when it can select the data for learn-

ing. This approach is extensively used to address the challenges associated

with the time-consuming and costly tasks of manually labeling data.

The most straightforward and widely employed approach is uncertainty
sampling (Lewis and Gale, 1994; Lewis and Catlett, 1994), wherein the

learner queries instances about which it is most uncertain. However,

uncertainty sampling is myopic, as it solely measures the information

content of an individual data instance. Alternative AL algorithms focus on

assembling a diverse batch for annotation (Geifman and El-Yaniv, 2017;

Sener and Savarese, 2018; Gissin and Shalev-Shwartz, 2019; Zhdanov,

2019) or estimating the uncertainty distribution of the model (Houlsby

et al., 2011; Gal and Ghahramani, 2016). Nevertheless, these methods

are typically constrained in their definition of informativeness, which

is associated with post-training model uncertainty and batch diversity.

Instead, it could be more useful if the behavior of the model on individual

instances during training could be exploited, which is usually called training

dynamics (Swayamdipta et al., 2020b), we investigate:

Chapter 4

RQ3 Can training dynamic-based active learning lead to more efficient

model training than previous methods for text classification while

maintaining performance?2

In the context of SE, annotation guidelines are lacking, it is unclear when

a skill span starts and when it ends. Consequentially, there exists a lacuna

of high-quality annotated data to train ML models for this domain. There

2Here, we do not apply it to the job market domain or in the context of sequence
labeling, but instead to text classification tasks in general domains (e.g., news and question
types).
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are, however, existing alternative resources such as the European Skills,

Competences, Qualifications, and Occupations (ESCO; le Vrang et al.,

2014). This is a large-scale taxonomy consisting of textual descriptions

of occupations and skills (3K and 14K respectively). For the skills part of

the taxonomy, there are descriptions and other possible denominations.

For example, a skill is “plan teamwork” and an alternative to this is “plan

to work as a team”.3 However, these lists of alternative names for skills

are non-exhaustive and therefore, are hard to match directly to a job

posting. Additional reasons, for example, are not having a string match,

due to small variations of wording (e.g., driver’s license vs. driving license).

There could also be misspellings. Therefore, we instead develop our

annotation guidelines with inspiration from the definitions and spans in

ESCO (Chapter 5).

Alternatively, existing resources are also the unannotated job postings

themselves. Previous work has shown that further training language mod-

els (domain-adaptive pre-training or continuous pre-training; Gururangan

et al., 2020b) on large corpora of a specific domain (e.g., the medical

domain) shows a significant performance improvement on the downstream

tasks of that domain. We explore two questions:

Chapter 5

RQ4 What are skills and how challenging is it to manually identify them

in job postings?

RQ5 To what extent does continuous pre-training on unlabeled job posting

data improve skill extraction in English?

3See this specific example here: http://data.europa.eu/esco/skill/75e48971-324
2-4ea5-a1ba-4deec48ad41c.
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Resources such as ESCO are also multilingual, it contains 28 different

European languages. Previous works on skill identification focus on the

English language (Jia et al., 2018; Sayfullina et al., 2018; Tamburri et al.,

2020), which could hinder local job seekers from finding an occupation

suitable to their specific skills within their language community via online

job platforms. In Chapter 6), we focus on the Danish labor market and

annotate the Danish job postings in a similar approach using our own

developed guidelines from Chapter 5.

Further categorization of skills can help us gain insights into talent

demands. Skill classification is the task of further categorizing extracted

skill spans. Existing label categorization could include ESCO, beyond these,

there are alternative taxonomies, such as the Russian professional standard

in Botov et al. (2019) or the Chinese Occupation Classification Grand

Dictionary used in Cao and Zhang (2021). However, in this thesis, we

make use of ESCO, due to its comprehensiveness and coverage of the

English and Danish language. Instead of manually annotating the skill

category for each span, one can leverage alternative approaches to induce

labels automatically. This is generally known as distant supervision (Mintz

et al., 2009), further defined in Subsection 2.4.3. We seek to answer:

Chapter 6

RQ6 How much does continuous pre-training on large-scale unlabeled

Danish job posting data improve skill classification in Danish?

RQ7 How effective is distant supervision with ESCO for skill categoriza-

tion?

6
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1.2 Modeling Occupational Skills (Part III)

It is practically infeasible to annotate all the job posting data for skills.

Most SE approaches are supervised and need costly and time-consuming

annotation. There are other ways to obtain labeled data, such as dis-

tant supervision, as mentioned in the previous section. We can leverage

knowledge bases like ESCO to find matching skill spans in text. This can

be approached using exact or fuzzy string matching, or more powerful

methods that find similar skill spans in embedding space.

Chapter 7

RQ8 Can we apply existing skill labels from the ESCO taxonomy as a weak

supervision signal for skill extraction?

Instead of using ESCO as an external knowledge base to match skills,

there are several investigations on integrating factual knowledge or

rare/infrequent words into a language model (Peters et al., 2019; Zhang

et al., 2019; He et al., 2020; Wang et al., 2021b,a; Yu et al., 2022). We

could instead integrate ESCO directly into a language model. As previous

research has been focusing on English and Danish, we take it a step further

and integrate all 28 languages of ESCO into a multilingual language model

(e.g., Conneau et al., 2020) and improve performance for skill extraction

and classification.

7
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Chapter 8

RQ9 Can we use a graph-guided pre-training method with ESCO to im-

prove a multilingual language model’s performance on skill extraction

and classification?

Re-training or even further pre-training language models can be costly with

the large compute necessary, especially in the context of large language

models. One effective strategy to circumvent this is retrieval augmenta-

tion (Grave et al., 2017; Lee et al., 2019; Guu et al., 2020; Lewis et al.,

2020b; Khandelwal et al., 2020; Izacard and Grave, 2021; Izacard et al.,

2022). Here, language models can use external modules to enhance their

context-processing ability. Two approaches are commonly used: First,

using a separately trained model to retrieve relevant documents from a

collection. This approach is employed in open-domain question answering

tasks (Petroni et al., 2021).

Second, previous work on explicit memorization showed promising

results with a cache (Grave et al., 2017), which serves as a type of datastore.

The cache contains past hidden states of the model as keys and the next

word as tokens in key-value pairs. Memorization of hidden states in a

datastore, involves using the kNN algorithm as the retriever. The first work

of the k-nearest neighbors (kNN) algorithm as the retrieval component

was by Khandelwal et al. (2020), leading to several LM decoder-based

works. Regardless, it is unclear how we can leverage multiple datasets for

retrieval augmentation with encoder-based models.

8
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Chapter 9

RQ10 How does a retrieval-augmented language model as a dataset-

unifying method affect robustness for skill extraction?

1.3 Linking Skills to Existing Resources (Part IV)

Finally, once we extracted the skills, it is important to link surface form

skills to a taxonomy entry, allowing us to quantify the current labor market

dynamics and determine the demands and needs. This task can be framed

as an entity linking problem (He et al., 2013; Logeswaran et al., 2019; Wu

et al., 2020). Specifically, we aim at the linking of fine-grained span-level

skill mentions to a specific taxonomy entry.

Generally, entity linking is the task of linking mentions of entities in un-

structured text documents to their respective entities in a knowledge base,

most commonly Wikipedia (He et al., 2013). Recent models address this

problem by producing entity representations from a (sub)set of knowledge

base information, e.g., entity descriptions (Logeswaran et al., 2019; Wu

et al., 2020), fine-grained entity types (Raiman and Raiman, 2018; Onoe

and Durrett, 2020; Ayoola et al., 2022), or generation of the input text

autoregressively (Cao et al., 2021, 2022).

For linking skills to a taxonomy, we can use the European Skills, Com-

petences, Qualifications, and Occupations (ESCO; le Vrang et al., 2014)

taxonomy. Previous work classified spans to its taxonomy code via multi-

class classification (Zhang et al., 2022b) without surrounding context and

neither the full breadth of ESCO. Gnehm et al. (2022a) approaches this

as a coarse-grained sequence labeling task using a subset of ESCO, and

9
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others classify on the sentence level (Decorte et al., 2022, 2023; Clavié and

Soulié, 2023). Therefore, we investigate:

Chapter 10

RQ11 How effective are entity linking methodologies for linking skills to

knowledge bases (e.g., ESCO)?

1.4 Chapter Guide & Contributions

Part II, III, and IV contains the collection of peer-reviewed main contribu-

tions (detailed in Section 1.5), consisting of:

Chapter 3, where we present JOBSTACK, a corpus for de-identification of

personal data in job vacancies on Stackoverflow for ethical reasons and to

comply with data regulations (European Commission, 2016). We introduce

baselines, comparing BiLSTMs and Transformer models (RQ1). To improve

upon these baselines, we experiment with LSTM models, Transformer

models, and distantly related auxiliary data via multi-task learning. Our

results show that auxiliary data from both generic named entity recognition

data and medical data improves de-identification performance from job

postings (RQ2).

In Chapter 4, we introduce a novel Active Learning algorithm: Car-

tography Active Learning (CAL). It exploits the behavior of the model on

individual instances during training as a proxy to find the most informative

instances for labeling. CAL is inspired by data maps, which were proposed

to derive insights into dataset quality (Swayamdipta et al., 2020a) (RQ3).

We introduce SKILLSPAN in Chapter 5, a novel skill extraction dataset

consisting of 14.5K sentences and over 12.5K annotated spans. We release

its respective guidelines created over three different sources annotated for

10
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hard and soft skills by domain experts (RQ4). Additionally, we continuously

pre-train English-based language models on unlabeled job posting data

and adapt them to the job market domain (RQ5).

In Chapter 6, we release the first Danish job posting dataset: KOMPE-

TENCER (en: competences), annotated for nested spans of competences. To

improve upon coarse-grained annotations, we make use of the ESCO taxon-

omy API to obtain fine-grained labels via distant supervision. Additionally,

we also further pre-train a Danish language model on unlabeled Danish

job posting data and adapt it to the job market domain (RQ6, RQ7).

In Chapter 7, we propose Skill Extraction with Weak Supervision. We

leverage the ESCO taxonomy to find similar skills in job ads via latent

representations. The method shows a strong positive signal, outperforming

baselines based on token-level and syntactic patterns (RQ8).

There is a lack of generalized, multilingual models and benchmarks

for skill extraction and classification tasks. In Chapter 8, we introduce a

language model called ESCOXLM-R, based on XLM-Rlarge, which uses domain-

adaptive taxonomy-driven pre-training objective on the ESCO taxonomy,

covering 27 languages. The pre-training objectives for ESCOXLM-R include

dynamic masked language modeling and a novel additional objective for

inducing multilingual taxonomical ESCO relations (RQ9). We benchmark

the model on nine job-related datasets in four different languages and

shows that ESCOXLM-R outperforms the existing state-of-the-art on six out

of nine datasets.4

In Chapter 9, we tackle the complexity in occupational skill datasets

tasks—combining and leveraging multiple datasets for skill extraction—

to identify rarely observed skills within a dataset, and overcoming the

scarcity of skills across datasets. In particular, we investigate the retrieval-

augmentation of language models, employing an external datastore for

retrieving similar skills in a dataset-unifying manner. Our proposed method,

Nearest Neighbor Occupational Skill Extraction (NNOSE) effectively lever-

ages multiple datasets by retrieving neighboring skills from other datasets

4During the thesis, there were several contemporaneous datasets created and released.
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in the datastore (RQ10). This improves skill extraction without additional

fine-tuning.

Standardizing skill mentions can help us get insight into the current

labor market demands by getting a distribution over the skill requirements

in job ads. In Chapter 10, we explore Entity Linking (EL) in this domain,

specifically targeting the linkage of occupational skills to the ESCO taxon-

omy (le Vrang et al., 2014) (RQ11). Previous efforts linked full sentences

to a corresponding ESCO skill. Instead, in this work, we link fine-grained

span-level mentions of skills.

1.5 Publications

The peer-reviewed work presented in this thesis consists of the following

publications:

1. Kristian Nørgaard Jensen, Mike Zhang, and Barbara Plank. De-

identification of privacy-related entities in job postings. In Pro-
ceedings of the 23rd Nordic Conference on Computational Linguistics
(NoDaLiDa), pages 210–221, Reykjavik, Iceland (Online), May 31–2

June 2021a. Linköping University Electronic Press, Sweden. URL

https://aclanthology.org/2021.nodalida-main.21.5 (Chap-

ter 3, RQ1, RQ2)

2. Mike Zhang and Barbara Plank. Cartography active learning. In

Findings of the Association for Computational Linguistics: EMNLP 2021,

pages 395–406, Punta Cana, Dominican Republic, November 2021.

Association for Computational Linguistics. doi: 10.18653/v1/2021.f

indings-emnlp.36. URL https://aclanthology.org/2021.findin
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3. Mike Zhang, Kristian Jensen, Sif Sonniks, and Barbara Plank.

SkillSpan: Hard and soft skill extraction from English job postings. In

Proceedings of the 2022 Conference of the North American Chapter of
5Shared first authorship.
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Chapter 2
Challenges with Skill Extraction in the Job

Market Domain

This chapter provides the general background for the thesis. We discuss

how skills are defined, what the task of skill extraction entails, how we

categorize skills, evaluate and analyze the predictions of skill extraction

models, considerations for data annotation (e.g., privacy-related informa-

tion and faster annotation), and how we can transfer general-purpose

models to the job market domain.

2.1 Defining Skills

2.1.1 The European Skills, Competences, Qualifications and
Occupations

The notion of skill or competence encompasses diverse definitions within

various disciplinary and research spheres (e.g., Rauner et al., 2008; Zhao

and Rauner, 2014). For example, Rauner et al. (2008) defines competences

as possessing requisite abilities, authority, skills, and knowledge, reflecting

an individual’s psychological attributes. The concept of competence in-

volves considerations of various influencing factors, including educational

systems, cultural contexts, economic structures, vocational traditions, and
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labor market dynamics.

Another definition of competences by Peterßen (2001) intends to cap-

ture specific reference points of human action. The differentiation follows

the assumption that a person can be confronted with four types of chal-

lenges:

1. Factual competence: The focus is on dealing with material or sym-

bolic objects, i.e., objects of nature or culture. Such objects include

computers, office furniture, tools, or even texts, formulas, and pro-

gramming languages.

2. Social competence is about dealing with other people in different

communication situations (dyad, group/team, community).

3. Self-competence focuses on dealing with facets of one’s own person.

For example, it is about dealing with one’s own emotions (e.g., fear,

and aggression) or with one’s own learning behavior.

4. Methodological competence is the usage of strategies and tech-

niques of learned knowledge (i.e., factual competences).

As shown, competences are diverse, spurring substantial efforts toward

categorization. The International Standard Classification of Occupations

(ISCO; Elias, 1997) stands as a key global framework categorizing occu-

pations and skills, operating within the international economic and social

classification family. Similarly, the European Skills, Competences, Qualifi-

cations, and Occupations (ESCO; le Vrang et al., 2014) taxonomy, derived

from ISCO, constitutes the European standard terminology connecting

skills, competences, and qualifications to occupations. ESCO encompasses

13,890 competences and 3,008 occupations.1 We show a graphical illustra-

tion of the hierarchy in ESCO in Figure 2.1. Here, we only focused on a

specific skill group (namely S4: management skills). The taxonomy is four

levels deep, where skills in each level can be connected to an occupation.

1Per version 1.1.0.
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ESCO level 1: major group

ESCO level 2: sub-major group

ESCO level 3: minor group

ESCO level 4: unit group

S4 - Management skills

S4.8 - Supervising people

S4.8.1 - Supervising a team 
or group

S4.8.1.5 - Discharge 
employees

ESCO skills to occupation

The European Skills, Competences, Qualifications and Occupations Taxonomy (ESCO)

1212.2 - Human resources 
manager

Figure 2.1: A Graphical Illustration of ESCO. We show the simplified
structure of the hierarchical ESCO taxonomy. It contains four levels of
skills, where each skill can be connected to a specific occupation.

At the time of the work done in this thesis divided competences into three

categories: Knowledge, Skill, and Attitudes.

Knowledge, as per ESCO, is defined as the assimilation of information

through learning, encompassing facts, principles, theories, and practices

related to a particular field of work or study.2 For instance, the acquisition

of the Python programming language through learning represents a knowl-
edge component, often referred to as a hard skill. Next, the application of

this knowledge to specific tasks is regarded as a skill component, defined

by ESCO as the ability to apply knowledge and utilize know-how to ac-

complish tasks and solve problems.3 ESCO further designates soft skills as

attitudes, considering them integral to skill components:

2https://ec.europa.eu/esco/portal/escopedia/Knowledge
3https://ec.europa.eu/esco/portal/escopedia/Skill
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“The ability to use knowledge, skills, and personal, social and/or

methodological abilities, in work or study situations and pro-

fessional and personal development”4

In summary, hard skills are commonly identified as knowledge compo-

nents, and the application of these skills is construed as a skill component.

On the other hand, soft skills, termed as attitudes in ESCO, are integral to

skill components.

A concrete example of a knowledge component is “K8: engineering,

manufacturing and construction ”, with one of the leaf nodes being “ K8.3.1:

architectural conservation ”, this has the description “The practice of recre-

ating forms, features, shapes, compositions, and architectural techniques

of past constructions to preserve them”.5

A specific example of a skill component is “S6: handling and moving”

with the description “Sorting, arranging, moving, transforming, fabricating

and cleaning goods and materials by hand or using handheld tools and

equipment. Tending plants, crops, and animals”. Then a sibling of this

specific skill is “S6.2: moving and lifting” with the description “Performing

physical activities to move, load, unload or store objects, position work-

pieces or equipment for assembly, or to climb structures, by hand or with

the aid of equipment”.6

2.1.2 Challenges

The extraction of skills presents several distinctive nuances and challenges,

which contribute to the complexity of this task and make it an intriguing

area for exploration within the broader scope of NLP research.

1. There can be an implicitness in the representation of skills in textual

4https://data.europa.eu/esco/skill/A
5See the specific knowledge component here https://esco.ec.europa.eu/en/class

ification/skills?uri=http://data.europa.eu/esco/isced-f/0831.
6See the specific skill example here https://esco.ec.europa.eu/en/classificatio

n/skills?uri=http://data.europa.eu/esco/isced-f/08.
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content.7 For instance, the skill of “teamwork” may manifest in

various formats such as “being able to work together”, “working in a

team”, or “collaborating efficiently”. The diverse expressions of these

skills pose significant implications for the modeling approaches for

SE.

2. Skills, by their nature, can exhibit considerable length, posing a

challenge in terms of extraction with NLP models.

3. Furthermore, the distribution of skills follows an inherent long-tail

pattern, signifying that certain skills are less frequently mentioned in

a comprehensive set of job postings.

4. Another intriguing problem pertains to the discontinuity of skill

spans, analogous to what is referred to as coordinated conjunctions in

linguistics. This aspect introduces a layer of complexity in accurately

delineating the boundaries of skills within the text.

5. Last, if we make use of a taxonomy like ESCO as the labels, this

results in a substantial output space during the prediction phase,

adding a layer of complexity to the modeling process.

We investigate and address several of these challenges in this thesis.

First, in Chapter 10 covers how well a model can link implicit skills to a

taxonomical counterpart (Challenge 1). Second, in Chapter 5 and Chap-

ter 7, we investigate how well encoder-based language models can predict

lengthy skills (Challenge 2). Then, in Chapter 9, we address how we can

leverage multiple datasets to tackle the inherent long-tail frequency pattern

of skills (Challenge 3). In Chapter 6 and Chapter 10, we look into the large

label space of ESCO. We approach this challenge as both a classification

and linking task (Challenge 5). Last, the fourth challenge of discontinuous

skill extraction is not addressed in this thesis and is left for future work.

7In this context, an implicit skill refers to a standardized skill form that is not explicitly
mentioned in the text.
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You have good Python knowledge
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Figure 2.2: Sequence Labeling with Neural Networks. The flow for DL-
based sequence labeling. The input sequence goes through 1) a layer that
tokenizes the input, 2) an encoder that transforms the representations into
meaningful vectors, 3) an output layer where the tags (B-Skill, I-Skill,
O) get predicted from each token vector.
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2.2 Skill Extraction

2.2.1 Skill Extraction Definition

In this thesis, the concept of skill extraction is operationalized by framing

it as a sequence labeling problem as we want to extract the exact subspan

from the text. Specifically, we use the BIO-labels (Ramshaw and Marcus,

1995) for token-level predictions. Formally, let D represent a set of Job De-

scriptions (JDs), where each d ∈ D constitutes a set of sequences, denoted

as X i
d = {x1, x2, ..., xT } for the ith input sequence, and a corresponding tar-

get sequence of BIO-labels, Y i
d = {y1, y2, ..., yT } (e.g., B-Skill”, I-Skill”,

“O”). The primary objective is to train a sequence labeling algorithm, de-

noted as h : X 7→ Y, utilizing D to accurately predict entity spans by

assigning an output label yt to each token xt.

Other Definitions Another frequently used task formulation of SE is

multi-label classification (Bhola et al., 2020; Goyal et al., 2023). Formally,

for a given input text t ∈ T , we seek a mapping f : T → [0, 1]S , where

S = |S| represents the cardinality of the global skill set (i.e., predefined

label space). The function f provides a probability score for each label

s ∈ S given the input text t:

f(t) = P (ri = 1|t)

where i ∈ {1, . . . , S}, and ri denotes the label corresponding to the i-th

skill. P is usually the result of a sigmoid function and ensures that the

output of f(t) is constrained to the interval [0, 1]. To encapsulate the

essence of the task, it entails assigning labels to textual descriptions from

an extensive set of skills. However, in this thesis, we are mostly concerned

with the sequence labeling task for skill extraction, as we can extract the

exact subspan a skill label refers to from the text.
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2.2.2 Span Extraction with Neural Networks

The task of sequence labeling is to assign a label to every token in a

sentence. A single span could consist of multiple tokens within a sentence.

The tokens in the sentence are usually represented in the BIO format

(Beginning, Inside, and Outside) where every token is labeled as a B-label

if the token is the beginning of the span, and I-label if it is the inside of the

span, but not the first token (Ramshaw and Marcus, 1995; Tjong Kim Sang,

2002b).

In Figure 2.2, we show the common framework of a sequence labeling

problem in context of neural networks. The input sentence “You have good

Python knowledge” goes through three stages: First, the sentence gets

transformed into some form of input representations, these are frequently

lookup tables assigning vectors to corresponding tokens. Second, the

input representations go through an encoder, where the goal is to learn a

representation of the input sequence. Last, the encoded representations

are transformed in the output layer, consisting usually of a feedforward

layer and a softmax or Conditional Random Fields (CRF; Lafferty et al.,

2001) layer to predict the final labels.

2.2.3 Evaluation

In this work, the evaluation of sequence labeling involves two primary

evaluation schemes: strict and loose span-F1. We always use strict span-

F1 (Tjong Kim Sang and De Meulder, 2003; Nakayama, 2018), same as

standard span-F1, unless otherwise stated. The emphasis on span-F1, as

opposed to regular F1, is driven by the correctness and annotation at

the full span level. The evaluation criteria for strict and loose spans are

different based on the matching boundaries between predicted and gold

spans, i.e., true positives (TP).

Strict We count towards TP if the exact boundaries of predicted and gold

spans match, including the correct skill type.
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Loose We count a TP when there is an overlap between the boundaries

of predicted and gold spans, including the correct skill type.

False positives (FP) are the predicted spans that are not in the gold

evaluation set and false negatives (FN) are the gold spans that are not

predicted. Then, to calculate precision and recall, we do the following:

Precision One can interpret this as “out of the predicted spans, how

many are correct?”

Precision =
TP

TP + FP
, or (2.1)

Precision =
Number of correctly predicted spans

Total number of predicted spans
,

Recall One can interpret this as “out of all gold spans, how many are

correct?”

Recall =
TP

TP + FN
, or (2.2)

Recall =
Number of correctly predicted spans

Total number of true spans

Then, the final Span-F1 score is calculated as the harmonic mean between

precision and recall (Van Rijsbergen, 1979):

Span-F1 =
2× Precision× Recall

Precision + Recall
. (2.3)

One could also consider other β weighting for the F-score, instead of a

balanced weighting as in span-F1. For example, two common values for β

are 2, which weighs recall higher than precision, and 0.5, which weighs

recall lower than precision (Van Rijsbergen, 1979).
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2.3 Categorization of Skills

Once skill spans are extracted from the text, we can further categorize

them. In turn, this allows us to quantify skill demand more precisely

(Section 1.3). For categorization, we use the ESCO taxonomy labels as

the gold standard. We outline two types of skill categorization: 1) Coarse-
grained skill categorization adopts the top-level major group of ESCO,

yielding 23 labels (Subsection 2.3.1). 2) Fine-grained skill categorization
involves the entire breadth of the taxonomy, encompassing around 14,000

skills, each with its unique taxonomy code (Subsection 2.3.2).

2.3.1 Coarse-grained Skill Categorization

Coarse-grained skill classification refers to the classification of already

extracted skill spans from text, where we define coarse as 50 labels or

less. Considering a set of job descriptions D, where d ∈ D is a collec-

tion of extracted spans (not full sentences), with the ith span denoted as

X i
d = {x1, x2, ..., xT } and a target class c ∈ C, where C = {S*, K*}. S* and

K* are skill and knowledge components from the ESCO taxonomy (Subsec-

tion 2.1.1). The goal is to train an algorithm h : X 7→ C to predict skill tags

accurately by assigning an output label c for input X i
d.

Evaluation of Skill Categorization Given that some skills may be more

prevalent than others (Autor et al., 2003; Autor and Dorn, 2013), an

inherent class imbalance exists in the set of ground-truth skills. To take

this imbalance into account, one can use the weighted macro-F1, a metric

to evaluate a classification model by calculating the F1-score for each class

individually, taking into account the number of instances in each class:

Weighted Macro-F1 =

∑C
i=1wi × F1i∑C

i=1wi

(2.4)
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where:

C is the total number of classes,

wi is the weight, based on class frequency, assigned to class i,

F1i is the F1 score for class i,

Precisioni is the precision for class i,

Recalli is the recall for class i.

The F1 score for each class i is also calculated as the harmonic mean

between precision and recall (Equation (2.3)).

2.3.2 Fine-grained Skill Categorization

In the context of skill categorization, this can be posed as an entity linking

problem, where we attempt to match a span to an existing taxonomy code.

Formally, we process the input document D = {w1, . . . , wr}, a collection

of entity mentions denoted as MD = {m1, . . . ,mn}, and a knowledge

base (KB), ESCO in this case: E = {e1, . . . , e13890, UNK}, where the number

13,890 is the total amount of skills in ESCO and UNK is a label for a non-

linkable skill. The objective of an entity linking model is to generate a list

of mention-entity pairs {(mi, ei)}ni=1, where each entity e corresponds to

an entry in the KB.

Evaluation of Skill Categorization For the evaluation of linking per-

formance, we assess the accuracy of generated mention-entity pairs in

comparison to the ground truth. Here, we use the evaluation metric

Accuracy@k, following prior research (Logeswaran et al., 2019; Wu et al.,

2020; Zaporojets et al., 2022). We calculate the correctness between men-

tions and entities in the KB as the sum of correct hits or true positives if

the ground truth for instance i is in the top-k predictions, formally:

Accuracy@k =
1

n

n∑
i=1

TP in top-k for instance i. (2.5)
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In summary, in this section, we formalized the task of skill extraction and

closely related tasks. In the next sections, we will be talking about several

peculiarities in SE and how we analyze them.

2.4 Annotating Data

This section will provide a concise overview of practical considerations

within data annotation. Specifically, we will delve into the considerations

of handling personally identifiable information (PII) within annotated

datasets, recognizing its significance in ethical and privacy dimensions.

Additionally, we will explore the incorporation of active learning techniques

to enhance efficiency in data labeling.

2.4.1 Personally Identifiable Information

Job advertisement data contains information that pertains to individual

privacy. This data typically comprises predominantly general information

about individuals, as opposed to sensitive information, as defined by the

European General Data Protection Regulation (GDPR; European Commis-

sion, 2016). General information encompasses details such as names,

addresses, email addresses, phone numbers, and similar identifiers. On

the other hand, sensitive information includes data related to racial or

ethnic backgrounds, religious beliefs, social security numbers, and so forth.

Ensuring the privacy of individuals is a legal mandate, enforced by various

legislations such as the US Health Insurance Portability and Accountability

Act (HIPAA; Act, 1996) and the GDPR. For this thesis, our concern is pri-

marily with complying with ethical and legal requirements to safeguard the

privacy of subjects, specifically about the general information contained in

job advertisements. In Chapter 3, we investigate whether we can train an

NLP system to remove parts of the text that can lead to the identification

of individuals.
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L
Unlabeled 

U

Model

Labeled 
training set Active 

Learning 
Cycle

Oracle (human annotator)

Figure 2.3: Pool-based Active Learning Cycle. The human annotator
starts to annotate a small labeled set L to train an initial model. Then,
the model is applied to an unlabeled pool of data U . Given a certain
acquisition function or score, the model selects the instances that are the
most informative. This set of instances is given to the oracle to annotate.

2.4.2 Active Learning

The main idea of Active Learning (AL) is that a machine learning model

can achieve greater accuracy with fewer labeled training instances if it can

choose the data from which it learns. Generally, it is a widely-used method

to tackle the time-consuming and expensive collection and manual labeling

of data (Cohn et al., 1994; Lewis and Catlett, 1994; Settles, 2009). One

can consider injecting such a process into an annotation cycle. An example

of an AL cycle (pool-based in this case) is shown in Figure 2.3. We start

with a human annotator (also called an oracle) to annotate a couple of

examples. The number of initial examples varies, but usually, the initial

labeled set L should be enough to give a machine learning some signal

of the task. Once the model is trained, this is applied to an unlabeled

data pool U . Given some acquisition function or score, the model selects

the instances having the highest informativeness. This set of unlabeled
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examples is given to the oracle for annotation. This cycle continues for a

couple of rounds until a desired performance is achieved or other stopping

criteria (e.g., convergence). In Chapter 4, we introduce a novel acquisition

function, where we show a new form of estimating informativeness during

model training.

2.4.3 Weak Supervision

In machine learning, a significant challenge comes from the demand for

extensive sets of manually annotated data. Weak supervision emerges as a

strategic solution to address this issue by leveraging human expertise to

generate noisy labels, often termed as weak labels (Stephan and Roth, 2022;

Zhu et al., 2023a). This approach commonly involves the incorporation of

keywords, heuristics, or insights from external data sources, usually called

distant supervision (Craven et al., 1999; Mintz et al., 2009).

In this thesis, we interchangeably use the terms weak supervision and

distant supervision. However, these can be interpreted as one being a part

of another, where distant supervision is a type of weak supervision (Stephan

and Roth, 2022). In Chapter 6 and Chapter 7, we leverage the ESCO

Application Programming Interface (API) in two different approaches:

First, in Chapter 6, we directly query the API with free form text to obtain

noisy taxonomy codes for skill spans. Then, in Chapter 7, we extract

the taxonomy entries from ESCO, and try to match them to n-grams in

job posting text via heuristics (e.g., exact or fuzzy string matching) and

embedding approaches.

2.5 Analysis

There are a couple peculiarities in skill extraction that can be linked back

to the challenges mentioned in Subsection 2.1.2, such as the long length

of skills and the long-tail distribution of skills. In this section, we discuss

several approaches to analysis for skill extraction that have been used in

several chapters of this thesis.
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2.5.1 Span Length

Skills may be of considerable length, as will be demonstrated in Chapter 5,

where manually annotated skills were observed to span up to 20 tokens.8

Our focus lies in assessing the predictive efficacy of language models,

specifically in the context of handling long skills. To gauge the robustness

of these language models on span length, we adopt a structured approach

by categorizing the gold standard spans into different buckets based on

their token length. Subsequently, we calculate the Span-F1 (Equation (2.3))

score for each distinct bucket.

Formally, let {B1, B2, . . . , Bk} represent the token length buckets,

where each Bi corresponds to a range of token lengths. The gold standard

spans are then assigned to the appropriate bucket Bi based on their token

length. The Span-F1 score is computed independently for each bucket,

providing an evaluation of the language model’s predictive performance

across varying lengths of skills. This approach allows us to gain insights

into model performance concerning the length of the predicted spans,

thereby improving our understanding of its capabilities in handling diverse

skill lengths. We use this type of analysis in Chapter 5 and Chapter 8.

2.5.2 Long-tail Skills

The distribution of skills across different industries can vary, indicating

a tendency for certain skills to be more popular than others. To ensure

that our models account for the natural patterns of skill occurrence, we

investigate how models perform on skills with lower frequency (Chapter 8,

Chapter 9). Similar to our approach with span length, we categorize gold

standard spans based on their frequency counts and proceed to calculate

the Span-F1 (Equation (2.3)) score for each frequency bucket.

Formally, let Sg be the set of gold standard spans in the dataset, and

8One example here could be: “assist local authors in writing and delivering articles
while ensuring that local articles are in high quality and that language is at eye level with
our employees and comply with corporate standards”. Note that this skill is also part of the
coordinated conjunction challenge mentioned in Subsection 2.1.2.
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f(si) represent the frequency count of each skill si. We define non-

overlapping frequency buckets B = {B1, B2, . . . , Bk} based on the dis-

tribution of gold standard spans. A function ϕ : Sg → B assigns each span

si to the corresponding frequency bucket Bj based on f(si). This approach

allows us to gain insights into whether the model performs well even under

limited data of skills. We use this analysis in Chapter 8 and Chapter 9.

2.5.3 False Positives

The ESCO taxonomy, comprised of 13,890 labels, defines a finite label

space. There is, however, a “field unknown” label for knowledge compo-

nents. Continuous improvement of ESCO is crucial to sustain its value for

the labor market, as well as education and training systems. Employers

consistently demand new emerging occupations and skills, while changes

in curricula and terminology are regularly integrated into education and

training programs. To effectively address these, it is imperative to actively

share feedback, suggestions, and proposals on enhancing the content and

management of the classification. Organizations using ESCO, along with

other stakeholders, play a key role in this collaborative effort to ensure the

ongoing relevance and effectiveness of ESCO. When confronted with the

emergence of skills within the ESCO taxonomy, one way of finding them

involves inspecting instances of false positives generated by the model.

False positives, in this context, denote predictions that deviate from the

gold annotations, typically indicative of overprediction tendencies. How-

ever, a qualitative inspection, as undertaken in various works in this thesis

(Chapter 8, Chapter 9, and Chapter 10), reveals instances where the model

generates predictions resembling skills. This qualitative analysis indicates

that a manual inspection of false positives can be useful for finding new

skills or missed annotations and getting realistic estimations of perfor-

mance.
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2.6 Transfer to the Job Market Domain

2.6.1 Motivation

Most contemporary NLP systems are designed and trained with a focus

on generic data (e.g., Wikipedia or large-scale web data). A fundamental

problem in machine learning is that (self-)supervised learning systems

strongly depend on the data they were trained on. Changes in the char-

acteristics of this training data has strong effects on model transferabil-

ity (Kittredge and Grisham, 1986). This issue of “domain divergence” has

prompted comprehensive surveys on how to best adapt language models

trained on one domain to more specific targets (Ramponi and Plank, 2020;

Ramesh Kashyap et al., 2021; Saunders, 2022), and remains an open issue,

even with language models of increasing size (Ling et al., 2023; Singhal

et al., 2023; Wu et al., 2023). This is no different from text in the job mar-

ket domain. In Chapter 5, Chapter 6, Chapter 8, and Chapter 9, we show

that models that are tuned on domain-specific data (i.e., job descriptions)

outperform models that have been pre-trained on general data.

2.6.2 Multi-task Learning

Machine learning generally involves training a model to perform a single

task. However, a model can benefit by learning from auxiliary, related tasks.

Multitask Learning (MTL; Caruana, 1997) is an inductive transfer mecha-

nism. The goal is to improve generalization performance. MTL improves

generalization by leveraging the domain or task-specific information con-

tained in the training signals of related tasks. It does this by training tasks

in parallel while sharing (a portion of) its weights. In effect, the training

signals for the extra tasks serve as an inductive bias. The seminal work

by Caruana (1997) mostly discusses the concept of hard parameter sharing:

In neural network-based models, it is usually applied by sharing the hidden

layers (i.e., the input representations and encoder in Figure 2.2) between

all tasks while keeping task-specific output layers (Ruder, 2017), which

we use in this thesis. In Chapter 3, we show such an example of MTL for
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the task of de-identification in job postings. We combine several datasets

from different domains (e.g., medical) and investigate whether multi-task

learning is beneficial and improves on the target task of de-identification.

2.6.3 Transfer Learning

In the conventional supervised machine learning framework, the premise

is to train a model for a specific task and domain. This entails having

labeled data corresponding to the task and domain in question. By using

this labeled dataset, we can train a model with the expectation that it will

exhibit proficient performance when applied to previously unseen data

associated with the same task and domain. Essentially, our expectation is

rooted in the assumption that the data is independently and identically

distributed. Conversely, when presented with data for an alternative task

or domain, we once again need labeled data specific to that task or domain.

This new set of labeled data is then used to train a distinct model, with the

expectation that it will excel when applied to data of this particular type.

Once there is an insufficient amount of labeled data available for the

intended task or domain, this will hinder the training of a reliable model.

Transfer learning emerges as a solution to address this limitation, allowing

us to tackle such scenarios by capitalizing on data from a related task or

domain, termed the source task and source domain. Instead of training

the model to perform multiple tasks simultaneously to improve the perfor-

mance of another related task as in multi-task learning, transfer learning

aims to transfer knowledge learned from one task (source task) to improve

performance on a different, but related, task (target task). In practical

terms, the objective is to transfer as much knowledge as possible from the

source context to our target task or domain. The nature of this knowledge

can manifest in diverse forms, contingent upon the specific task and data

at hand. For example, we have the same task (e.g., skill extraction) in one

language (e.g., English) and we investigate the performance of the English-

based model in another language, for example, Danish. This is an example

of transductive transfer learning and specifically cross-lingual transfer learn-
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ing, where the source and target downstream tasks are the same (Blitzer

et al., 2007; Arnold et al., 2007), but the source and target domains are

different (Ruder, 2017), i.e., the text is written in a different language. We

explore cross-lingual transfer learning in Chapter 6 and Chapter 8.

37





Part II

Annotating Data
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Chapter 3
De-identification of Privacy Related Entities in

Job Postings

The work presented in this chapter is based on a paper that has been

published as: Kristian Nørgaard Jensen, Mike Zhang, and Barbara Plank.

De-identification of privacy-related entities in job postings. In Proceedings of
the 23rd Nordic Conference on Computational Linguistics (NoDaLiDa), pages

210–221, Reykjavik, Iceland (Online), May 31–2 June 2021a. Linköping

University Electronic Press, Sweden. URL https://aclanthology.org/2

021.nodalida-main.21.
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Abstract

De-identification is the task of detecting privacy-related entities in text,

such as person names, emails and contact data. It has been well-studied

within the medical domain. The need for de-identification technology is

increasing, as privacy-preserving data handling is in high demand in many

domains. In this paper, we focus on job postings. We present JOBSTACK,

a new corpus for de-identification of personal data in job vacancies on

Stackoverflow. We introduce baselines, comparing Long-Short Term Mem-

ory (LSTM) and Transformer models. To improve upon these baselines,

we experiment with contextualized embeddings and distantly related aux-

iliary data via multi-task learning. Our results show that auxiliary data

improves de-identification performance. Surprisingly, vanilla BERT turned

out to be more effective than a BERT model trained on other portions of

Stackoverflow.

3.1 Introduction

It is becoming increasingly important to anonymize privacy-related infor-

mation in text, such as person names and contact details. The task of

de-identification is concerned with detecting and anonymizing such infor-

mation. Traditionally, this problem has been studied in the medical domain

by e.g., Szarvas et al. (2007); Friedrich et al. (2019); Trienes et al. (2020)

to anonymize (or pseudo-anonymize) person-identifiable information in

electronic health records (EHR). With new privacy regulations (Section 3.2)

de-identification is becoming more important for broader types of text.

For example, a company or public institution might seek to de-identify

documents before sharing them. On another line, de-identification can

benefit society and technology at scale. Particularly auto-regressive models

trained on massive text collections pose a potential risk for exposing private

or sensitive information (Carlini et al., 2019, 2020), and de-identification

can be one way to address this.

In this paper, we analyze how effective sequence labeling models are in
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identifying privacy-related entities in job posts. To the best of our knowl-

edge, we are the first study that investigates de-identification methods

applied to job vacancies. In particular, we examine:

• How do Transformer-based models compare to LSTM-based models

on this task?

• How does BERT compare to BERTOverflow (Tabassum et al., 2020)

• To what extent can we use existing medical de-identification data and

Named Entity Recognition (NER) data to improve de-identification

performance?

To answer these questions, we put forth a new corpus, JOBSTACK,

annotated with around 22,000 sentences in English job postings from

Stackoverflow for person names, contact details, locations, and information

about the profession of the job post itself.

Contributions. We present JOBSTACK, the first job postings dataset with

professional and personal entity annotations from Stackoverflow. Our

experiments on entity de-identification with neural methods show that

Transformers outperform bi-LSTMs, but surprisingly a BERT variant trained

on another portion of Stackoverflow is less effective. We find auxiliary

tasks from both news and the medical domain to help boost performance.

3.2 Related Work

3.2.1 De-identification in the Medical Domain

De-identification has mostly been investigated in the medical domain

(e.g., Szarvas et al. (2007); Meystre et al. (2010); Liu et al. (2015); Jiang

et al. (2017); Friedrich et al. (2019); Trienes et al. (2020)) to ensure

the privacy of a patient in the analysis of their medical health records.

Apart from an ethical standpoint, it is also a legal requirement imposed

by multiple legislations such as the US Health Insurance Portability and
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Accountability Act (HIPAA; Act, 1996) and the European General Data

Protection Regulation (GDPR; European Commission, 2016).

Many prior works in the medical domain used the I2B2/UTHealth

dataset (Stubbs and Uzuner, 2015b) to evaluate de-identification. The

dataset consists of clinical narratives, which are free-form medical texts

written as a first person account by a clinician. Each of the documents

describes a certain event, consultation or hospitalization. All of the texts

have been annotated with a set of Protected Health Information (PHI) tags

(e.g. name, profession, location, age, date, contact, IDs) and subsequently

replaced by realistic surrogates. The dataset was originally developed for

use in a shared task for automated de-identification systems. Systems tend

to perform very well on this set, in the shared task three out of ten systems

achieved F1 scores above 90 (Stubbs and Uzuner, 2015b). More recently,

systems reach over 98 F1 with neural models (Dernoncourt et al., 2017;

Liu et al., 2017b; Khin et al., 2018; Trienes et al., 2020; Johnson et al.,

2020). We took I2B2 as inspiration for annotation of JOBSTACK.

Past methods for de-identification in the medical domain can be cat-

egorised in three categories. (1) Rule-based approaches, (2) traditional

machine learning (ML)-based systems (e.g., feature-based Conditional

Random Fields (CRFs; Lafferty et al., 2001), ensemble combining CRF and

rules, data augmentation, clustering), and (3) neural-based approaches.

3.2.2 Rule-based

First, Gupta et al. (2004) made use of a set of rules, dictionaries, and fuzzy

string matching to identify protected health information (PHI). In a similar

fashion, Neamatullah et al. (2008) used lexical look-up tables, regular

expressions, and heuristics to find instances of PHI.

3.2.3 Traditional ML

Second, classical ML approaches employ feature-based CRFs (Aberdeen

et al., 2010; He et al., 2015). Moreover, earlier work showed the use of

CRFs in an ensemble with rules (Stubbs and Uzuner, 2015b). Other ML
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approaches include data augmentation by McMurry et al. (2013), where

they added public medical texts to properly distinguish common medical

words and phrases from PHI and trained decision trees on the augmented

data.

3.2.4 Neural methods

Third, regarding neural methods, Dernoncourt et al. (2017) were the first to

use Bi-LSTMs, which they used in combination with character-level embed-

dings. Similarly, Khin et al. (2018) performed de-identification by using a

Bi-LSTM-CRF architecture with ELMo embeddings (Peters et al., 2018). Liu

et al. (2017b) used four individual methods (CRF-based, Bi-LSTM, Bi-LSTM

with features, and rule-based methods) for de-identification, and used an

ensemble learning method to combine all PHI instances predicted by the

three methods. Trienes et al. (2020) opted for a Bi-LSTM-CRF as well, but

applied it with contextual string embeddings (Akbik et al., 2018). Most

recently, Johnson et al. (2020) fine-tuned BERTbase and BERTlarge (Devlin

et al., 2019b) for de-identification. Next to “vanilla” BERT, they experiment

with fine-tuning different domain specific pre-trained language models,

such as SciBERT (Beltagy et al., 2019) and BioBERT (Lee et al., 2020a).

They achieve state-of-the art performance in de-identification on the I2B2

dataset with the fine-tuned BERTlarge model. From a different perspective,

the approach of Friedrich et al. (2019) is based on adversarial learning,

which automatically pseudo-anonymizes EHRs.

3.2.5 De-identification in other Domains

Data protection in general however is not only limited to the medical do-

main. Even though work outside the clinical domain is rare, personal and

sensitive data is in abundance in all kinds of data. For example, Eder et al.

(2019) pseudonymized German emails. Bevendorff et al. (2020) published

a large preprocessed email corpus, where only the email addresses them-

selves were anonymized. Apart from emails, several works went into the

de-identification of SMS messages (Treurniet et al., 2012; Patel et al., 2013;
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...
13. Job description:
14. [XXXOrganization] is a modern multi tenant, microservices based solution and
Floor Planning is one major functional solution vertical of the [XXXOrganization]
platform.
15. What you’ll be doing:
16. As a [XXXProfession] for [XXXOrganization], you will be one of the founding
members of our [XXXLocation] based floor planning development team.
17. You will be in charge for development of future floor planning capabilities on
the [XXXOrganization] platform and be the software architect for the capability.
18. You will drive the team to improve the coding practices and boost performance.
19. You will also be a member of our [XXXOrganization] and have a major influence
on feature roadmap and technologies we use.
...

Figure 3.1: Snippet JOBSTACK. Snippet of a job posting, full job posting
can be found in Section 3.7.

Chen and Kan, 2013) in Dutch, French, English, and Mandarin respectively.

Both Treurniet et al. (2012); Chen and Kan (2013) conducted the same

strategy and automatically anonymized all occurrences of dates, times, dec-

imal amounts, and numbers with more than one digit (telephone numbers,

bank accounts, et cetera), email addresses, URLs, and IP addresses. All

sensitive information was replaced with a placeholder. Patel et al. (2013)

introduced a system to anonymize SMS messages by using dictionaries. It

uses a dictionary of first names and anti-dictionaries (of ordinary language

and of some forms of SMS writing) to identify the words that require

anonymization. In our work, we study de-identification for names, contact

information, addresses, and professions, as further described in Section 3.3.

3.3 JOBSTACK

In this section, we describe the JOBSTACK dataset. There are two basic

approaches to removing privacy-bearing data from job postings. First,

anonymization identifies instances of personal data (e.g. names, email ad-

dresses, phone numbers) and replaces these strings with some placeholder

(e.g. {name}, {email}, {phone}). The second approach, pseudonymization
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preserves the information of personal data by replacing these privacy-

bearing strings with randomly chosen alternative strings from the same

privacy type (e.g. replacing a name with “John Doe”). The term de-

identification subsumes both anonymization and pseudonymization. In

this work, we focus on anonymization.1

Eder et al. (2019) argues that the anonymization approach might

be appropriate to eliminate privacy-bearing data in the medical domain,

but would be inappropriate for most Natural Language Processing (NLP)

applications since crucial discriminative information and contextual clues

will be erased by anonymization.

If we shift towards pseudonymization, we argue that there is still the

possibility to resurface the original personal data. Henceforth, our goal is

to anonymize job postings to the extent that one would not be able to easily

identify a company from the job posting. However, as job postings are

public, we are aware that it would be simple to find the original company

that posted it with a search engine. Nevertheless, we abide to GDPR

compliance which requires us to protect the personal data and privacy of

EU citizens for transactions that occur within EU member states (European

Commission, 2016). In job postings, this would be the names of employees,

and their corresponding contact information.2

Over a period of time, we scraped 2,755 job postings from Stackover-

flow and selected 395 documents to annotate, the subset ranges from June

2020 to September 2020. We manually annotated the job postings with

the following five entities: Organization, Location, Contact, Name, and

Profession.

To make the task as realistic as possible, we kept all sentences in

the documents. The statistics provided in the following therefore reflect

the natural distribution of entities in the data. A snippet of an example

job post can be seen in Figure 3.1, the full job posting can be found in

1Meystre (2015) notes that de-identification means removing or replacing personal
identifiers to make it difficult to reestablish a link between the individual and his or her
data, but it does not make this link impossible.

2https://t.ly/yVjEq
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Timespan Docs.→ 06–08.2020 09.2020
Statistic↓ Train Dev Test Total

# Documents 313 41 41 395
# Sentences 18,055 2082 2092 22,219
# Tokens 195,425 22,049 21,579 239,053
# Entities 4,057 462 426 5,154

average # sentences 57.68 50.78 51.02 53.16
average tokens / sent. 10.82 10.59 10.32 10.78
average entities / sent. 0.22 0.22 0.20 0.21
density 14.73 14.31 14.58 14.54

Organization 1803 215 208 2226
Location 1511 157 142 1810
Profession 558 63 64 685
Contact 99 10 7 116
Name 86 17 5 108

Table 3.1: Statistics of JOBSTACK. We document the statistics of our
JOBSTACK dataset. We show the surface-level statistics (e.g., the number of
documents). We also show several sentence-level statistics (e.g., average
tokens per sentence). Last, we note the number of the entities annotated
in our dataset.

Subsection 3.7.1.

3.3.1 Statistics

Table 3.1 shows the statistics of our dataset. We split our data in 80%

train, 10% development, and 10% test. Besides of a regular document-

level random split, ours is further motivated based on time. The training

set covers the job posts posted between June to August 2020 and the

development- and test set are posted in September 2020. To split the text

into sentences, we use the sentence-splitter library used for processing

the Europarl corpus (Koehn, 2005). In the training set, we see that the

average number of sentences is higher than in the development- and test set

(6-7 more). We therefore also calculate the density of the entities, meaning

the percentage of sentences with at least one entity. The table shows that
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14.5% of the sentences in JOBSTACK contain at least one entity. Note that

albeit having document boundaries, we treat the task of de-identification

as a standard word-level sequence labeling task.

3.3.2 Annotation Schema

The aforementioned entity tags are based on the English I2B2/UTHealth

corpus (Stubbs and Uzuner, 2015b). The tags are more coarse-grained

than the I2B2 tags. For example, we do not distinguish between zip code

and city, but tag them with Location. We give a brief explanation of the

tags.

Organization: This includes all companies and their legal entity men-

tioned in the job postings. The tag is not limited to the company that

authored the job posting but does also include mentions of stakeholders or

any other company.

Location: This is the address of the company in the job posting. The

location also refers to all other addresses, zip codes, cities, regions, and

countries mentioned throughout the text. This is not limited to the com-

pany address, but should be used for all location names in the job posting,

including abbreviations.

Contact: The label includes, URLs, email addresses and phone numbers.

This could be, but is not limited to, contact info of an employee from the

authoring company.

Name: This label covers the names of people. This could be, but is not

limited to, a person from the company, such as the contact person, CEO, or

manager. All names appearing in the job posting should be annotated no

matter the relation to the job posting itself. Titles such as Dr. are not part of

the annotation. Apart from people names in our domain, difficulties could

arise with other types of names. An example would be project names, with

which one could identify a company. In this work, we did not annotate

such names.

Profession: This label covers the profession that is being searched for in

the job posting or desired prior relevant jobs for the current profession. We
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Token Entity Unlabeled

A1 – A2 0.889 0.767 0.892
A1 – A3 0.898 0.782 0.904
A2 – A3 0.917 0.823 0.920

Fleiss’ κ 0.902 0.800 0.906

Table 3.2: Inter-annotator Agreement. We show agreement over pairs
with Cohen’s κ and all annotators with Fleiss’ κ.

do not annotate additional meta information such as gender (e.g. Software

Engineer (f/m)). We also do not annotate mentions of colleague positions

in either singular or plural form. For example: “As a Software Engineer,
you are going to work with Security Engineers”. Here we annotate Software

Engineer as profession, but we do not annotate Security Engineers. While

this may sound straightforward, however, there are difficulties in regards

to annotating professions. A job posting is free text, meaning that one can

write anything they prefer to make the job posting as clear as possible (e.g.,

Software Engineer (at a unicorn start-up based in [..]). The opposite is also

possible when they are looking for one applicant to fill in one of multiple

positions. For example, “We are looking for an applicant to fill in the position
of DevOps/Software Engineer”. From our interpretation, they either want a

“DevOps Engineer” or a “Software Engineer”. We decided to annotate the

full string of characters “DevOps/Software Engineer” as a profession.

3.3.3 Annotation Quality

To evaluate our annotation guidelines, a sample of the data was annotated

by three annotators, one with a background in Linguistics (A1) and two

with a background in Computer Science (A2, A3). We used an open-source

text annotation tool named Doccano (Nakayama et al., 2018). There are

around 1,500 overlapping sentences that we calculated agreement on. The

annotations were compared using Cohen’s κ (Fleiss and Cohen, 1973)

between pairs of annotators, and Fleiss’ κ (Fleiss, 1971), which generalizes

Cohen’s κ to more than two concurrent annotations. Table 3.2 shows
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three levels of κ calculations, we follow Balasuriya et al. (2009)’s approach

of calculating agreement in NER. (1) Token is calculated on the token

level, comparing the agreement of annotators on each token (including

non-entities) in the annotated dataset. (2) Entity is calculated on the

agreement between named entities alone, excluding agreement in cases

where all annotators agreed that a token was not a named entity. (3)

Unlabeled refers to the agreement between annotators on the exact span

match over the surface string, regardless of the type of named entity (i.e.,

we only check the position of tag without regarding the type of the named

entity). Landis and Koch (1977) state that a κ value greater than 0.81

indicates almost perfect agreement. Given this, all annotators are in strong

agreement.

After this annotation quality estimation, we finalized the guidelines.

They formed the basis for the professional linguist annotator, who anno-

tated and finalized the entire final JOBSTACK dataset.

3.4 Methods

For entity de-identification we use a classic Named Entity Recognition

(NER) approach using a Bi-LSTM with a CRF layer. On top of this we eval-

uate the performance of Transformer-based models with two different pre-

trained BERT variants. Furthermore, we evaluate the helpfulness of auxil-

iary tasks, both using data close to our domain, such as de-identification of

medical notes, and more general NER, which covers only a subset of the

entities. Further details on the data are given in Subsection 3.4.3.

3.4.1 Models

Firstly, we test a Bi-LSTM sequence tagger (Bilty) (Plank et al., 2016),

both with and without a CRF layer. The architecture is similar to the

widely used models in previous works. For example, preliminary results

of Bilty versus Trienes et al. (2020) show accuracy almost identical to

each other: 99.62% versus 99.76%. Next, we test a Transformer based
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model, namely the MaChAmp (van der Goot et al., 2021c) toolkit. Current

research shows good results for NER using a Transformer model without a

CRF layer (Martin et al., 2020a), hence we tested MaChAmp both with and

without a CRF layer for predictions. For both models, we use their default

parameters.

3.4.2 Embeddings

For embeddings, we tested with no pre-trained embeddings, pre-trained

Glove (Pennington et al., 2014) embeddings, and Transformer-based pre-

trained embeddings. For Transformer-based embeddings, we focused

our attention on two BERT models, BERTbase (Devlin et al., 2019b) and

BERTOverflow (Tabassum et al., 2020). When using the Transformer-based

embeddings with the Bi-LSTM, the embeddings were fixed and did not get

updated during training.

Using the MaChAmp (van der Goot et al., 2021c) toolkit, we fine-tune

the BERT variant with a Transformer encoder. For the Bi-LSTM sequence

tagger, we first derive BERT representations as input to the tagger. The

tagger further uses word and character embeddings which are updated

during model training.

The BERTOverflow model is a transformer with the same architecture as

BERTbase. It has been trained from scratch on a large corpus of text from

the Q&A section of Stackoverflow, making it closer to our text domain than

the “vanilla” BERT model. However, BERTOverflow is not trained on the job

postings portion of Stackoverflow.

3.4.3 Auxiliary tasks

Both the Bi-LSTM (Plank et al., 2016) and the MaChAmp (van der Goot

et al., 2021c) toolkit are capable of multi-task Learning (MTL; Caruana,

1997). We, therefore, set up a number of experiments testing the impact of

three different auxiliary tasks. The auxiliary tasks and their datasets are as

follows:
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Model Precision Recall F1-score

Bilty 79.00±1.10 65.80±3.72 71.76±2.57
Bilty + CRF 84.09±1.90 67.96±0.81 75.15±0.66
Bilty + Glove 50d 79.21±2.19 67.03±2.76 72.53±0.83
Bilty + Glove 50d + CRF 82.93±0.87 64.93±3.93 72.74±2.23
Bilty + BERTbase 83.70±0.58 73.01±1.34 77.99±0.91
Bilty + BERTbase + CRF 88.23±0.87 73.30±1.47 80.09±0.60
Bilty + BERTOverflow 70.86±0.68 41.27±4.19 52.01±3.15
Bilty + BERTOverflow + CRF 77.79±1.20 40.33±2.98 53.08±2.88

MaChAmp + BERTbase 86.66±0.73 84.78±0.44 85.70±0.13
MaChAmp + BERTbase + CRF 86.40±0.62 86.15±0.00 86.27±0.31
MaChAmp + BERTOverflow 70.88±0.17 61.47±0.81 65.84±0.48
MaChAmp + BERTOverflow + CRF 77.27±3.68 63.06±2.11 69.35±0.96

Table 3.3: JOBSTACK Development Set Results. Results on the develop-
ment set across three runs using our JOBSTACK dataset.

• I2B2/UTHealth (Stubbs and Uzuner, 2015b) - Medical de-

identification;

• CoNLL 2003 (Tjong Kim Sang, 2002a) - News Named Entity Recogni-

tion;

• The combination of the above.

The data of the two tasks are similar to our dataset in two different

ways. The I2B2 lies in a different text domain, namely medical notes,

however, the label set of the task is close to our label set, as mentioned in

Subsection 3.3.2. For CoNLL, we have a general corpus of named entities

but fewer types (location, organization, person, and miscellaneous), but

the text domain is presumably closer to our data. We test the impact of

using both auxiliary tasks along with our own dataset.
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Model Auxiliary tasks Precision Recall F1 Score

Bilty + BERTbase + CRF JOBSTACK + CoNLL 86.91±1.94 77.49±1.87 81.90±0.32
JOBSTACK + I2B2 83.61±2.61 75.18±2.59 79.15±2.19
JOBSTACK + CoNLL + I2B2 84.92±1.67 78.28±4.34 81.37±2.01

Bilty + BERTOverflow + CRF JOBSTACK + CoNLL 79.34±2.34 46.54±1.99 58.62±1.46
JOBSTACK + I2B2 72.03±6.48 46.10±2.55 55.99±1.93
JOBSTACK + CoNLL + I2B2 71.20±4.80 50.86±3.31 59.15±2.15

MaChAmp + BERTbase + CRF JOBSTACK + CoNLL 87.24±1.94 87.23±1.24 87.20±0.34
JOBSTACK + I2B2 88.44±0.84 84.92±0.44 86.64±0.53
JOBSTACK + CoNLL + I2B2 86.13±0.50 86.00±0.87 86.06±0.66

MaChAmp + BERTOverflow + CRF JOBSTACK + CoNLL 75.65±1.41 66.24±0.98 70.62±0.64
JOBSTACK + I2B2 80.26±1.32 68.47±1.03 73.88±0.16
JOBSTACK + CoNLL + I2B2 77.66±0.82 69.41±0.89 73.29±0.22

Table 3.4: Multi-task Learning Results. Performance of multi-task learn-
ing on the development set across three runs.

Model Auxiliary tasks Precision Recall F1 Score

Bilty + BERTbase + CRF JOBSTACK 82.44±0.95 75.90±1.39 78.99±0.32

MaChAmp + BERTbase + CRF JOBSTACK 75.92±0.39 84.35±0.49 79.91±0.38
JOBSTACK + CoNLL 77.84±1.19 85.06±0.91 81.27±0.28
JOBSTACK + I2B2 80.30±0.99 83.88±0.67 82.05±0.80
JOBSTACK + CoNLL + I2B2 77.66±0.58 85.68±0.57 81.47±0.43

Table 3.5: Test Set Results. Evaluation of the best-performing models on
the test set across three runs.

3.5 Evaluation

All results are mean scores across three different runs.3 The metrics

are all calculated using the conlleval script4 from the original CoNLL-

2000 shared task. Table 3.3 shows the results from training on JOBSTACK

only, Table 3.4 shows the results of the MTL experiments described in

Subsection 3.4.3. Both report results on the development set. Lastly,

Table 3.5 shows the scores from evaluating selected best models as found

on the development set, when tested on the final held-out test set.

3We sampled three random seeds: 3477689, 4213916, 8749520 which are used for all
experiments.

4https://www.clips.uantwerpen.be/conll2000/chunking/output.html
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3.5.1 Is a CRF layer necessary?

In Table 3.3, as expected, adding the CRF for the Bi-LSTM clearly helps,

and consistently improves precision and thereby F1 score. For the stronger

BERT model the overall improvement is smaller and does not necessarily

stem from higher precision. We note that on average across the three

seed runs, MaChAmp with BERTbase and no CRF mistakenly adds an I-

tag following an O-tag 8 times out of 426 gold entities. In contrast, the

MaChAmp with BERTbase and CRF, makes no such mistake in any of its

three seed runs. Earlier research, such as Souza et al. (2019) show that

BERT models with a CRF layer improve or perform similarly to its simpler

variants when comparing the overall F1 scores. Similarly, they note that

in most cases it shows higher precision scores but lower recall, as in our

results for the development set. However, interestingly, the precision drops

during test for the Transformer-based model. As the overall F1 score

increases slightly, we use the CRF layer in all subsequent experiments. The

main takeaway here is that both models benefit from an added CRF layer

for the task, but the Transformer model to a smaller degree.

3.5.2 LSTM versus Transformer

Initially, LSTM networks dominated the de-identification field in the med-

ical domain. Up until recently, large-scale pre-trained language mod-

els have been ubiquitous in NLP, although rarely used in this field. On

both development and test results (Table 3.3, Table 3.5), we show that a

Transformer-based model outperforms the LSTM-based approaches with

non-contextualized and contextualized representations.

3.5.3 Poor performance with BERTOverflow

BERTbase is the best embedding method among all experiments using Bilty,

with BERTOverflow being the worst with a considerable margin. Being able

to fine-tune BERTbase does give a good increase in performance overall.

The same trend is apparent with fine-tuning BERTOverflow, but it is not
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enough to catch up with BERTbase. We see that overall MaChAmp with

BERTbase and CRF is the best model. However, Bilty with BERTbase and

CRF does have the best precision.

We hypothesized the domain-specific BERTOverflow representations

would be beneficial for this task. Intuitively, BERTOverflowwould help with

detecting profession entities. Profession entities contain specific skills re-

lated to the IT domain, such as Python developer, Rust developer, Scrum
master. Although the corpus it is trained on is not one-to-one to our va-

cancy domain, we expected to see at most a slight performance drop. This

is not the case, as the drop in performance turned out to be high. It is

not fully clear to us why this is the case. It could be the Q&A data it is

trained on consists of more informal dialogue than in job postings. In the

future, we would like to compare these results to train a BERT model on

job postings data.

3.5.4 Auxiliary data increases performance

Looking at the results from the auxiliary experiments in Table 3.4 we see

that all auxiliary sources are beneficial, for both types of models. A closer

look reveals that once again MaChAmp with BERTbase is the best performer

across all three auxiliary tasks. Also, we see that Bilty with BERTbase has

good precision, though not the best this time around. For a task like de-

identification recall is preferable, thereby showing that fine-tuning BERT is

better than the classic Bi-LSTM-CRF. Moreover, we see that BERTOverflow is

under-performing compared to BERTbase. However, BERTOverflow is able to

get a 4 point increase in F1 with I2B2 as auxiliary task in MaChAmp. For

Bilty with BERTOverflow we see a slightly greater gain with both CoNLL and

I2B2 as auxiliary tasks. When comparing the auxiliary data sources to each

other, we note that the closer text domain (CoNLL news) is more beneficial

than the closer label set (I2B2) from a more distant medical text source.

This is consistent for the strongest models.

In general, it can be challenging to train multi-task networks that

outperform or even match their single-task counterparts (Martínez Alonso
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and Plank, 2017; Clark et al., 2019). Ruder (2017) mentions training on

a large number of tasks is known to help regularize multi-task models.

A related benefit of MTL is the transfer of learned “knowledge” between

closely related tasks. In our case, it has been beneficial to add auxiliary

tasks to improve our performance on both development and test compared

to a single-task setting. In particular, it seemed to have helped with

pertaining a high recall score.

3.5.5 Performance on the test set

Finally, we evaluate the best performing models on our held out test set.

The best models are selected based on their performance on F1, precision,

and recall. The results are seen in Table 3.5. Comparing the results to those

seen in Table 3.3 and Table 3.4 it is clear to see that Bilty with BERTbase

sees a smaller drop in F1 compared to that of MaChAmp with BERTbase.

We do also see an increase in recall for Bilty compared to its performance

on the development set. In general, we see that recall for each model is

staying quite stable without any significant drops. It is also interesting to

see that, the internal ranking between MTL MaChAmp with BERTbase has

changed, with JOBSTACK + I2B2 being the best-performing model in terms

of F1.

3.5.6 Per-entity Analysis

In Table 3.6, we show a deeper analysis on the test set: the performance of

the two different auxiliary tasks in a multi-task learning setting, namely

CoNLL and I2B2. We hypothesized different performance gains with each

auxiliary task. For I2B2, we expected Contact and Profession to do better

than CoNLL, since I2B2 contains contact information entities (e.g., phone

numbers, emails, et cetera) and professions of patients. Surprisingly, this is

not the case for Contact, as CoNLL outperforms I2B2 on all three metrics.

We do note however this result could be due to little instances of Contact

and Name being present in the gold test set. Additionally, both named

entities are predicted six to nine times by both models on all three runs
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MaChAmp + JOBSTACK

Entity Type↓ + CoNLL + I2B2

Organization (208) F1 77.51± 0.81 78.34± 1.32
P 73.73± 1.66 77.86± 1.60
R 81.73± 0.96 78.85± 1.74

Location (142) F1 86.88± 1.51 86.67± 1.80
P 83.86± 1.82 83.47± 1.19
R 90.14± 1.41 90.14± 2.54

Profession (64) F1 80.20± 2.76 83.88± 0.90
P 77.44± 3.82 82.42± 0.63
R 83.33± 4.51 85.42± 1.80

Contact (7) F1 87.91± 3.81 75.48± 4.30
P 90.47± 8.25 71.03± 4.18
R 85.71± 0.00 80.95± 8.24

Name (5) F1 86.25± 8.08 85.86± 4.38
P 76.39± 12.03 75.40± 6.87
R 100.00± 0.00 100.00± 0.00

Table 3.6: Performance of the two different auxiliary tasks. Reported is the
F1, Precision (P), and Recall (R) per entity. The number behind the entity
name is the gold label instances in the test set.

on the test set. This could indicate a strong difference in performance.

For Profession, it shows that I2B2 is beneficial for this particular named

entity as expected. For the other three named entities, the performance

is similar. As Location, Name, and Organization are in both datasets, we

did not expect any difference in performance. The results confirm this

intuition.

3.6 Conclusions

In this work, we introduce JOBSTACK, a dataset for de-identification of

English Stackoverflow job postings. Our implementation is publicly avail-
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able.5 The dataset is freely available upon request. We present neural

baselines based on LSTM and Transformer models. Our experiments show

the following: (1) Transformer-based models consistently outperform Bi-

LSTM-CRF-based models that have been standard for de-identification in

the medical domain. (2) Stackoverflow-related BERT representations are

not more effective than regular BERT representations on Stackoverflow job

postings for de-identification. (3) MTL experiments with BERT represen-

tations and related auxiliary data sources improve our de-identification

results; the auxiliary task trained on the closer text type was the most

beneficial, yet results improved with both auxiliary data sources. This

shows the benefit of using multi-task learning for de-identification in job

vacancy data.

5https://github.com/kris927b/JobStack
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3.7 Appendix

3.7.1 Example Job Posting

Below, we show an example snippet of a de-identified job posting, there is

a cut-off for brevity.
1. [XXXProfession]
2. [XXXOrganization]
3. <ADDRESS>, <ADDRESS>, [XXXLocation] , - , [XXXLocation]
<cutoff>

13. Job description:
14. [XXXOrganization] is a modern multi tenant, microservices based solution and
Floor Planning is one major functional solution vertical of the [XXXOrganization]
platform.

15. What you’ll be doing:
16. As a [XXXProfession] for [XXXOrganization], you will be one of the founding
members of our [XXXLocation] based floor planning development team.
17. You will be in charge for development of future floor planning capabilities on
the [XXXOrganization] platform and be the software architect for the capability.
18. You will drive the team to improve the coding practices and boost perfor-
mance.
19. You will also be a member of our [XXXOrganization] and have a major influence
on feature roadmap and technologies we use.

20. What you’ll bring to the table:
<cutoff>
28. Ability to work on-site in our [XXXLocation] office, with flexible remote work
possibilities
<cutoff>
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Chapter 4
Cartography Active Learning

The work presented in this chapter is based on a paper that has been

published as: Mike Zhang and Barbara Plank. Cartography active learning.

In Findings of the Association for Computational Linguistics: EMNLP 2021,

pages 395–406, Punta Cana, Dominican Republic, November 2021. Associ-

ation for Computational Linguistics. doi: 10.18653/v1/2021.findings-emn

lp.36. URL https://aclanthology.org/2021.findings-emnlp.36.
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Abstract

We propose Cartography Active Learning (CAL), a novel Active Learning

(AL) algorithm that exploits the behavior of the model on individual in-

stances during training as a proxy to find the most informative instances

for labeling. CAL is inspired by data maps, which were recently proposed

to derive insights into dataset quality (Swayamdipta et al., 2020a). We

compare our method on popular text classification tasks to commonly used

AL strategies, which instead rely on post-training behavior. We demon-

strate that CAL is competitive to other common AL methods, showing that

training dynamics derived from small seed data can be successfully used for

AL. We provide insights into our new AL method by analyzing batch-level

statistics utilizing the data maps. Our results further show that CAL results

in a more data-efficient learning strategy, achieving comparable or better

results with considerably less training data.

4.1 Introduction

Active Learning (AL) is a widely-used method to tackle the time-consuming

and expensive collection and manual labeling of data. In recent years,

many AL strategies were proposed. The simplest and most widely used

is uncertainty sampling (Lewis and Gale, 1994; Lewis and Catlett, 1994),

where the learner queries instances that it is most uncertain about. Un-

certainty sampling is myopic: it only measures the information content

of a single data instance. Alternative AL algorithms instead focus on se-

lecting a diverse batch (Geifman and El-Yaniv, 2017; Sener and Savarese,

2018; Gissin and Shalev-Shwartz, 2019; Zhdanov, 2019) or to estimate

the uncertainty distribution of the learner (Houlsby et al., 2011; Gal and

Ghahramani, 2016). However, these methods are usually limited in their

notion of informativeness, which is tied to post-training model uncertainty

and batch diversity.

Recently, Swayamdipta et al. (2020a) introduced data maps, to visu-

alize the behaviour of the model on individual instances during training
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(training dynamics). The plotted data maps (Figure 4.1) reveal distinct

regions in a dataset: groups of ambiguous instances useful for high perfor-

mance and linked to high informativeness, easy-to-learn instances which

aid optimization, and hard-to-learn instances which frequently correspond

to mislabeled or erroneous instances.

We propose Cartography Active Learning (CAL), which automatically

selects the the most informative instances that contribute optimally to

model learning. To do so, we leverage a largely ignored source of informa-

tion: insights derived during training, i.e., training dynamics derived from

limited data maps (see Section 4.4) to choose informative instances at the

boundary of ambiguous and hard-to-learn instances. We hypothesize that

this region is where the model will learn the most from. Data maps provide

the additional benefit that we can use them to measure informativeness

of a batch with straightforward metrics and visualize dataset properties.

These distinct regions in the data maps have their own respective statistics.

Therefore, as a second research question we investigate whether data map

statistics help to assess why some AL algorithms work better than others.

Contributions. In this paper, our contributions are twofold. (1) We

present Cartography Active Learning, a novel AL algorithm that exploits

data maps for AL. We compare our results against other competitive and

widely used AL algorithms and outperform them in early AL iterations.

(2) Additionally, we leverage the data maps to inspect what instances AL

methods select. We show that our approach optimally selects informative

instances avoiding only hard-to-learn and easy-to-learn cases, which leads

to better AL and comparable or better results than full dataset training.

4.2 Related Work

AL has seen many usage scenarios in the Natural Language Processing

(NLP) field (Shen et al., 2018; Lowell et al., 2019; Ein-Dor et al., 2020;

Margatina et al., 2021). The perspective of AL is that if a model is allowed

to select the data from which it will learn the most, it will achieve compa-
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rable (or better) performance with less training instances (Siddhant and

Lipton, 2018), and at the same time addressing the costly labeling process

with a human annotator.

A popular scenario is pool-based active learning (Lewis and Gale, 1994;

Settles, 2009, 2012), which assumes a small set of labeled data L and

a large pool of unlabeled data U . Most AL algorithms start similarly: a

model is fit to L to get access to Pθ(y | x), then apply a query strategy to

get the best scored instance from U , label this instance and add it to L in

an iterative process.

4.2.1 Common Strategies

A commonly used query strategy is uncertainty sampling (Lewis and Gale,

1994; Lewis and Catlett, 1994). In this approach, the learner queries the

instances which it is least certain about. There are two popular approaches.

(1) Uncertainty sampling based on entropy (Shannon, 1948; Dagan and

Engelson, 1995), it uses the entropy of the label distribution as a measure

for the uncertainty of the model on an instance. (2) Uncertainty sampling

based on which best labeling is the least confident (Culotta and McCallum,

2005).

4.2.2 Batch-mode Active Learning

It is inefficient and time-consuming to obtain sampled queries one by one

for annotation in the context of Deep Neural Networks (DNNs). In a

real-world setting, consider having multiple annotators available. One can

exploit this setting and label the instances in batches and parallel. Batch-

mode AL allows the learner to query instances in groups. To assemble

the optimal batch, one can greedily pick the top-k examples according to

an instance-level acquisition function suitable for DNNs. There are many

works on ways for making neural network posteriors accurately represent

the confidence on a given example. One popular example is stochastic

regularisation techniques such as dropout during inference time, known

as the Monte Carlo Dropout technique (Houlsby et al., 2011). Gal and
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Figure 4.1: Full Data Maps for AGNews & TREC. AGNews (120,000
instances) on the left, and TREC (5,452 instances) on the right, both w.r.t.
an MLP training for ten epochs. The x-axis shows variability and the y-axis
the confidence. The colors and shapes indicate the correctness.

Ghahramani (2016) refer to this as Bayesian Active Learning by Disagree-

ment (BALD). This allows us to consider the model as a Bayesian neural

network and calculate approximations of uncertainty estimates by analyz-

ing its multiple predictions. However, if the information of these top-k

examples is similar, this will result in the model not generalizing well over

the dataset. Therefore, alternative approaches take the diversity of a batch

into account.

4.2.3 Batch-aware Query Strategies

Instead of greedily choosing the examples that maximize some score, one

can instead try to find a batch that is as diverse as possible. One recently

proposed effective strategy is Discriminative Active Learning (DAL; Gissin

and Shalev-Shwartz, 2019). This approach aims to select instances from

U that make L representative of U . In other words, the idea is to train

a separate model to classify between L and U . Then, to use that model

to choose the instances which are most confidently classified as being

from U . If U and L become indistinguishable, the learner has successfully
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closed the data gap between U and L. DAL was proposed for computer

vision and was recently successfully used in NLP (Ein-Dor et al., 2020).

Alternative diversity AL strategies exist, such as core-set, which often rely

on heuristics (Sener and Savarese, 2018; Geifman and El-Yaniv, 2017).1

4.3 Cartography Active Learning

The key idea of CAL is to use model-independent measures, from fitting

the model on the seed data L, by using data maps (Swayamdipta et al.,

2020a) for AL. Data maps help identify characteristics of instances within

the broader trends of a dataset by leveraging their training dynamics

(i.e., the behavior of a model during training, such as mean and standard

deviation of confidence and correctness with respect to the gold label).

These model-dependent measures reveal distinct regions in a data map,

by and large, reflecting instance properties (see Figure 4.1 and details

below on easy-to-learn, ambiguous, and hard-to-learn instances). Training

dynamics encapsulate information of data quality that has been largely

ignored in AL: the sweet spot of instances at the boundary of hard-to-
learn and ambiguous instances, which are quick to label while providing

informative samples, as shown in full data training (Swayamdipta et al.,

2020a).

In the next part, we introduce training characteristics, first showing

the resulting data maps on the full data. Then we introduce CAL, which

proposes to learn a data map from the seed labeled data L and identifying

regions of instances with a binary classifier, inspired by DAL (Gissin and

Shalev-Shwartz, 2019). To identify these regions, we require: (1) a data

map can be learned from limited data, and (2) a classifier to identify

informative instances. The full algorithm, illustrated in Algorithm 1, is

described later.
1Contemporary to our work and both appearing at EMNLP 2021, Margatina et al. (2021)

proposed CAL (Contrastive Active Learning), another AL method with the same acronym
to our approach. The main difference to Cartography AL is using data points that are
similar in the model feature space, while optimizing for maximally disagreeing predictive
likelihoods.
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Figure 4.2: Data Maps with Limited Seed Data. Data map for the AGNews
seed set (1,000 instances), and TREC seed set (500 instances). Both data
maps are based on an MLP trained for ten epochs.

4.3.1 Mapping the Data

Formally, the training dynamics of instance i are defined as the statistics

calculated over E epochs. These statistics are then used as the coordinates

in the plot. The following statistics are calculated, confidence, variability,

and correctness, following the notation of Swayamdipta et al. (2020a):

µ̂i =
1

E

E∑
e=1

pθ(e)(y∗i | xi) (4.1)

Confidence2 (Equation 4.1) is the mean model probability of the gold label

(y∗i ) across epochs. Where pθ(e) is the model’s probability with parameters

θ(e) at the end of the eth epoch.

σ̂i =

√∑E
e=1

(
pθ(e)(y∗i | xi)− µ̂i

)2
E

(4.2)

2Similar to Swayamdipta et al. (2020a), we note that the term confidence here is the
output probability of the model over the gold label as opposed to the certainty of the
predicted label as commonly used in AL literature.
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Then, variability (Equation 4.2) is calculated as the standard deviation of

pθ(e)(y∗i | xi), the spread across epochs E.

ϕ̂i =
1

E

E∑
e=1

1(ŷi = y∗i | xi) (4.3)

Last, correctness (Equation 4.3) is denoted as the fraction of times the

model correctly labels instance xi across epochs E.

Given the aforementioned training dynamics and the obtained statis-

tics per instance, we plot the data maps for both AGNews (Zhang et al.,

2015) and TREC (Li and Roth, 2002), using all training data (Figure 4.1).

The data map is based on a Multi-layer Perceptron (MLP). As shown

by Swayamdipta et al. (2020a), data maps identify three distinct regions:

easy-to-learn, ambiguous, and hard-to-learn. The easy-to-learn instances

are consistently predicted correctly with high confidence, these instances

can be found in the upper region of the plot. The ambiguous samples have

high variability and the model is inconsistent in predicting these correctly

(middle region). The instances that are (almost) never predicted correctly,

and have low confidence and variability, are referred to as hard-to-learn
cases. This confirms findings by Swayamdipta et al. (2020a) where they

show that training on the samples of these distinct regions, and in par-

ticular the ambiguous instances, promote optimal performance. While

uncertainty-based AL mostly focus on hard-cases, CAL instead focuses on

ambiguous and possibly easier instances.

4.3.2 Data Maps from Seed Data

Given the distinct regions for data selection in the full data map in Fig-

ure 4.1, we first investigate whether regions are still identifiable if we have

little amounts of training data, as this is a prerequisite for CAL. Figure 4.2

shows this for 1,000 training samples of AGNews and 500 of TREC. We can

see that the data points are more scattered, where the easy-to-learn and

ambiguous samples are mixed. However, it seems the hard-to-learn region

can still qualitatively be distinguished from the other regions.
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4.3.3 CAL Algorithm

The algorithm is detailed in Algorithm 1 and described next. To select

presumably informative instances, we train a binary classifier on the seed

set L and apply it to U to select the instances that are the closest to

the decision boundary between ambiguous and hard-to-learn instances. By

visualizing a decision function in Figure 4.2 that separates the hard-to-learn
region from the ambiguous/easy-to-learn region, we select the instances

that are the closest to this boundary. In other words, selecting instances

with output probability 0.5 with respect to the binary classifier. This does

two things, (1) it prevents the binary classifier from selecting only easy-to-
learn instances (low-variability, high-confidence), and (2) selecting some

truly hard-to-learn instances (low-variability, low-confidence) which are

both not optimal for learning.

Similar to DAL, for the binary classification task, we map our original

input space X to the learned representation Ψ of the last hidden layer

of an MLP (Subsection 4.4.3). These are the features used in our binary

classifier (θ′). Formally, as we have three hidden layers,

Ψ : X → X̂ ,where Ψ = h3 = f(W3 · h2 + b3).

For label space Y , we consider the binary values {0, 1}. This label depends

on the correctness. The label yΨ(x̂i) for the learned representation of

instance x̂i is labeled 1 when the correctness using the limited data map at

epoch E is above the threshold tcor > 0.2. We refer to these as high-cor

cases. The samples that are rarely correct (tcor ≤ 0.2) are labeled as 0

and we refer to these as low-cor cases. To give a better intuition, we refer

to Figure 4.2, where the regions of hard-to-learn and ambiguous/easy-to-
learn are visually separable with this correctness threshold tcor = 0.2. This

threshold is empirically chosen by investigating the influence of different

correctness thresholds on the performance of CAL in Subsection 4.5.3

(Table 4.3).
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Algorithm 1: Cartography Active Learning

1 input: Labeled seed set L, Unlabeled set U , Total budget K,
Number of queries n, Correctness threshold tcor = 0.2;

2 for i = 1, ..., n do
3 Ψ(L), Ψ(U)← train main classifier θ on L, get representations

of L and U ;
4 µ̂, σ̂, ϕ̂← get data map statistics of L with θ;
5 Pθ′ ← train binary classifier θ′ on Ψ(L) with

yΨ(x̂i) =

{
1, if ϕ̂i > tcor

0, else
;

6 for j = 1, ..., K
n do

7 x̂← argmin
x∈Ψ(U)

|0.5− Pθ′(ŷ = 1 | x)|;

8 L ← L ∪ x̂;
9 U ← U\x̂;

10 end
11 reset parameters θ and θ′;
12 end
13 return L, U ;

4.4 Experimental Setup

We focus on pool-based active learning. Once trained on a seed set L, we

begin the simulated AL loop by iteratively selecting instances based on the

scoring of an acquisition function. We take the top-50 instances, following

prior work (Gissin and Shalev-Shwartz, 2019; Ein-Dor et al., 2020). The

selected instances are shown the withheld label and added to the labeled

set L and removed from U . We evaluate the performance of the trained

model on a predefined held-out test set. We run 30 AL iterations, over five

random seeds, and report averages over these runs.

4.4.1 Datasets

In our AL setup, we consider two popular text classification tasks, namely

AGNews (Zhang et al., 2015) and TREC (Li and Roth, 2002). The AGNews

70



Chapter 4. Cartography Active Learning 4.4. Experimental Setup

Dataset Train Test Classes Seed set size

AGNews 120,000 7,600 4 1,000
TREC 5,452 500 6 500

Table 4.1: Datasets. Statistics of the two datasets.

task entails classifying news articles into four classes: world, sports, busi-

ness, science/technology. For TREC, the task is to categorize questions into

one of six categories based on the subject of the question, such as questions

about locations, persons, concepts, et cetera. Statistics of the data can be

found in Table 4.1. We start with a seed set size of 1,000 for AGNews and

500 for TREC, both are stratified. This means after the AL iterations we

will have 2,500 labeled instances for AGNews and 2,000 for TREC. Our

motivation here is to keep the AL simulation realistic. We assume enough

annotation budget to initially annotate 500–1,000 samples. Then, in every

AL iteration annotate an additional 50 samples, which seems manageable

for an annotator. Finally, we run 30 AL iterations to give a good overview

of the performance of the acquisition functions over the iterations towards

convergence.

4.4.2 Acquisition Functions

We consider five acquisition functions. We opt for a random sampling

baseline (Rand.), four existing acquisition functions, and our proposed

CAL algorithm. We chose these as they are state-of-the-art and cover a

spectrum of acquisition functions (uncertainty, batch-mode and diversity-

based).

Least Confidence (LC; Culotta and McCallum, 2005). It takes

argmax
x∈U

1− Pθ(ŷ | x)

of the predictive (e.g. softmax) distribution as the model’s uncertainty, and

chooses instances with lowest predicted probability.
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Max-Entropy (Ent.; Dagan and Engelson, 1995). Another popular

example is entropy based sampling. Instances are selected according

to the function

argmax
x∈U

−
∑
y∈Y

Pθ(y | x) log2
(
Pθ(y | x)

)
and again, based on the a posteriori probability distribution.

Bayesian Active Learning by Disagreement (BALD; Houlsby et al., 2011;

Gal and Ghahramani, 2016). This approach entails applying dropout

at test time, then estimating uncertainty as the disagreement between

outputs realized via multiple passes through the model. We use the Monte

Carlo Dropout technique on ten inference cycles, with the max-entropy

acquisition function.

Discriminative Active Learning (DAL; Gissin and Shalev-Shwartz,

2019). This approach poses AL as a binary classification task, it uses

a separate binary classifier as a proxy to select instances that make L
representative of the entire dataset (i.e., making the labeled set indistin-

guishable from the unlabeled pool set). The input space for the binary

classifier is task-agnostic. One maps the original input space X to a learned

representation X̂ as the input space, with label space Y = {l, u} referring

to labeled and unlabeled. In the original paper, the learned representation

is defined as the logits of the last hidden layer of the main classifier which

solves the original task. Formally, it selects the top-k instances that satisfy

argmax
x∈U

P̂θ(ŷ = u | Ψ(x))

where P̂θ is the trained binary classifier given the learned representations

Ψ of instances x.
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4.4.3 Configurations

This work uses two models for the AL setup solving the classification tasks.

All the code is open source and available to reproduce our results.3

Main Classifier We use a Multi-layer Perceptron (MLP), with three demb =

300 ReLu layers, dropout probability p = 0.3, minimize cross-entropy,

AdamW optimizer (Loshchilov and Hutter, 2019), with a learning rate of

1e−4, β1 = 0.9, β2 = 0.999, ϵ = 1e−8.

Binary Classifier This model is suited for the binary classification task

of DAL and CAL. In this case it is a single demb = 300 ReLu layer. We

minimize the cross-entropy as well. We use the AdamW optimizer with a

learning rate of 5e−5. For more details regarding reproducibility, we refer

to Subsection 4.7.1.

Training the Binary Classifier For both the binary classification task of

DAL and CAL, we empirically determined that setting the number of epochs

for the binary classifier to 30 yielded good results. In the context of DAL,

for AGNews it reaches around 98% accuracy during training, and for TREC

it achieves around 89% accuracy. In contrast, with CAL, we start with little

amounts of data for a binary classifier to train on. In the early stage of

the AL iterations, the binary classifier does not achieve a high accuracy

for both AGNews and TREC (around random). After it reaches the fifth

or sixth AL iteration it starts to properly distinguish the low-cor/hig-cor

samples, as it probably has enough samples to learn from. It achieves

around 65–75% accuracy for AGNews, and towards 85% accuracy for

TREC. The classification accuracy on AGNews seems low. However, further

tuning of the binary classifier (e.g., increasing the number of epochs)

slightly increases binary classification accuracy, but did not result in better

performance for the overall AL setup.

3https://github.com/jjzha/cal
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Significance Recently, the Almost Stochastic Order test (ASO; Dror et al.,

2019)4 has been proposed to test statistical significance for DNNs over

multiple runs. Generally, the ASO test determines whether a stochastic

order (Reimers and Gurevych, 2018) exists between two models or algo-

rithms based on their respective sets of evaluation scores. Given the single

model scores over multiple random seeds of two algorithms A and B, the

method computes a test-specific value (ϵmin) that indicates how far algo-

rithm A is from being significantly better than algorithm B. When distance

ϵmin = 0.0, one can claim that A stochastically dominant over B with a

predefined significance level. When ϵmin < 0.5 one can say A ⪰ B. On

the contrary, when we have ϵmin = 1.0, this means B ⪰ A. For ϵmin = 0.5,

no order can be determined. We took 0.05 for the predefined significance

level α and measure it across all 30 AL iterations.
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Figure 4.3: Performance AL strategies. Performance of the various AL
strategies in terms of accuracy. The accuracy shown over the AL iterations
is the average over five random seeds. Note that for both datasets we
added the same number of instances to the seed set (+1,500 instances).
The x-axis correspond to the fraction of the total size of the respective
dataset.

4Implementation of Dror et al. (2019) can be found at https://github.com/Kaleido
phon/deep-significance (Ulmer, 2021)

74

https://github.com/Kaleidophon/deep-significance
https://github.com/Kaleidophon/deep-significance


Chapter 4. Cartography Active Learning 4.5. Results & Analysis

R
an

d.

LC En
t.

B
A

LD

D
A

L

C
A

L

Rand. 1.00 1.00 1.00 0.01 1.00
LC 0.00 1.00 1.00 0.01 1.00
Ent. 0.00 0.00 1.00 0.01 1.00
BALD 0.00 0.00 0.00 0.01 1.00
DAL 0.99 0.99 0.99 0.99 1.00
CAL 0.00 0.00 0.00 0.00 0.00

R
an

d.

LC En
t.

B
A

LD

D
A

L

C
A

L

Rand. 1.00 1.00 1.00 1.00 1.00
LC 0.00 1.00 0.78 0.57 1.00
Ent. 0.00 0.00 0.87 0.60 1.00
BALD 0.00 0.22 0.13 1.00 1.00
DAL 0.00 0.43 0.40 1.00 1.00
CAL 0.00 0.00 0.00 0.00 0.00

Table 4.2: Almost Stochastic Order Scores of AGNews (left) & TREC
(right). ASO scores expressed in ϵmin The significance level α = 0.05
is adjusted accordingly by using the Bonferroni correction (Bonferroni,
1936). Bold numbers indicate stochastic dominance and cursive means
that one algorithm is better than the other, e.g., for AGNews, LC (row)
is stochastically dominant over the random baseline (column) with ϵmin

value of 0.00). Numbers are obtained across all 30 AL iterations

4.5 Results & Analysis

We plot the accuracy of the AL algorithms (Subsection 4.4.2) on each

dataset in Figure 4.3. For AGNews and TREC, all AL strategies except

DAL outperform the random baseline. CAL is statistically dominant over

BALD (AGNews) and DAL (AGNews, TREC), and competitive with LC and

Entropy (Table 4.2). This shows that CAL reaches strong results. CAL

(illustrated as cartography in the figure with a red-dotted line).

4.5.1 Why does CAL work?

To gain insight on why CAL works better, we investigate the average statis-

tics of each selected batch of samples using the data maps. In Figure 4.4,

we check the mean confidence, variability and correctness over each se-

lected batch of 50 for sampling strategies Random, LC, DAL, and CAL for

both AGNews and TREC. The statistics of the instances are extracted after

the selected top–50 batch is added to the seed set. Once the main model

is trained again on the increased seed set, we obtain the statistics of the

previously added batch of 50. Figure 4.4 shows that leastconfidence

and cartography has the higher variability amongst the other methods

(middle graph). There is a similar signal as the findings of Swayamdipta
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Figure 4.4: Average Statistics AGNews & TREC. Values correspond to the
mean statistics (Section 4.3) of instances over the five random seeds. We
calculate the statistics of each top-50 batch after being added to the seed
set. Therefore, we only have statistics of 29 runs, as in the 30th run we
stop the AL cycle.

et al. (2020a), the ambiguous samples that the model learns the most
from are usually the instances that have the highest variability and av-

erage confidence—as we can see in Figure 4.4 (especially pronounced

on AGNews), these are the instances CAL selects. In contrast, LC selects

instances that have relatively low confidence and low variability in the

early stages, but catches up in later ones. This suggests that LC chooses

only hard-to-learn instances at the start. In general, CAL seems to select

more informative samples as opposed to the random strategy.

DAL seems to start by choosing ambiguous samples with high variability.

However, it quickly picks mostly high-cor samples in later iterations, in

contrast to CAL. Consequently, the performance for DAL drops as it leads to

picking the easy-to-learn samples. Picking too many easy-to-learn instances

results in worse optimization (Swayamdipta et al., 2020a). The drop for

DAL is visible in Figure 4.3, which shows that CAL and DAL are close at

start, and the accuracy of DAL then drops.
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4.5.2 What is the influence of the correctness threshold?

tcor 0.0 ≤ 0.2 ≤ 0.4 ≤ 0.6 ≤ 0.8

AGNews 0.789 0.811 0.796 0.788 0.781
TREC 0.676 0.724 0.701 0.706 –

Table 4.3: Influence of the Correctness Threshold. Influence of the
correctness threshold tcor on the final average accuracy score per dataset
over the five random seeds. tcor considers from what boundary we should
consider low-cor cases. In bold is what threshold we are using.

Here we investigate how changing the correctness threshold for the

binary classification task impacts accuracy. As shown in Table 4.3, the se-

lected threshold worked well for the two datasets studied. In particular, the

accuracy does not drop substantially on AGNews if we move the correctness
threshold to a higher value. Swayamdipta et al. (2020a) indicates that

the ambiguous region contains the instances with the highest variability.

For AGNews, these instances have a correctness range from 0.2–0.8 (as

seen in Figure 4.1). Therefore, we assume that most of these instances

are informative for the model. In the case of TREC, the final accuracy

also stays similar with different correctness thresholds and does not drop

substantially. We find in the full data map for TREC that the area with

tcor = {0.0, 0.4} thresholds is more dense compared to tcor = 0.2 (details

in Subsection 4.7.2). In other words, there are more samples, but also ones

that are detrimental to performance. We note that the correctness threshold

could vary for different datasets and models.

4.5.3 Do AL strategies select the same instances for labeling?

We measured the overlap between the batches selected by each pair of

strategies (Random, LC, DAL, CAL) on AGNews and TREC (Table 4.4). The

batch overlap for CAL is low, with the highest overlap being 7 instances

for AGNews with CAL ∩ Rand. followed by CAL ∩ DAL with 4 overlapping

instances. The highest overlap for TREC is 114 instances for CAL ∩ DAL.
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AGNews TREC

CAL ∩ DAL 4 114
CAL ∩ LC 2 101
CAL ∩ Rand. 7 82

DAL ∩ LC 3 81
DAL ∩ Rand. 2 87
LC ∩ Rand. 2 100

Table 4.4: Number of Overlapping Instances on AGNews & TREC. The
values corresponds to the total overlapping instances out of 1,500 ∗ 5
random seeds = 7,500.

Note this is the total overlap over five seeds. These results indicate that the

AL algorithms choose different instances.

A popular approach for improving classification performance is combin-

ing (complementary) AL strategies. For example, Zhdanov (2019) proposed

the idea to combine uncertainty sampling and diversity sampling for image

classification. As DAL and CAL have few overlapping instances, they can

be complementary to each other. To test this, we combined DAL and CAL

using a simple heuristic, by providing both of them half of the annotation

budget (i.e., take top-25 batch of each AL strategy). This resulted in an

accuracy score of 0.695 for TREC and 0.789 for AGNews. This suggests

that it could have a positive effect if there is a more sophisticated approach.

This is an open research topic that requires further investigation.

4.5.4 How data-efficient is CAL in comparison to full data train-
ing?

If a model is able to choose the instances that it can learn the most from,

it can reach comparable results or even outperform a model trained on

all data by using fewer training instances. This is noted by Siddhant and

Lipton (2018), where they achieve 98–99% of the full dataset performance

while labeling only 20% of the samples. The overall accuracy for AGNews

trained on all data is 0.820 accuracy on test. For TREC, this results in 0.634.
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With CAL, we achieve around 99% of the full dataset performance while

using only 2% training data for AGNews. For TREC, we outperform the full

dataset performance by 0.090 accuracy (0.634 vs. 0.724), the full dataset

performance is already reached by using around 14% training data. This

is appealing, as active learning can provide more data-effective learning

solutions.

4.6 Conclusion

In this paper, we introduced a new AL algorithm, Cartography Active Learn-

ing. The AL objective is transformed into a binary classification task (Gissin

and Shalev-Shwartz, 2019), where we optimize for selecting the most

informative data with respect to a model by leveraging insights from data

maps (Swayamdipta et al., 2020a). Data maps help to identify distinct

regions in a dataset based on training dynamics (hard-to-learn and easy-to-
learn/ambiguous instances), which have shown to play an important role

in model optimization and stability in full dataset training (Swayamdipta

et al., 2020a). We use these insights in low-data regimes and propose CAL.

Specifically for the task of Visual Question Answering, contemporary work

by Karamcheti et al. (2021) use data maps for analysis into AL acquisition

functions and the effect of outliers. In contrast, this work instead applies

data maps directly for AL by training a discriminator on limited seed data

maps to select the most informative instances. We show empirically that

our method is competitive or significantly outperforms various popular AL

methods, and provide intuitions on why this is the case by using training

dynamics.
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4.7 Appendix

4.7.1 Reproducibility

We initialize the main model with English demb = 300 FastText embed-

dings (Bojanowski et al., 2017) and keep it frozen during training and

inference, we sum the embeddings over the sequence of tokens as moti-

vated by Banea et al. (2014). For AGNews we impose a maximum sequence

length of 200 and a batch size of 64. For TREC, a maximum sentence length

of 42 and a batch size of 16. We run both models for 30 epochs, with no

early stopping. Per AL iteration, we do a weight reset on all models. We

average our results over five randomly generated seeds (398048, 127003,

259479, 869323, 570852). All experiments were ran on an NVIDIA® A100

SXM4 40 GB GPU and an AMD EPYC™ 7662 64-Core CPU. Specifically for

CAL, a single AL batch (50) selection iteration takes 11 seconds on average

assuming TREC. For AGNews, one AL iteration takes 62 seconds on average.

Both runtimes are with respect to the models depicted in Subsection 4.4.3

and hardware mentioned above.

4.7.2 Full Data Map

Figure 4.5 and Figure 4.6 show the full data maps for AGNews and TREC

respectively. Identically to Swayamdipta et al. (2020a), we show the

density of data points in the plots. We can see a clear difference in density

between the datasets. For AGNews, we can see the majority of data points

have a high confidence (∼0.8) and high correctness. In contrast, TREC

contains plenty of instances that have low confidence (∼0.3) and low

correctness.
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Figure 4.5: Density of AGNews. Density statistics of AGNews over ten
epochs.

Figure 4.6: Density of TREC. Density statistics of TREC over ten epochs.
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Chapter 5
SKILLSPAN: Hard and Soft Skill Extraction from

English Job Postings

The work presented in this chapter is based on a paper that has been

published as: Mike Zhang, Kristian Jensen, Sif Sonniks, and Barbara Plank.

SkillSpan: Hard and soft skill extraction from English job postings. In

Proceedings of the 2022 Conference of the North American Chapter of the
Association for Computational Linguistics: Human Language Technologies,
pages 4962–4984, Seattle, United States, July 2022a. Association for Com-

putational Linguistics. doi: 10.18653/v1/2022.naacl-main.366. URL

https://aclanthology.org/2022.naacl-main.366.
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Abstract

Skill Extraction (SE) is an important and widely-studied task useful to

gain insights into labor market dynamics. However, there is a lacuna

of datasets and annotation guidelines; available datasets are few and

contain crowd-sourced labels on the span-level or labels from a predefined

skill inventory. To address this gap, we introduce SKILLSPAN, a novel SE

dataset consisting of 14.5K sentences and over 12.5K annotated spans.

We release its respective guidelines created over three different sources

annotated for hard and soft skills by domain experts. We introduce a

BERT baseline (Devlin et al., 2019b). To improve upon this baseline, we

experiment with language models that are optimized for long spans (Joshi

et al., 2020a; Beltagy et al., 2020), continuous pre-training on the job

posting domain (Han and Eisenstein, 2019; Gururangan et al., 2020a), and

multi-task learning (Caruana, 1997). Our results show that the domain-

adapted models significantly outperform their non-adapted counterparts,

and single-task outperforms multi-task learning.

5.1 Introduction

Job markets are under constant development—often due to developments

in technology, migration, and digitization—so are the skill sets required.

Consequentially, job vacancy data is emerging on a variety of platforms in

big quantities and can provide insights on labor market skill demands or

aid job matching (Balog et al., 2012). SE is to extract the competences

necessary from unstructured text.

Previous work in SE shows promising progress, but is halted by a lack

of available datasets and annotation guidelines. Two out of 14 studies

release their dataset, which limit themselves to crowd-sourced labels (Say-

fullina et al., 2018) or annotations from a predefined list of skills on

the document-level (Bhola et al., 2020). Additionally, none of the 14

previously mentioned studies release their annotation guidelines, which

obscures the meaning of a competence. Job markets change, as do the
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You will thrive working in a Dev/Sec Ops culture .

SKILL

KNOWLEDGE

The ability to manage large sections of guests .
SKILL

Knowledge of property law rules of Germany .
KNOWLEDGE

Figure 5.1: Examples of Skills & Knowledge Components. Annotated
samples of passages in varying job postings. More details are given in
Section 5.4.

skills in, e.g., the European Skills, Competences, Qualifications and Occu-

pations (ESCO; le Vrang et al., 2014) taxonomy (Section 5.3). Hence, it is

important to cover for possible emerging skills.

We propose SKILLSPAN, a novel SE dataset annotated at the span-

level for skill and knowledge components (SKCs) in job postings (JPs). As

illustrated in Figure 5.1, SKCs can be nested inside skills. SKILLSPAN allows

for extracting possibly undiscovered competences and to diminish the lack

of coverage of predefined skill inventories.

Our analysis (Figure 5.2) shows that SKCs contain on average longer

sequences than typical Named Entity Recognition (NER) tasks. Albeit we

additionally study models optimized for long spans (Joshi et al., 2020b;

Beltagy et al., 2020), some underperform. Overall, we find specialized do-

main BERT models (Alsentzer et al., 2019a; Lee et al., 2020a; Gururangan

et al., 2020b; Nguyen et al., 2020a) perform better than their non-adapted

counterparts. We explore the benefits of domain-adaptive pre-training on

the JP domain (Han and Eisenstein, 2019; Gururangan et al., 2020b). Last,

given the examples from Figure 5.1, we formulate the task as both as a

sequence labeling and a multi-task learning (MTL) problem, i.e., training

on both skill and knowledge components jointly (Caruana, 1997).

Contributions. In this paper:

1. We release SKILLSPAN, a novel skill extraction dataset, with annota-
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tion guidelines, and our open-source code.1

2. We present strong baselines for the task including a new Span-

BERT (Joshi et al., 2020b) trained from scratch, and domain-adapted

variants (Gururangan et al., 2020b), which we will release on the

HuggingFace platform (Wolf et al., 2020a). To the best of our knowl-

edge, we are the first to investigate the extraction of skills and knowl-

edge from job postings with state-of-the-art language models.

3. We give an analysis of single-task versus multi-task learning in the

context of skill extraction, and show that for this particular task

single-task learning outperforms multi-task learning.

1https://github.com/kris927b/SkillSpan
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5.2. Related Work Chapter 5. SkillSpan

5.2 Related Work

There is a pool of prior work relating to SE. We summarize it in Table 5.1,

depicting state-of-the-art approaches, level of annotations, what kind of

competences are annotated, the modeling approaches, the size of the

dataset (if available), type of skills annotated for, baseline models, and

whether they release their annotations and guidelines.

As can be seen in Table 5.1, many works do not release their data (apart

from Sayfullina et al., 2018 and Bhola et al., 2020) and none release their

annotation guidelines. In addition, none of the previous studies approach

SE as a span-level extraction task with state-of-the-art language models,

nor did they release a dataset of this magnitude with manually annotated

(long) spans of competences by domain experts.

Although Sayfullina et al. (2018) annotated on the span-level (thus

being useful for SE) and release their data, they instead explored several

approaches to Skill Classification. To create the data, they extracted all text

snippets containing one soft skill from a predetermined list. Crowdworkers

then annotated the highlighted skill whether it was a soft skill referring to

the candidate or not. They show that an LSTM (Hochreiter et al., 1997)

performs best on classifying the skill in the sentence. In our work, we

annotated a dataset three times their size (Table 5.2) for both hard and
soft skills. In addition, we also extract the specific skills from the sentence.

Tamburri et al. (2020) classifies sentences that contain skills in the JP.

The authors manually labeled their dataset with domain experts. They

annotated whether a sentence contains a skill or not. Once the sentence

is identified as containing a skill, the skill cited within is extracted. In

contrast, we directly annotate for the span within the sentence.

Bhola et al. (2020) cast the task of skill extraction as a multi-label

skill classification at the document-level. There is a predefined set of

unique skills given the job descriptions and they predict multiple skills

that are connected to a given job description using BERT (Devlin et al.,

2019b). In addition, they experiment with several additional layers for

better prediction performance. We instead explore domain-adaptive pre-
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Chapter 5. SkillSpan 5.3. Skill & Knowledge Definition

training for SE.

The work closest to ours is by Chernova (2020), who approach the task

similarly with span-level annotations (including longer spans) but approach

this for the Finnish language. It is unclear whether they annotated by

domain experts. Also, neither the data nor the annotation guidelines

are released. For a comprehensive overview with respect to SE, we refer

to Khaouja et al. (2021).

5.3 Skill & Knowledge Definition

There is an abundance of competences and there have been large efforts to

categorize them. For example, the The International Standard Classifica-

tion of Occupations (ISCO; Elias, 1997) is one of the main international

classifications of occupations and skills. It belongs to the international

family of economic and social classifications. Another example, the Euro-

pean Skills, Competences, Qualifications and Occupations (ESCO; le Vrang

et al., 2014) taxonomy is the European standard terminology linking skills

and competences and qualifications to occupations and derived from ISCO.

The ESCO taxonomy mentions three categories of competences: Skill,
knowledge, and attitudes. ESCO defines knowledge as follows:

“Knowledge means the outcome of the assimilation of informa-

tion through learning. Knowledge is the body of facts, princi-

ples, theories and practices that is related to a field of work or

study.” 2

For example, a person can acquire the Python programming language

through learning. This is denoted as a knowledge component and can be

considered a hard skill. However, one also needs to be able to apply the

knowledge component to a certain task. This is known as a skill component.

ESCO formulates it as:

2https://ec.europa.eu/esco/portal/escopedia/Knowledge
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5.3. Skill & Knowledge Definition Chapter 5. SkillSpan

“Skill means the ability to apply knowledge and use know-how

to complete tasks and solve problems.” 3

In ESCO, the soft skills are referred to as attitudes. ESCO considers attitudes

as skill components:

“The ability to use knowledge, skills and personal, social and/or

methodological abilities, in work or study situations and pro-

fessional and personal development.” 4

To sum up, hard skills are usually referred to as knowledge components,

and applying these hard skills to something is considered a skill compo-

nent. Then, soft skills are referred to as attitudes, these are part of skill

components. There has been no work, to the best of our knowledge, in

annotating skill and knowledge components in JPs.

3https://ec.europa.eu/esco/portal/escopedia/Skill
4http://data.europa.eu/esco/skill/A

90

https://ec.europa.eu/esco/portal/escopedia/Skill
http://data.europa.eu/esco/skill/A
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↓ Statistics, Src. → BIG HOUSE TECH Total

Tr
ai

n

# Posts 60 60 80 200
# Sentences 1,036 1,674 3,156 5,866
# Tokens 29,064 36,995 56,549 122,608
# Skill Spans 1,086 984 1,237 3,307
# Knowledge Spans 439 781 2,188 3,408
# Overlapping Spans 45 29 135 209

D
ev

el
op

m
en

t # Posts 30 30 30 90
# Sentences 783 1,022 2,187 3,992
# Tokens 11,762 19,173 21,149 52,084
# Skill Spans 469 525 545 1,539
# Knowledge Spans 126 287 806 1,219
# Overlapping Spans 12 17 32 61

Te
st

# Posts 36 33 32 101
# Sentences 1,112 1,216 2,352 4,680
# Tokens 14,720 21,923 20,885 57,528
# Skill Spans 634 637 459 1,730
# Knowledge Spans 242 350 834 1,426
# Overlapping Spans 12 8 9 29

# Posts 126 123 142 391
# Sentences 2,931 3,912 7,695 14,538
# Tokens 55,546 78,091 98,583 232,220
# Skill Spans 2,189 2,146 2,241 6,576
# Knowledge Spans 807 1,418 3,828 6,053

To
ta

l

# Overlapping Spans 69 54 178 301

# Posts 126,769
# Sentences 3,195,585U

# Tokens 460,484,670

Table 5.2: Statistics of Dataset. Indicated is the number of JPs across
splits & source and their respective number of sentences, tokens, and spans.
The total is reported in the cyan column and rows. We report the overall
statistics of the unlabeled JPs (U) in the gray rows.
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5.4 SKILLSPAN Dataset

5.4.1 Data

We continuously collected JPs via web data extraction between June 2020–

September 2021.5 Our JPs come from three sources:

1. BIG: A large job platform with various types of JPs, with several type

of positions;

2. HOUSE: A static in-house dataset consisting of similar types of jobs

as BIG. Dates range from 2012–2020;

3. TECH: The StackOverflow JP platform that consisted mostly of tech-

nical jobs (e.g., developer positions).

We release the anonymized raw data and annotations of the parts

with permissible licenses, i.e., HOUSE (from a govermental agency which

is our collaborator) and TECH.6 For anonymization, we perform it via

manual annotation of job-related sensitive and personal data regarding

Organization, Location, Contact, and Name following the work by Jensen

et al. (2021a).

Table 5.2 shows the statistics of SKILLSPAN, with 391 annotated JPs

from the three sources containing 14.5K sentences and 232.2K tokens.

The unlabeled JPs (only to be released as pre-trained model) consist of

126.8K posts, 3.2M sentences, and 460.5M tokens. What stands out is

that there are 2–5 times as many annotated knowledge components in

TECH in contrast to the other sources, despite a similar amount of JPs.

We expect this to be due the numerous KCs depicted in this domain (e.g.,

programming languages), while we observe considerably fewer soft skills

(e.g., “work flexibly”). The amount of skills is more balanced across the

three sources. Furthermore, overlapping spans follow a consistent trend

among splits, with the train split containing the most.

5Our data statement (Bender and Friedman, 2018) can be found in Subsection 5.9.1
6Links to our data can be found at https://github.com/kris927b/SkillSpan.
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Figure 5.2: Violin Plots of Annotated Components. Indicated are the
distributions regarding the length of spans in each type of annotated
component (i.e., length of skills and knowledge components). The white
dot is the median length, the bars range from the first quartile to the third
quartile, and the colored line ranges from the lower adjacent value to the
higher adjacent value.

5.4.2 Data Annotation

We annotate competences related to SKCs in two levels as illustrated

in Figure 5.1. We started the process in March 2021, with initial annotation

rounds to construct and refine the annotation guidelines (as outlined

further below). The annotation process spanned eight months in total.

Our final annotation guidelines can be found in Subsection 5.9.2. The

guidelines were developed by largely following example spans given in the

ESCO taxonomy. However, at this stage, we focus on span identification,

and we do not take the fine-grained taxonomy codes from ESCO for labeling

the spans, leaving the mapping to ESCO and taxonomy enrichment as

future work.

5.4.3 Further Details on the Annotation Process

The development of the annotation guidelines and our annotation process

is depicted as follows: 1 We wrote base guidelines derived from a small
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5.4. SKILLSPAN Dataset Chapter 5. SkillSpan

number of JPs. 2 We had three pre-rounds consisting of three JPs each.

After each round, we modified, improved and finalized the guidelines. 3

Then, we had three longer-lasting annotation rounds consisting of 30 JPs

each. We re-annotated the previous 11 JPs in 1 and 2 . 4 After these

rounds, one of the annotators (the hired linguist) annotated JPs in batches

of 50. The data in 1 , 2 , and 3 was annotated by three annotators (101

JPs).

We used an open source text annotation tool named DOCCANO

(Nakayama et al., 2018). There are around 57.5K tokens (approximately

4.6K sentences, in 101 job posts) that we calculated agreement on. The

annotations were compared using Cohen’s κ (Fleiss and Cohen, 1973)

between pairs of annotators, and Fleiss’ κ (Fleiss, 1971), which generalises

Cohen’s κ to more than two concurrent annotations. We consider two

levels of κ calculations: TOKEN is calculated on the token level, comparing

the agreement of annotators on each token (including non-entities) in the

annotated dataset. SPAN refers to the agreement between annotators on

the exact span match over the surface string, regardless of the type of SKC,

i.e., we only check the position of tag without regarding the type of the

entity. The observed agreements scores over the three annotators from step

3 are between 0.70–0.75 Fleiss’ κ for both levels of calculation which is

considered a substantial agreement (Landis and Koch, 1977) and a κ value

greater than 0.81 indicates almost perfect agreement. Given the difficulty of

this task, we consider the aforementioned κ score to be strong. Particularly,

we observed a large improvement in annotation agreement from the earlier

rounds (step 1 and 2 ), where our Fleiss’ κ was 0.59 on token-level and

0.62 for the span-level.

Overall, we observe higher annotator agreement for knowledge com-

ponents (3–5% higher) compared to skills which tend to be longer. The

TECH domain is the most consistent for agreement while BIG shows more

variation over rounds, likely due to the broader nature of the domains of

JPs.
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5.4.4 Annotation Span Statistics

A challenge of annotating spans is the length (i.e., boundary), SKCs being

in different domains (e.g., business versus technical components), and

frequently written differently, e.g., “being able to work together” v.s. “team-

work”). Figure 5.2 shows the statistics of our annotations in violin plots.

For the training set, the median length (white dot) of skills is around 4 for

BIG and HOUSE, for TECH this is a median of 5. In the development set,

the median stays at length 4 across all sources. Another notable statistic

is the upper and lower percentile of the length of skills and knowledge,

indicated with the thick bars. Here, we highlight the fact that skill com-

ponents could consist of many tokens, for example, up to length 7 in the

HOUSE source split (see blue-colored violins). For knowledge components,

the spans are usually shorter, where it is consistently below 5 tokens (see

orange-colored violins). All statistics follow a similar distribution across

train, development, and sources in terms of length and distribution. This

gives a further strong indication that consistent annotation length has been

conducted across splits and sources.

BIG HOUSE TECH

S
K

IL
L

ambitious structured hands-on
proactive teaching communication skills
work independently communication skills leadership
attention to detail project management passionate
motivated drive open-minded

K
N

O
W

L
E

D
G

E full uk driving licence english java
sap energy assessments supply chain javascript
right to work in the uk project management aws
sen powders docker
acca/aca machine learning node.js

Table 5.3: Most Frequent Skills in the Development Data. Top-5 skill
components in our data in terms of frequency on different sources. A larger
example can be found in Table 5.8 and Table 5.9 (Subsection 5.9.5).
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5.4.5 Qualitative Analysis of Annotations

Qualitative differences in SKCs over the three sources are shown (lower-

cased) in Table 5.3. With respect to skill components, all sources follow

a similar usage of skills. The annotated skills mostly relate to the atti-
tude of a person and hence mostly consist of soft skills. With respect to

knowledge components, we observe differences between the three sources.

First, on the source-level, the knowledge components vastly differ between

BIG and TECH. BIG postings seem to cover more business related compo-

nents, whereas TECH has more engineering components. HOUSE seems

to be a mix of the other two sources. Lastly, note that both the skill and

knowledge components between the splits diverge in terms of the type of

annotated spans, which indicates a variation in the annotated components.

We show the top–10 skills annotated in the train, development, and test

splits for SKCs in Subsection 5.9.5. From a syntactic perspective, skills

frequently consist of noun phrases, verb phrases, or adjectives (for soft

skills). Knowledge components usually consists of nouns or proper nouns,

such as “python”, “java”, and so forth.

5.5 Experimental Setup

The task of SE is formulated as a sequence labeling problem. Formally, we

consider a set of JPs D, where d ∈ D is a set of sequences (i.e., entire JPs)

with the ith input sequence X i
d = {x1, x2, ..., xT } and a target sequence

of BIO-labels Y i
d = {y1, y2, ..., yT } (e.g., “B-SKILL”, “I-KNOWLEDGE”, “O”).

The goal is to use D to train a sequence labeling algorithm h : X 7→ Y
to accurately predict entity spans by assigning an output label yt to each

token xt.

As baseline we consider BERT and we investigate more recent variants,

and we also train models from scratch. Models are chosen due to their

state-of-the-art performance, or in particular, for their strong performance

on longer spans.
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5.5.1 BERTbase (Devlin et al., 2019b)

An out-of-the-box BERTbase model (bert-base-cased) from the

HuggingFace library (Wolf et al., 2020a) functioning as a baseline.

5.5.2 SpanBERT (Joshi et al., 2020b)

A BERT-style model that focuses on span representations as opposed to

single token representations. SpanBERT is trained by masking contiguous

spans of tokens and optimizing two objectives: (1) masked language model-

ing, which predicts each masked token from its own vector representation.

(2) The span boundary objective, which predicts each masked token from

the representations of the unmasked tokens at the start and end of the

masked span.

We train a SpanBERTbase model from scratch on the BooksCorpus (Zhu

et al., 2015) and English Wikipedia using cased Wordpiece tokens (Wu

et al., 2016). We use AdamW (Kingma and Ba, 2015) for 2.4M training

steps with batches of 256 sequences of length 512. The learning rate is

warmed up for 10K steps to a maximum value of 1e-4, after which it has a

decoupled weight decay (Loshchilov and Hutter, 2019) of 0.1. We add a

dropout rate of 0.1 across all layers. Pretraining was done on a v3-8 TPU

on the GCP and took 14 days to complete. We take the official TensorFlow

implementation of SpanBERT by Ram et al. (2021).

5.5.3 JobBERT

We apply domain-adaptive pre-training (Gururangan et al., 2020b) to

a BERTbase model using the 3.2M unlabeled JP sentences (Table 5.2).7

Domain-adaptive pre-training relates to the continued self-supervised

pre-training of a large language model on domain-specific text. This

approach improves the modeling of text for downstream tasks within the

domain. We continue training the BERT model for three epochs (default in

HuggingFace) with a batch size of 16.

7https://huggingface.co/jjzha/jobbert-base-cased
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5.5.4 JobSpanBERT

We apply domain-adaptive pre-training to our SpanBERT on 3.2M unla-

beled JP sentences.8 We keep parameters identical to the vanilla SpanBERT,

but change the number of steps to 40K to have three passes over the unla-

beled data.

5.5.5 Experiments

We have 391 annotated JPs (Table 5.2) that we divide across three splits:

Train, dev. and test set. We use 101 JPs that all three annotators annotated

as the gold standard test set with aggregated annotations via majority

voting. The 101 postings are divided between the sources as: 36 BIG,

33 HOUSE, and 32 TECH. The remaining 290 JPs were annotated by one

annotator. We use 90 JPs (30 from each source, namely BIG, HOUSE, and

TECH) as the dev. set. The remaining 200 JPs are used as the train set. The

sources in the train set are divided into 60 BIG, 60 HOUSE, and 80 TECH.

5.5.6 Setup

The data is structured as CoNLL format (Tjong Kim Sang, 2002b). For the

nested annotations, the skill tags are appearing only in the first column and

the knowledge tags are only appearing in the second column of the file and

they are allowed to overlap with each other. We perform experiments with

single-task learning (STL) on either the skill or knowledge components,

MTL for predicting both skill and knowledge tags at the same time, while

evaluating the MTL models also on either skills or knowledge components.

We used a single joint MTL model with hard-parameter sharing (Caruana,

1997). All models are with a final Conditional Random Field (CRF; Lafferty

et al., 2001) layer. Earlier research, such as Souza et al. (2019); Jensen

et al. (2021a) show that BERT models with a CRF-layer improve or perform

similarly to its simpler variants when comparing the overall F1 and make

no tagging errors (e.g., B-tag follows I-tag). In the case of MTL we use one

8https://huggingface.co/jjzha/jobspanbert-base-cased
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BERT

SpanBERT
JobBERT

JobSpanBERT
BERT

SpanBERT
JobBERT

JobSpanBERT
BERT

SpanBERT
JobBERT

JobSpanBERT
50

52
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Sp
an
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1

Skills Knowledge Combined

Development Set - Average

STL
MTL

BERT
JobBERT

JobSpanBERT
BERT
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JobSpanBERT
BERT

JobBERT

JobSpanBERT
50

55

60

65

Sp
an
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Skills Knowledge Combined
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STL
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Figure 5.3: Performance of Models. We test the models on SKILLS,
KNOWLEDGE, and COMBINED. We report the span-F1 and standard devia-
tion (error bars) of runs on five random seeds. Note that the y-axis starts
from 50 span-F1. STL indicates single-task learning and MTL indicates the
multi-task model. Differences can be seen on the test set: JobSpanBERT
performs best on SKILLS, JobBERT is best on KNOWLEDGE, and JobBERT
achieves best in COMBINED. Exact numbers of the plots are in Table 5.5
(Subsection 5.9.7).

for each tag type (skill and knowledge). In the STL experiments we use

one CRF for the given tag type.

We use the MACHAMP toolkit (van der Goot et al., 2021b) for our

experiments. For each setup we do five runs (i.e., five random seeds).9 For

evaluation we use span-level precision, recall, and F1, where the F1 for the

MTL setting is calculated as described in Benikova et al. (2014).

9For reproducibility, we refer to Subsection 5.9.6.
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5.6 Results

The results of the experiments are given in Figure 5.3. We show the

average performance of each model in F1 and respective standard deviation

over the development and test split. Exact scores on each source split

and other metric details are provided in Subsection 5.9.7. As mentioned

before, we experiment with the following settings: SKILL, we train and

predict only on skills. KNOWLEDGE, train and only predict for knowledge.

COMBINED, we merge the STL predictions of both skills and knowledge.

We also train the models in an MTL setting, predicting both skills and

knowledge simultaneously. We evaluate the MTL model on both SKILL and

KNOWLEDGE separately, and also compare it against the aggregated STL

predictions.

5.6.1 Performance on Development Set

In Figure 5.3, we show the results on the development set in the upper

plot. We observe similar performance between the domain-adapted STL

models—JobBERT and JobSpanBERT—have similar span-F1 for SKILL:

60.05±0.70 vs. 60.07±0.70. In contrast, for KNOWLEDGE, BERTbase and

JobBERT are closest in predictive performance: 60.44±0.58 vs. 60.66±0.43.

In the COMBINED setting, JobBERT performs highest with a span-F1 of

60.32±0.39. On average, JobBERT performs best over all three settings.

Surprisingly, the models for both SKILL and KNOWLEDGE perform similarly

(around 60 span-F1), despite the sources’ differences in properties and

length Figure 5.2. In addition, we find that MTL is not performing better

than STL across sources. For exact numbers and source-level (i.e., BIG,

HOUSE, TECH), we refer to Subsection 5.9.7.

5.6.2 Performance on Test Set

We select the best performing models in the development set evaluation and

apply it to the test set. Results are in Figure 5.3 in the bottom plot. Since

JobBERT and JobSpanBERT are performing similarly, we apply both to the
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test set and BERTbase. We observe a deviation from the development set

to the test set: JobSpanBERT 60.07±0.30→56.64±0.83 on SKILL, JobBERT

60.66±0.43→63.88±0.28 on KNOWLEDGE. For COMBINED, JobBERT performs

slightly worse: 60.32±0.39→59.73±0.38. Similar to the development set,

we find that on all three methods of evaluation (i.e., SKILL, KNOWLEDGE,

and COMBINED), STL still outperforms MTL. For SKILL and KNOWLEDGE,

STL is almost stochastically dominant over MTL (i.e., significant), and for

COMBINED there is stochastic dominance of STL over MTL, indicated in the

next paragraph.

5.6.3 Significance

We compare all pairs of models based on five random seeds each using

Almost Stochastic Order (ASO; Dror et al., 2019) tests with a confidence

level of α = 0.05. The ASO scores of the test set are indicated in Figure 5.4.

We show that MTL-JobSpanBERT for SKILL shows almost stochastic domi-

nance (ϵmin < 0.5) over all other models. For KNOWLEDGE and COMBINED,

We show that STL-JobBERT is stochastically dominant (ϵmin = 0.0) over all
the other models. For more details, we refer to Subsection 5.9.8 for ASO

scores on the development set.
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Figure 5.4: Almost Stochastic Order Scores of the Test Set. ASO scores
expressed in ϵmin. The significance level α = 0.05 is adjusted accordingly
by using the Bonferroni correction (Bonferroni, 1936). Read from row to
column: E.g., in COMBINED STL-JobBERT (row) is stochastically dominant
over STL-BERTbase (column) with ϵmin of 0.00.
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5.7 Discussion

5.7.1 What Did Not Work

Additionally, we experiment whether representing the entire JP for extract-

ing tokens yields better results than the experiments so far, which were

sentence-by-sentence processing setups. To handle entire JPs and hence

much longer sequences we use a pre-trained Longformerbase (Beltagy et al.,

2020) model. The document length we use in the experiments is 4096

tokens. Results of the Longformer on the test set are lower: For skills,

JobSpanBERT against Longformer results in 56.64±0.83 vs. 52.55±2.39. For

KNOWLEDGE, JobBERT against Longformer shows 63.88±0.28 vs. 57.26±1.05.

Last, for COMBINED, JobBERT against Longformer results in 59.73±0.38

vs. 55.05±0.71. This drop in performance is difficult to attribute to a con-

crete reason: e.g., the Longformer is trained on more varied sources than

BERT, but not specifically for JPs, which may have contributed to this gap.

Since the vanilla Longformer already performs worse than BERTbase overall,

we did not opt to apply domain-adaptive pre-training. Overall, we show

that representing the full JP is not beneficial for SE, at least not in the

Longformer setup tested here.

5.7.2 Continuous Pretraining helps SE

As previously mentioned, due to the domain specialization of the domain-

adapted pre-trained BERT models, they predict more skills and frequently

perform better in terms of precision, recall, and F1 as compared to their

non-adaptive counterparts. This is especially encouraging as we confirm

findings that continuous pre-training helps to adapt models to a specific

domain (Alsentzer et al., 2019a; Lee et al., 2020a; Gururangan et al.,

2020b; Nguyen et al., 2020a). However, there are exceptions. Partic-

ularly in Table 5.5 on TEST for KNOWLEDGE, BERTbase comes closer in

predictive performance to JobBERT (difference of 1.5 F1) than on SKILLS.

Our intuition is that knowledge components are often already in the pre-

training data (e.g., Wikipedia pages of certain competences like Python,
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Java etc.) and therefore adaptive pre-training does not substantially boost

performance.
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Figure 5.5: Average Length of Predictions of Single Models. We show
the average length of the predictions versus the length of our annotated
skills and knowledge components on the test set and the total number of
predicted skills and knowledge tags in each respective split (#). There is a
consistent trend over the three sources.

5.7.3 Difference in Length of Predictions

The main motivation of selecting models optimized for long spans was the

length of the annotations (Figure 5.2). We investigate the average length

of predictions of each model (Figure 5.5) to find out whether the models

that are adapted to handle longer sequences truly predict longer spans.

Interestingly, the average length of predicted skills are longer than the

annotations over all three sources. There is a consistent trend among SKILL:

BIG and TECH have similar length over predictions (>4), while HOUSE is

usually lower than length 3. For both BIG and TECH, JobSpanBERT predicts

the longest skill spans (4.51 and 4.48 respectively). We suspect due to
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Figure 5.6: Average Span-F1 per Span Length. We bucket the perfor-
mance of JobBERT according to the length of the spans until 10 tokens and
show the performance on each length, averaged over five random seeds.
Indicated per bar is the support. The model performs best on medium-
length skill spans (i.e., spans with token length of 4-5). For knowledge
spans, on average, it performs best on short-length spans (i.e., spans with
token length of 1-2).

the domain-adaptive pre-training on JPs, it improved the span prediction

performance. In contrast, the Longformer predicts shorter spans. Note that

the Longformer is not domain-adapted to JPs.

Regarding KNOWLEDGE, there is also a consistent trend: BIG has the

overall longest prediction length while TECH has the lowest. The Long-

former predicts the longest spans on average for BIG and TECH. Knowledge

components are representative of a normal-length NER task and might not

need a specialized model for long sequences. We show the exact numbers

in Table 5.7 (Subsection 5.9.7) and the number of predicted SKILL and

KNOWLEDGE: JobBERT and JobSpanBERT have higher recall than the other

models.
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5.7.4 Performance per Span Length

SKILLS are generally longer than KNOWLEDGE components in our dataset

(Figure 5.2). The previous overall results on the test set (Figure 5.3) show

that performance on SKILL is substantially lower than KNOWLEDGE. We

therefore investigate whether this performance difference is attributed to

the longer spans in SKILL. In Figure 5.6, we show the average performance

of the best performing model (JobBERT) on the three sources (test set)

based on the gold span length, until a length of 10.

In SKILL components (upper plot), we see much support for spans

with length 1 and 2, which then lowers once the spans become longer.

Spans with length of 1 shows low performance on BIG and TECH (around

40 span-F1), which influences the total span-F1. Short skills are usually

soft skills, such as “passionate”, which can be used as a skill or not. This

might confuse the model. In contrast, performance effectively stays similar

(around 60 span-F1) for span length of 2 till 7 for all sources. Afterwards,

it drops in performance. Thus, the weak performance on SKILL seem to be

due to lower performance on the short spans.

For the KNOWLEDGE components (lower plot), they are generally shorter.

We see that there is a gap in support between the sources, TECH has a

larger number of gold labels compared to BIG and HOUSE. Unlike soft

skills, KCs usually consist of proper nouns such as “Python”, “Java”, and

so forth, which connects to the high performance on TECH (around 76

span-F1). Furthermore, support for spans longer than 2 drops considerably.

In this case, if the model predicts a couple of instances correctly, it would

substantially increase span-F1. Contrary to SKILL, high performance of

KNOWLEDGE can be attributed to its strong performance on short spans.

5.8 Conclusion

We present a novel dataset for skill extraction on English job postings—

SKILLSPAN—and domain-adapted BERT models—JobBERT and JobSpan-

BERT. We outline the dataset and annotation guidelines, created for hard
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and soft skills annotation on the span-level. Our analysis shows that domain-

adaptive pre-training helps to improve performance on the task for both

skills and knowledge components. Our domain-adapted JobSpanBERT

performs best on skills and JobBERT on knowledge. Both models achieve

almost stochastic dominance over all other models for skills and knowl-

edge extraction, whereas JobBERT in the STL setting achieves stochastic

dominance over other models.

With the rapid emergence of new competences, our new approach of

skill extraction has future potential, e.g., to enrich knowledge bases such

as ESCO with unseen skills or knowledge components, and in general,

contribute to providing insights into labor market dynamics. We hope our

dataset encourages research into this emerging area of computational job

market analysis.
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5.9 Appendix

5.9.1 Data Statement SKILLSPAN

Following Bender and Friedman (2018), the following outlines the data

statement for SKILLSPAN:

A. CURATION RATIONALE: Collection of job postings in the English lan-

guage for span-level sequence labeling, to study the impact of se-

quence labeling on the extraction of skill and knowledge components

from job postings.

B. LANGUAGE VARIETY: The non-canonical data was collected from the

StackOverflow job posting platform, an in-house job posting col-

lection from our national labor agency collaboration partner (The

Danish Agency for Labor Market and Recruitment10), and web ex-

tracted job postings from a large job posting platform. US (en-US)

and British (en-GB) English are involved.

C. SPEAKER DEMOGRAPHIC: Gender, age, race-ethnicity, socioeconomic

status are unknown.

D. ANNOTATOR DEMOGRAPHIC: Three hired project participants (age

range: 25–30), gender: one female and two males, white European

and Asian (non-Hispanic). Native language: Danish, Dutch. Socioe-

conomic status: higher-education students. Female annotator is a

professional annotator with a background in Linguistics and the two

males with a background in Computer Science.

E. SPEECH SITUATION: Standard American or British English used in job

postings. Time frame of the data is between 2012–2021.

F. TEXT CHARACTERISTICS: Sentences are from job postings posted on

official job vacancy platforms.

G. RECORDING QUALITY: N/A.

H. OTHER: N/A.
10https://www.star.dk/en/
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I. PROVENANCE APPENDIX: The job posting data in TECH is from Stack-

overflow jobs, and is licensed under the CC BY-SA license. The job

posting data from HOUSE is from our collaborators: The Danish

Agency for Labour Market and Recruitment (STAR).

5.9.2 Annotation Guidelines

5.9.2.1 Span Specifications

Legend: Skill , Knowledge , “•” indicates an example sentence.

1. A skill starts with a VERB, otherwise (ADJECTIVE) + NOUN

1.1 Modal verbs are not tagged:

• Can [put personal touch on the menu]SKILL .

• Will [train new staff]SKILL .
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2. Split up phrases with prepositions and/or conjunctions

2.1 Unless the conjunction coordinates two nouns functioning as

one argument:

• [Coordinate parties and conferences]SKILL .

2.2 Do not tag skills with anaphoric pronouns, only tag preceding skill:

• [Prioritizing tasks]SKILL and identifying those that are most impor-

tant.

2.3 Split nouns and adjectives that are coordinated if they do not have a

verb attached:

• Be [inquisitive]SKILL and [proactive]SKILL .

• Prior in-house experience with [media]KNOWLEDGE ,

[publishing]KNOWLEDGE or [internet companies]KNOWLEDGE .

2.4 If there is a listing of skill tags and they lead up to different subtasks,

we split them:

• [keep up the high level of quality in our team]SKILL through

[reviews]SKILL , [pairing]SKILL and [mentoring]SKILL .

3. If there is relevant information appended after irrelevant information

(e.g., info specific to a company) we try to make the skill as short as

possible:

• [providing the best solution]SKILL for Siemens Gamesa in a very

[structured]SKILL and [analytic]SKILL manner.
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4. Note also the words skills and knowledge can be included in the span of

the component if leaving it out makes it nonsensical:

• [personal skills]SKILL → just [personal] would make it nonsensical.

5. Parentheses after a skill tag are included if they elaborate the component

before them or if they are an abbreviation of the component.

6. Inclusion of adverbials in components. Adverbials are included if it

concerns the manner of doing something. All others are excluded:

• like to [solve technical challenges independently]
SKILL

.

• [communicates openly]
SKILL

.

• [striving for the best]SKILL in all that they do.

• [Deliver first class customer service]SKILL to our guests.

• [Making the right decisions]SKILL early in the process.

7. Attitudes as skills. We annotate attitudes as a skill:

• a [can-do-approach]SKILL → we leave out articles from the attitude.

8. Attitudes are not tagged if they contain skill/knowledge components—

then only the span of the skill is tagged.

• like to [solve technical challenges independently]SKILL .

• Passion for [automation]KNOWLEDGE .

• enjoy [working in a team]SKILL .
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9. Miscellaneous:

9.1 Do not tag ironic skills (e.g., lazy).

9.2 Avoid nesting of skills, annotate it as one span.

9.3 We annotate all skills that are part of sections such as “require-

ments”, “good-to-haves”, “great-to-knows”, “optionals”, “after this x

months of training you’ll be able to...”, “At the job you’re going to...”.

9.4 When there is a general standard that can be added to the

skill, we add these:

• [Process payments according to the [...] standards]SKILL .

5.9.3 Knowledge Specifications

1. Rule-of-thumb: knowledge is something that one possesses, and cannot

(usually) physically execute:

• [Python]KNOWLEDGE (programming language).

• [Business]KNOWLEDGE .

• [Relational Databases]KNOWLEDGE .

2. If there is a component between parentheses that belongs to the knowl-

edge component, we add it:

• [(non-) relational databases]KNOWLEDGE .

• [Driver License (UK/EU)]KNOWLEDGE .

3. Licenses and certifications: We add the additional words “certificate”,

“card”, “license”, et cetera. to the knowledge component.
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4. If the knowledge component looks like a skill, but the preceding verb is

vague and empty (e.g., follow, use, comply with, work with) → only tag the

knowledge component:

• Comply with [Food Code of Practice]KNOWLEDGE .

• Work with [AWS infrastructure]KNOWLEDGE .

5. We annotate only specified knowledge components:

• [MongoDB]KNOWLEDGE or other [NoSQL database]KNOWLEDGE .

• [JEST]KNOWLEDGE or other test libraries. → “other test libraries” is

under-specified.

6. Knowledge components can be nested in skill components.

• [Design, execution and analysis...]SKILL

[of [phosphoproteomics]KNOWLEDGE experiments]
SKILL

.

7. If all components coordinate/share one knowledge tag, we annotate it

as one:

• [application, data and infrastructure architecture]KNOWLEDGE . → The

knowledge tags coordinate to “architecture”.

• [chemical/biochemical engineering]KNOWLEDGE .

8. If there is a listing of knowledge tags, we annotate all knowledge tags

separately:

• [Bachelor Degree]KNOWLEDGE in [Mathematics]KNOWLEDGE ,

[Computer Science]KNOWLEDGE , or [Engineering]KNOWLEDGE .
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5.9.4 Other Specifications

1. Rule-of-thumb: If in doubt, annotate it as a skill.

2. We are preferring skills over knowledge components.

3. We prioritize skills over attitudes; if there is a skill within the attitude,

only tag the skill:

• Passionate around [solving business problems]SKILL through

[innovation & engineering practices]KNOWLEDGE .

4. Skill or knowledge components in the top headlines of the JP are not

tagged (e.g., title of a JP). If it is a sub-headline or in the rest of the posting,

tag it.

5. We try to keep the skill/knowledge components as short as possible (i.e.,

exclude information at the end if it makes it too specific for the job).

6. We do not include “fluff” and “triggers” (i.e., words that indicate a skill or

knowledge component will follow: “advanced knowledge of [...]KNOWLEDGE ”)

around the components, including degree. This goes for both before and

after:

• Working proficiency in [developmental toolsets]KNOWLEDGE .

• Knowledge of [application data and architecture]KNOWLEDGE disci-

plines.

• [Manual handling]SKILL tasks.

• [CI/CD]KNOWLEDGE experience.

• You master [English]KNOWLEDGE on level C1.

• Proficient in [Python]KNOWLEDGE and [English]KNOWLEDGE .

• Fluent in spoken and written [English]KNOWLEDGE .
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7. Pay attention to expressions such as “participation in...”, “contributing”,

and “transfer (knowledge)”. These are usually not considered skills.

• Contribute to the enjoyable and collaborative work environment.

• Participation in the Department’s regular research activities.

• Desire to be part of something meaningful and innovative.

8. Skills and Knowledge components that are found in not-so-

straightforward places (e.g., project descriptions) are annotated as well, if

they relate to the position.

9. In the pattern of “skill” followed by some elaboration, see if it can be

annotated with a skill and a knowledge tag:

• [Ensure food storage and prep. areas are maintained]SKILL accord-

ing to [Health & Safety and Audit standards]KNOWLEDGE .

10. Occupations and positions in companies/academia should be excluded.

11. If there’s a knowledge/skill component in the position, we exclude it

as well.

• Experienced Java Engineer. → completely untagged.
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12. Only annotate the skills that are related to the position.

12.1. This includes skills that are specific for the position as well

(e.g., skills of a ruminants professor versus math professor).

12.2 Also skills that the person for the position is expected to do

in the future.

12.3 This does not include skills, knowledge or attitudes describ-

ing only the company, the group you will join in the department, and so

on. Only annotate if it is specified or implied that the employee should

possess the skill as well.

13. We annotate industries and fields (that the employee will be working

in) as knowledge components.

5.9.5 Type of Skills Annotated

In both Table 5.8 and Table 5.9, we show the top-10 skill and knowledge

components that have been annotated. We split the top-10 among the data

splits (i.e., train, development, and test set), and also between source splits

(i.e., BIG, HOUSE, TECH).

5.9.6 Reproducibility

We use the default hyperparameters in MACHAMP (van der Goot et al.,

2021b) as shown in Table 5.4. For more details we refer to their paper. For

the five random seeds we use 3477689, 4213916, 6828303, 8749520, and

9364029. All experiments with MACHAMP were ran on an NVIDIA® TITAN

X (Pascal) 12 GB GPU and an Intel® Xeon® Silver 4214 CPU.

5.9.7 Exact Number of Performance

In Table 5.5, we show the exact numbers of the plot indicated in Figure 5.3.

In addition, we also show the results of each respective split.
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Parameter Value Range

Optimizer AdamW
β1, β2 0.9, 0.99
Dropout 0.2 0.1, 0.2, 0.3
Epochs 20
Batch Size 32
Learning Rate (LR) 1e-4 1e-3, 1e-4, 1e-5
LR scheduler Slanted triangular
Weight decay 0.01
Decay factor 0.38 0.35, 0.38, 0.5
Cut fraction 0.2 0.1, 0.2, 0.3

Table 5.4: Hyperparameters of MACHAMP.

For the STL models, we observe differences in performances over the

sources which is particularly pronounced for knowledge components: The

TECH source is the easiest to process (and has most SKCs), while SKCs

identification performance is the lowest for BIG. This might be due to the

broad nature of this source.

In the exact results table (Table 5.5) we add a (†) next to the highest

span-F1 if the model is truly stochastically dominant (ϵmin = 0.0) over

all the other models. (*) denotes that the best model achieved almost
stochastic dominance (ϵmin < 0.5) over—at minimum—one other model

(e.g., in TEST rows w.r.t COMBINED: MTL-JobBERT ⪰ MTL-JobSpanBERT

with ϵmin = 0.06) and stochastically dominant over the rest.

In Table 5.6, we report the precision and recall of the models, SKILL

and KNOWLEDGE show the precision and recall of the STL models. MULTI

shows the precision and recall of the MTL models.

Last, in Table 5.7, we show the exact numbers of the length of pre-

dictions Figure 5.5. We also add the number of predicted SKILL and

KNOWLEDGE Overall, JobBERT and JobSpanBERT predict more skills in

general than the other models. This is also the case for knowledge com-

ponents. We hypothesize that this might be due to the BERT models now

being more specialized towards the JP domain and recognizing more SKCs.

116



Chapter 5. SkillSpan 5.9. Appendix

Evaluation→ SKILL KNOWLEDGE COMBINED

Src. ↓ Model, Task→ STL MTL STL MTL STL (*2) MTL

B
IG

BERTbase 59.55±0.97 58.88±1.14 50.68±3.25 51.10±1.67 57.46±1.19 57.00±0.91
SpanBERT 59.78±0.44 60.02±2.15 50.65±2.32 51.79±2.12 57.71±0.53 58.00±2.07
JobBERT 60.60±0.81 59.76±0.60 50.29±1.86 47.59±1.11 58.19±0.49 56.75±0.50
JobSpanBERT 60.16±0.61 59.44±1.11 45.20±2.76 47.69±3.38 56.56±0.49 56.58±0.63

H
O

U
S

E

BERTbase 56.83±1.29 55.89±1.90 55.00±1.11 54.05±1.00 56.17±0.92 55.20±1.35
SpanBERT 57.54±1.08 57.30±0.84 52.01±1.72 51.48±1.01 55.55±1.10 55.09±0.74
JobBERT 59.81±1.17 59.97±0.85 54.94±1.15 54.23±2.60 58.02±0.93 57.80±1.50
JobSpanBERT 59.97±1.03 59.62±0.74 55.66±1.51 53.10±1.27 58.37±1.07 57.14±0.56

T
E

C
H

BERTbase 59.05±0.71 58.34±0.75 64.08±1.04 63.77±1.18 62.10±0.67 61.65±0.62
SpanBERT 58.39±0.46 58.61±1.14 62.68±0.60 63.40±0.93 61.02±0.35 61.56±0.81
JobBERT 59.81±0.75 59.36±0.90 64.57±0.42 63.15±0.94 62.69±0.40 61.67±0.90
JobSpanBERT 60.09±1.43 59.48±0.61 63.40±1.51 63.23±0.64 62.09±0.85 61.80±0.54

BERTbase 58.45±0.68 57.67±1.01 60.44±0.58 59.98±0.75 59.35±0.46 58.72±0.48
SpanBERT 58.53±0.33 58.60±0.83 58.89±0.49 59.21±0.78 58.69±0.36 58.88±0.64
JobBERT 60.05±0.70 59.69±0.62 60.66±0.43

* 59.15±1.07 60.32±0.39
* 59.44±0.81

A
V

E
R

A
G

E

JobSpanBERT 60.07±0.30
† 59.51±0.68 59.47±1.31 59.04±0.65 59.79±0.53 59.29±0.43

BERTbase 54.34±0.74 54.20±0.68 62.43±0.41 61.66±0.83 58.16±0.47 57.73±0.66
JobBERT 56.11±0.49 55.46±0.75 63.88±0.28

* 63.35±0.30 59.73±0.38
† 59.18±0.37

T
E

S
T

JobSpanBERT 56.64±0.83
* 56.27±0.55 61.06±0.99 61.87±0.55 58.72±0.69 58.90±0.48

Table 5.5: Performance of Models. We test the models on skills, KNOWL-
EDGE, and COMBINED (MTL). We report the span-F1 and standard deviation
of runs on five random seeds on the development set (AVERAGE, in gray).
Results on the test set are below in the TEST rows (in cyan). STL indicates
single-task learning and MTL indicates the multi-task model. Bold numbers
indicate best performing model in that experiment. A (†) means that it
is stochastically dominant over all the other models. (*) denotes almost
stochastic dominance (ϵmin < 0.5) over—at minimum—one other model.

5.9.8 Significance Testing

Recently, the ASO test (Dror et al., 2019)11 has been proposed to test

statistical significance for deep neural networks over multiple runs. Gen-

erally, the ASO test determines whether a stochastic order (Reimers and

Gurevych, 2018) exists between two models or algorithms based on their

respective sets of evaluation scores. Given the single model scores over

multiple random seeds of two algorithms A and B, the method computes a

test-specific value (ϵmin) that indicates how far algorithm A is from being

11Implementation of Dror et al. (2019) can be found at https://github.com/Kaleido
phon/deep-significance (Ulmer, 2021)
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Evaluation→ SKILL KNOWLEDGE MULTI

Src. ↓ Model Precision Recall Precision Recall Precision Recall
B

IG

BERTbase 57.09±1.70 62.27±1.28 43.95±4.17 60.00±1.65 52.63±1.32 62.19±0.87
SpanBERT 58.28±0.59 61.36±0.68 45.80±2.89 56.82±3.39 54.02±1.81 62.63±2.60
JobBERT 57.90±1.25 63.59±0.99 43.45±1.98 59.84±3.44 51.13±0.48 63.74±0.79
JobSpanBERT 58.39±1.03 62.09±1.85 38.55±3.12 54.76±3.18 52.22±0.35 61.75±1.22

H
O

U
S

E

BERTbase 55.95±2.46 57.79±0.67 52.84±0.65 57.42±2.76 51.65±1.11 59.28±2.07
SpanBERT 56.70±1.59 58.44±1.16 49.87±2.57 54.49±3.09 52.27±0.64 58.25±1.50
JobBERT 58.16±1.30 61.56±1.53 51.18±2.18 59.37±1.34 53.72±1.57 62.56±1.47
JobSpanBERT 59.04±0.85 60.99±2.58 51.36±2.70 60.84±1.19 53.91±0.77 60.79±0.54

T
E

C
H

BERTbase 58.28±1.30 59.89±1.39 60.79±1.89 67.79±1.20 58.19±1.12 65.55±0.75
SpanBERT 58.62±0.32 58.16±0.76 59.43±1.21 66.35±1.18 58.34±0.97 65.17±1.41
JobBERT 58.81±1.38 60.88±1.51 61.38±1.11 68.14±1.36 57.69±0.93 66.25±0.90
JobSpanBERT 59.86±3.07 60.40±0.68 59.78±2.43 67.57±1.97 58.26±0.82 65.82±0.91

A
V

E
R

A
G

E BERTbase 57.11±1.65 59.90±0.95 56.86±1.33 64.54±1.31 55.02±0.85 62.98±0.93
SpanBERT 57.85±0.65 59.23±0.52 55.65±1.09 62.58±1.56 55.61±0.61 62.58±1.25
JobBERT 58.29±1.08 61.94±1.16 56.73±1.41 65.22±1.03 55.03±0.84 64.62±0.77
JobSpanBERT 59.11±1.59 61.12±1.49 55.11±2.41 64.66±1.38 55.64±0.56 63.46±0.69

T
E

S
T BERTbase 56.02±1.50 52.79±1.18 59.09±0.85 66.20±1.69 55.82±1.03 59.79±0.87

JobBERT 55.94±1.19 56.29±0.49 60.03±1.13 68.30±1.46 55.87±0.29 62.89±0.56
JobSpanBERT 57.57±1.24 55.77±1.65 57.83±1.03 64.71±2.10 57.06±0.74 60.89±0.42

Table 5.6: Precision and Recall of Models. We test the models on skills,
knowledge, and multi-task setting. We report the average precision, recall
and standard deviation of runs on five random seeds on the development
set (AVERAGE). Results on the test set are below in the TEST rows.

significantly better than algorithm B. When distance ϵmin = 0.0, one can

claim that A stochastically dominant over B with a predefined significance

level. When ϵmin < 0.5 one can say A ⪰ B. On the contrary, when we have

ϵmin = 1.0, this means B ⪰ A. For ϵmin = 0.5, no order can be determined.

We took 0.05 for the predefined significance level. In Figure 5.7, we show

the ASO scores on the development set.
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Source→ BIG HOUSE TECH

↓ Model SKILLS (#) KNOWLEDGE (#) SKILLS (#) KNOWLEDGE (#) SKILLS (#) KNOWLEDGE (#)

ANNOTATIONS 4.16 (634) 2.03 (242) 3.81 (637) 1.91 (350) 3.92 (459) 1.69 (834)
BERTbase 4.42±0.11 (628) 2.17±0.06 (307) 3.89±0.11 (615) 1.98±0.04 (461) 4.43±0.06 (449) 1.75±0.02 (885)
SpanBERT 4.50±0.04 (621) 2.14±0.03 (298) 3.92±0.04 (597) 2.03±0.03 (441) 4.33±0.06 (444) 1.76±0.03 (869)
JobBERT 4.38±0.11 (670) 2.10±0.06 (313) 3.97±0.08 (650) 1.99±0.04 (470) 4.42±0.10 (479) 1.72±0.03 (932)
JobSpanBERT 4.51±0.09 (629) 2.08±0.05 (313) 3.95±0.11 (623) 2.01±0.06 (452) 4.48±0.12 (439) 1.71±0.03 (875)
Longformer 4.45±0.14 (653) 2.22±0.04 (298) 3.90±0.17 (639) 1.97±0.03 (483) 4.40±0.10 (472) 1.80±0.05 (864)

Table 5.7: Average Length of Predictions of Single Models. We show
the average length of the predictions versus the length of our annotated
skills and knowledge components on the test set and the total number of
predicted skills and knowledge tags in each respective split (#).
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Figure 5.7: Almost Stochastic Order Scores of the Development Set.
ASO scores expressed in ϵmin. The significance level α = 0.05 is adjusted
accordingly by using the Bonferroni correction (Bonferroni, 1936). Read
from row to column: E.g., STL-JobBERT (row) is stochastically dominant
over STL-BERTbase (column) with ϵmin of 0.00.
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Knowledge

Src. Train Development Test

B
IG

english full uk driving licence strategic planning
driving license sap energy assessments english
excel right to work in the uk cscs card
cscs card sen pms
maths acca/aca reservation systems
ppc professional kitchen keynote
service design cra calculations illustrator
uk/emea policies email marketing aba
bachelor’s degree qualitative and quantitative social research methods sen
computer science care setting full driving license

H
O

U
S

E

english english english
engineering supply chain danish
computer science project management business
product management powders java
python machine learning marketing
finance phd degree plm
project management muscle models with learning and adaptation production
agile walking robots supply chain
danish model rules economics
javascript capacity development excel

T
E

C
H

javascript java java
python javascript python
java aws .net
agile docker financial services
financial services node.js c#
node.js typescript javascript
english react cloud
kubernetes linux english
cloud amazon-web-services reactjs
docker devops automation

Table 5.9: Most Frequent Knowledge in the Data. Top–10 knowledge
components in our data in terms of frequency.
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Chapter 6
Kompetencer: Fine-grained Skill Classification

in Danish Job Postings via Distant Supervision

and Transfer Learning

The work presented in this chapter is based on a paper that has been

published as: Mike Zhang, Kristian Nørgaard Jensen, and Barbara Plank.

Kompetencer: Fine-grained skill classification in Danish job postings via

distant supervision and transfer learning. In Proceedings of the Thirteenth
Language Resources and Evaluation Conference, pages 436–447, Marseille,

France, June 2022b. European Language Resources Association. URL

https://aclanthology.org/2022.lrec-1.46.

123

https://aclanthology.org/2022.lrec-1.46


6.1. Introduction Chapter 6. Kompetencer

Abstract

Skill Classification (SC) is the task of classifying job competences from

job postings. This work is the first in SC applied to Danish job vacancy

data. We release the first Danish job posting dataset: KOMPETENCER (en:

competences), annotated for nested spans of competences. To improve

upon coarse-grained annotations, we make use of The European Skills,

Competences, Qualifications and Occupations (ESCO; le Vrang et al., 2014)

taxonomy API to obtain fine-grained labels via distant supervision. We

study two setups: The zero-shot and few-shot classification setting. We

fine-tune English-based models and RemBERT (Chung et al., 2020) and

compare them to in-language Danish models. Our results show RemBERT

significantly outperforms all other models in both the zero-shot and the

few-shot setting.

6.1 Introduction

Job Posting data (JPs) is emerging on a variety of platforms in big quanti-

ties, and can provide insights on labor market skill set demands and aid

job matching (Balog et al., 2012). Skill Classification (SC) is to classify

competences (i.e., hard and soft skills) necessary for any occupation from

unstructured text or JPs.

Several works focus on Skill Identification (Jia et al., 2018; Sayfullina

et al., 2018; Tamburri et al., 2020). This is to classify whether a skill

occurs in a sentence or job description. However, continuing the pipeline,

there is little work in further categorizing the identified skills by leveraging

taxonomies such as ESCO. Another limitation is the scope of language,

where all previous work focus on English job postings. This hinders in

particular local job seekers from finding an occupation suitable to their

specific skills within their community via online job platforms.

In this work, we look into the Danish labor market. We introduce KOM-

PETENCER, a novel Danish job posting dataset annotated on the span-level
for nested Skill and Knowledge Components (SKCs) in job postings. We
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do not directly annotate for the fine-grained taxonomy codes from e.g.,

ESCO, but rather annotate more generic spans of SKCs (Figure 6.2), and

then exploit the ESCO API to bootstrap fine-grained SKCs via distant super-

vision (Mintz et al., 2009) and create “silver” data for skill classification.

Our proposed distant supervision pipeline is denoted in Figure 6.1.

Recently, Natural Language Processing has seen a surge of several

transfer learning methods and architecture which help improve state-of-

the-art significantly on several tasks (Peters et al., 2018; Howard and

Ruder, 2018; Radford et al., 2018; Devlin et al., 2019b). In this work,

we explore the benefits of zero-shot cross-lingual transfer learning with

English BERTbase (Devlin et al., 2019b) and a BERTbase that we continuously

pretrain (Han and Eisenstein, 2019; Gururangan et al., 2020b) on 3.2M

English JP sentences and test on Danish and compare it to in-language

models: Danish BERT and our domain-adapted Danish BERT model on

24.5M Danish JP sentences. We analyze the zero-shot transfer of English

to Danish SC. Last, we experiment with few-shot training: We fine-tune a

multilingual model (Chung et al., 2020) on English JPs with a few Danish

JPs and show how zero-shot transfer compares to training on a small

amount of in-language data.

Contributions. 1 We release KOMPETENCER,1 the first Danish Skill Clas-

sification dataset with distantly supervised fine-grained labels using the

ESCO taxonomy. 2 We furthermore present experiments and analysis

with in-language Danish models vs. a zero-shot cross-lingual transfer from

English to Danish with domain-adapted BERT models. 3 We target a

few-shot learning setting with a multilingual model trained on both English

and a few Danish JPs.
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Span-level Annotations 
of Skills & Knowledge

Taxonomy Codes from 
ESCO API

S1
K4

K4

K?

S?

K2

Fine-grained Annotations  
for Skill & Knowledge

Distant Supervision for Skill Classification

S1

K4

K?

K1

S5

K2

Classification

ESCO
 API

Figure 6.1: Pipeline for Fine-grained Danish Skill Classification. We
propose a distant supervision pipeline, where we have identified spans of
skills and knowledge. We query the ESCO API and fine-tune a model on
the distantly supervised labels.

6.2 KOMPETENCER Dataset

6.2.1 Skill & Knowledge Definition

There is an abundance of competences and there have been large efforts

to categorize them. The European Skills, Competences, Qualifications

and Occupations (ESCO; le Vrang et al., 2014) taxonomy is the standard

terminology linking skills, competences and qualifications to occupations.

The ESCO taxonomy mentions three categories of competences: Knowledge,

skill, and attitudes. ESCO defines knowledge as follows:

“Knowledge means the outcome of the assimilation of informa-

tion through learning. Knowledge is the body of facts, princi-

ples, theories and practices that is related to a field of work or

study.” 2

For example, a person can acquire the Python programming language

through learning. This is denoted as a knowledge component and can be
1https://github.com/jjzha/kompetencer
2ec.europa.eu/esco/portal/escopedia/Knowledge
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↓ Statistics, Language→ ENGLISH (EN) DANISH (DA)

# Posts 391 60
# Sentences 14,538 1,479
# Tokens 232,220 20,369
# Skill Spans 6,576 665
# Knowledge Spans 6,053 255
x̄ Skill Span 3.97 3.71
x̄ Knowledge Span 1.80 1.73
x̃ Skill Span 4 3
x̃ Knowledge Span 1 1
Skill [90%] [1, 9] [1, 9]
Knowledge [90%] [1, 5] [1, 4]
Silver fine-grained labels ✓ ✗

Gold fine-grained labels ✗ ✓

Table 6.1: Statistics of Annotated Dataset. We report the total number
of JPs across languages and their respective number of sentences, tokens,
and SKCs. Below, we show the mean length of SKCs (x̄), median length of
SKCs (x̃), and the 90th percentile of length [90%] starting from length 1.
We also indicate the type of labels in both sets (silver or gold labels). The
EN set is larger than the DA split.

considered generally a hard skill. However, one also needs to be able to

apply the knowledge component to a certain task. This is known as a skill
component. ESCO formulates it as:

“Skill means the ability to apply knowledge and use know-how

to complete tasks and solve problems.” 3

In ESCO, the soft skills are referred to as attitudes. ESCO considers attitudes

as skill components:

“The ability to use knowledge, skills and personal, social and/or

methodological abilities, in work or study situations and pro-

fessional and personal development.” 4

3ec.europa.eu/esco/portal/escopedia/Skill
4data.europa.eu/esco/skill/A
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Samt arbejde med retningslinjer for datamodellering .

SKILL
KNOWLEDGE

Jobbet består af arbejde selvstændig og i team .

SKILL

Du skal kunne skrive , læse og tale dansk .

KNOWLEDGE

Figure 6.2: Examples of Skills and Knowledge Components. Annotated
samples of passages in varying Danish job postings. SKCs can be nested as
shown in the first example.

To sum up, hard skills are usually referred to as knowledge components,

and applying these hard skills to something is considered a skill. Then, soft

skills are referred to as attitudes, these are part of skill components. There

has been no work, to the best of our knowledge, in annotating skill and

knowledge components in JPs.

6.2.2 Dataset Statistics

Both the English and Danish data comes from a large job platform with

various types of JPs.5 The English JPs are from Zhang et al. (2022a).

In Table 6.1, we show the statistics of both the annotated English and

Danish data split. We note that the number of English JPs is larger than the

Danish split. For Danish, there are fewer knowledge spans proportional to

English. Apart from this, both the English and Danish JPs follow a similar

trend in terms of statistics. The mean length of skills and knowledge (x̄)

is slightly shorter for Danish, 3.97 vs. 3.71 and 1.80 vs. 1.73 respectively.

The median length of skills (x̃) is one token shorter for Danish. However,

we note again that the length of skills can vary substantially, ranging from

1–9 for both languages. Then, for knowledge components this ranges from

1–5 and 1–4 for English and Danish respectively. The similarity in statistics

5We release the annotated spans in https://github.com/jjzha/kompetencer/tree/
master/data
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Figure 6.3: Label Distribution of Distantly Supervised Labels. In the
top and middle barplot we show the fine-grained label distribution of the
English training and development split respectively. The splits follow a
similar distribution. For the Danish training split on the bottom, there is a
large increase of A1 labels, which indicate more attitude-like skills. All splits
have a larger fraction of the label S1, which encapsulates communicative
skills. Explanations of labels are given in Table 6.3, Table 6.4, and Table 6.5
(Subsection 6.7.3, Appendix).

shows the consistency of annotations, which we elaborate on in the next

section.

Figure 6.2 shows some examples of the annotated SKCs. “Samt arbejde

med retningslinjer for datamodellering” (en: “As well as working with

guidelines for data modeling”), shows a nesting example: “datamodeller-

ing” shows a knowledge component (i.e., something that one can learn),

and the skill is to apply it. “Jobbet består af arbejde selvstændig og i team”

(en: The job consists of working independently and in a team) indicates an

attitude as “working independently or in a team” is a social ability. We fur-

thermore consider languages a knowledge component, as one can acquire

the language through schooling. Overall, the classification of the spans

could be a short sentence (i.e., ≤9 tokens) or single token classification.
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6.2.3 Annotations

Skill Identification Annotations We annotate with the annotation guide-

lines denoted in Zhang et al. (2022a) used on the English data split to

identify the SKCs in a JP. There are around 57.5K tokens (approximately

4.6K sentences, in 101 job posts) that was used to calculated agreement on.

The annotations were compared using Cohen’s κ (Fleiss and Cohen, 1973)

between pairs of annotators, and Fleiss’ κ (Fleiss, 1971), which generalizes

Cohen’s κ to more than two concurrent annotations. We consider two

levels of κ calculations: TOKEN is calculated on the token level, comparing

the agreement of annotators on each token (including non-entities) in the

annotated dataset. SPAN refers to the agreement between annotators on

the exact span match over the surface string, regardless of the type of

named entity, i.e., we only check the position of tag without regarding the

type of the named entity. The observed agreement scores over the three

annotators is between 0.70–0.75 Fleiss’ κ for both levels of calculation

which is considered a substantial agreement (Landis and Koch, 1977). Then,

for the Danish data split, we use the same guidelines as for English. Here,

we consider one annotator that annotates for the SKCs.

Fine-grained Annotations Currently, our proposed dataset consists of

identified SKCs. To obtain fine-grained labels of each span, we explore

distant supervision using the ESCO API, where the setup is broadly de-

picted in Figure 6.1. The annotated spans are queried to the API, then

via Algorithm 2, we determine whether the obtained SKC is “relevant” or

not via Levenshtein distance matching (Levenshtein, 1966). In addition,

we determine the quality of the distant supervised labels by human eval-

uation. We manually check each of the annotated spans to its obtained

label from the ESCO API. After checking a subset 2,622 English labels —

without correcting — and its distantly supervised labels, we obtain 41.3%

accuracy on the correctness of the distantly supervised labels. We note that

across all 9,473 labels in the original English training and development

data (details of train/dev/test splits in Subsection 6.3.3), a total of 7.4% is
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Algorithm 2: Getting the best match for a skill in the ESCO API
using Levenshtein distance

1 X ← Top-100 query results from ESCO;
2 X ← {x | typeof(x) = Type};
3 d←∞;
4 r ← None;
5 for x ∈ X do
6 // Find Skill in the ESCO API
7 D ← levenshtein(x,Skill);
8 if D = 0 then
9 return x ; // Perfect match

10 end
11 if D < d then
12 r ← x;
13 d← D;
14 end
15 end
16 return r ; // Best match based on Levenshtein distance

unidentified by the ESCO database, and is thus labeled by K99 from ESCO

in the resulting train and development data here. For the Danish data, we

obtain 70.4% accuracy on the training set and 20.2% is missing, albeit

the Danish training set only contains 138 SKCs. For the Danish test set,

we correct the distantly supervised labels to create a gold test set. Here,

14.1% was initially correct and 23.5% missed a label. In Figure 6.3, we

show the distantly supervised fine-grained label distribution of the English

training and development set split, and the Danish training split. The

following labels: 0000, K?, and S? are artifacts of querying the ESCO API

(i.e., unidentified skills). We did not employ any post-processing and left

them as is. We presumed they would not influence the model significantly

as their numbers are low.
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Taxonomy Codes from 
ESCO API

E
SC

O
 A

PI

391 EN JPs

60 DA JPs

S1

K7

K5

S6

K1

K7

Train (290 EN JPs) BERT JobBERT

DaBERT DaJobBERT

1 2

3 4

Experimental Pipeline Skill Classification

Dev. Set 
(51 EN JPs)Train (10 DA JPs)

Test set 
 (50 EN JPs or 50 DA JPs)

Figure 6.4: Experimental Pipeline for Fine-grained Danish Skill Clas-
sification. Read from left to right, we start with each respective dataset
for English (EN) and Danish (DA). We obtain the labels from the ESCO
API and train for each language split two models: For EN, these are (1)
BERTbase and (2) JobBERT. For DA, these are (3) DaBERT and (4) DaJob-
BERT. The Danish data is split into 10/50 train/test and the English data
in to 290/51/50 train/dev/test JPs. The Danish models are fine-tuned on
the Danish train set, and use no in-language development set (i.e., English
dev.). In the end all models are applied to the Danish and English test set
separately.

6.3 Methodology

In the current setting, we have annotated spans of SKCs. We extract the

spans from the JPs and query the ESCO API to obtain silver labels. We

formulate this task as a text classification problem. We consider a set of JPs

D, where d ∈ D is a set of extracted spans (and not full sentences) with the

ith span X i
d = {x1, x2, ..., xT } and a target class c ∈ C, where C = {S*, K*}.

The labels S* and K* depend on the distantly supervised ESCO taxonomy

code (e.g., S4: Management Skills,6 K2: Arts and Humanities7). The goal

of this task is then to use D to train an algorithm h : X 7→ C to accurately

predict skill tags by assigning an output label c for input X i
d.

6http://data.europa.eu/esco/skill/S4
7http://data.europa.eu/esco/isced-f/02
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6.3.1 Encoders

As baseline for Danish SC, we consider a Danish BERT (DaBERT) encoder.8

Following Gururangan et al. (2020b), we continuously pretrain DaBERT

on 24.5M Danish JP sentences for one epoch, we name this DaJobBERT.9

To test zero-shot performance from English to Danish for SC, we use

BERTbase (Devlin et al., 2019b) and a domain-adapted BERTbase model on

3.2M JP sentences, namely JobBERT (Zhang et al., 2022a). We assume

that domain-adapted models like JobBERT and DaJobBERT would improve

SC as the “domain” is the same.

6.3.2 Multilingual Encoder

We explore whether using a multilingual encoder would benefit the classifi-

cation of skills for Danish in a low-resource setting. For the experiments we

use RemBERT (Chung et al., 2020), it has recently shown to outperform

mBERT (Devlin et al., 2019b) on several tasks. All models are using a final

Softmax layer for the classification of spans.

6.3.3 Experimental Setup

Our detailed experimental setup is shown in Figure 6.4. We start with 391

English and 60 Danish job postings (Table 6.1) annotated with spans of

SKCs. The spans are then queried to the ESCO API (Figure 6.1). We split

the English data into 290 train (9,472 SKCs), 51 dev (1,577 SKCs), and

50 JPs for test (1,578 SKCs), and for the Danish data we split this into 10

JPs (138 SKCs) for training and 50 JPs for test (782 SKCs). For the label

distribution we refer back to Figure 6.3 (excl. test).

We fine-tune BERTbase and JobBERT on the spans in 290 English JPs.

Next, we fine-tune DaBERT and DaJobBERT on the 10 Danish JPs. For

RemBERT, we fine-tune in three ways: Only on English, only on Danish,

and on both English and Danish together. For all setups, we choose the

8https://huggingface.co/Maltehb/danish-bert-botxo
9https://huggingface.co/jjzha/dajobbert-base-cased
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model with the best score on the English dev. set. As pointed out by Artetxe

et al. (2020): Pure unsupervised cross-lingual transfer should not use any

cross-lingual signal by definition. As our attention is on Danish, we do not

use any Danish labeled training data nor dev. data in the zero-shot setting.

All models in the end will be tested on the held-out 50 English and Danish

JPs separately.10 In summary, we have three setups: (1) Fine-tuned on

English JPs only (BERT, JobBERT, RemBERT), (2) fine-tuned on Danish JPs

only (DaBERT, DaJobBERT, RemBERT), and (3) fine-tuned on both English

and Danish JPs (RemBERT). We consider (1) a zero-shot setting, while (2)

and (3) do have access to some Danish training data, hence this is a few-

shot setting. Throughout the experiments, we use the MACHAMP (v0.3)

toolkit (van der Goot et al., 2021b) for classification. All reported results

are the average over five runs with different random seeds on weighted

macro-F1.

6.4 Analysis of Results

We show the experimental results in Figure 6.5. Plotted is the weighted

macro-F1 of all three setups with seven models and their corresponding

standard deviation on the English development set, English test set, and the

Danish test set. All models left of the black vertical line are the zero-shot

setup, applied to Danish. On the right, these models are in the few-shot

setting, this is due to the model having access to some target language

training data (DA).

6.4.1 Performance Zero-shot Setting

For the models trained on English only (BERT, JobBERT, and RemBERT

(EN)) when applied to the English development set, all three models

perform similarly. They achieve around 0.63–0.64 weighted macro-F1 with

little standard deviation: BERTbase 0.628±0.004, JobBERT 0.628±0.006, and

10The English test set contains silver labels (distantly supervised), while the Danish test
set is human corrected (gold).
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Figure 6.5: Performance of Models on English and Danish. We test
seven setups on several splits of data: English development (DEV (EN)),
English test set (TEST (EN)), and Danish test set (TEST (DA)). Reported
is the weighted macro-F1. The whiskers indicate each respective standard
deviation of runs on five random seeds. Left side of the black vertical
line indicates a full zero-shot setting on TEST (DA), on the right shows
the few-shot setting on the same test set. With respect to the models,
language abbreviation in brackets (e.g., BERT (EN)) indicates what it has
been fine-tuned on. Exact numbers including significance testing are noted
in Table 6.6 (Subsection 6.7.4, Appendix).

RemBERT (EN) 0.629±0.003 weighted macro-F1. Similarly for the English

test set: BERTbase 0.632±0.007, JobBERT 0.644±0.006, and RemBERT (EN)

0.637±0.007 weighted macro-F1, where JobBERT significantly outperforms

all other models (details in Subsection 6.7.4).

It is a tacit that the English-based models perform better than the base-

line (DaBERT) on English, both dev. and test. Conversely, the English-based

models perform poorly on the Danish test set: BERTbase 0.038±0.008 and

JobBERT 0.063±0.005 weighted macro-F1. However, given a multilingual

encoder (RemBERT) only trained on English, gives a significant gain in

zero-shot performance (0.354±0.021) with little standard deviation and

significantly outperforms the other zero-shot setting models including the

target-language baseline (DaBERT). We strongly suspect this is due to
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Danish being included in the pretraining data of RemBERT.

6.4.2 Performance Few-shot Setting

Apart from RemBERT (EN+DA) having access to English data, all other

models fine-tuned on Danish perform poorly on English dev. and test. The

performance of RemBERT (DA) is slightly better than the best perform-

ing Danish-only model DaJobBERT (0.098±0.040 vs.0.096±0.024 weighted

macro-F1 on English test), where our intuition again goes to the pretraining

data.

For DA test, DaBERT is a strong baseline, achieving 0.199±0.058

weighted macro-F1 with little Danish training data. RemBERT (DA) did

not result in significant gains having pretrained on multiple languages and

another intuition could be that this is a result of negative transfer (Rosen-

stein et al., 2005). Then, DaJobBERT performs better than DaBERT on the

Danish test set: 0.395±0.021 weighted macro-F1. Note that we conducted

domain adaptive pretraining from the DaBERT checkpoint on 24.5M Danish

JP sentences for one epoch with the Masked Language Modeling objective.

This shows that in-language and in-domain pretraining is beneficial for this

specific task of SC.

6.4.3 Combining Training Data

Last, giving RemBERT all training data (English and Danish) results in

substantial improvement over all other models in the zero-shot and few-

shot setting alike: 0.472±0.014, which significantly outperforms all other

models on Danish test. Henceforth, it is helpful to have a bit of target-

language training data for higher resulting performance.

6.4.4 Is Domain Adaptive Pretraining Worth It?

In light of the results, domain adaptive pretraining shows its benefit for

both English and Danish fine-tuning. Specifically for Danish, from the

baseline (DaBERT), the improvement is close to 0.2 weighted macro-
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Figure 6.6: Confusion Matrix of RemBERT (EN). We show the confusion
matrix of the zero-shot setting with RemBERT (EN). On the diagonal are
the correctly predicted labels. Most of the “confusion” is with respect to
the labels that encompass the larger fraction of the test set: A1: Attitudes
and S1: Communication, collaboration and creativity.

F1 with DaJobBERT. The domain adaptive pretraining took ∼35 hours,

using 4 GPUs, to pass once over the unlabeled data (24.5M Danish JP

sentences). The largest gain is obtained with combining both English and

Danish training data: The improvement is around 0.27 weighted macro-F1.

However, the 391 EN and 60 DA JPs took around two months of non-stop

annotating. In short, there is a trade-off between continuous pretraining

on unlabeled text and annotating: (1) Domain adaptive pretraining gives

short-term gains with little costs, but there needs to be enough unlabeled

data in the right domain. (2) Annotating extra data results in larger gains

long-term, but there is more costs involved.
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6.4.5 Analysis of Predictions

In Figure 6.6, we show the confusion matrix of the best performing zero-

shot model on the test set of the best run and investigate what the model

does not predict correctly. In the matrix, the model mostly confuses the la-

bel A1, which relates to attitudes and gets predicted as S1: Communication,

collaboration and creativity. There could be some overlap between these

labels as for example the skill “effektiv” (en: efficient/effective). This is

officially labeled as an attitude by ESCO, but a grey area is that “effective”

could relate to “creativity”.

There is also a small cluster of confusion from S1-4. These are rather

distinct classes of skills. For example, S4 means management skills. A

specific example is “fagligt velfunderet” (en: professionally sound), this

could be an attitude. This is all hard to determine since there is no context

around the skill. Overall, there is some confusion between the skills

when taken out of context. We leave the exploration of fine-grained skill

classification with context for future work.

6.4.6 Qualitative Analysis Distant Supervision

We analyze the label selection method and the missing labels in the English

dataset as mentioned in Line 16. We find that the missing labels in the

English data is predominantly coming from technical skills. We found

that the missing spans are mostly knowledge components in the form of

technologies used today by developers, such as ReactJS, Django, AWS, etc.

This lack of coverage could either be due to specificity or the ever-growing

list of technologies. In ESCO, there are several technologies that are listed

(e.g., NoSQL, Drupal, WordPress to name a few), but there are also a lot

missing (e.g., TensorFlow, Data Science, etc.).

6.5 Related Work

Many works focus on the identification of skills in job descriptions, i.e.,

whether a sentence contains a skill or not (Sayfullina et al., 2018; Tamburri
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et al., 2020) or what the necessary skills are inferred from an entire job

posting (Bhola et al., 2020). We instead identified the SKCs manually in the

job descriptions on the sentence-level, as this gives us the highest quality

of identified SKCs. Furthermore, there are several works in fine-grained SC

(i.e., categorize the skills), but mostly focus on English job descriptions. A

straightforward approach is to do exact matching with a predefined list of

skills (Malherbe and Aufaure, 2016; Papoutsoglou et al., 2017; Sibarani

et al., 2017) or do a frequency analysis of skills, cluster them by hand and

attach a more general category to them e.g., Gardiner et al. (2018).

Some works have used the ESCO taxonomy directly (Boselli et al., 2018;

Giabelli et al., 2020). For example, Boselli et al. (2018) classified both

titles and descriptions for its most suitable ISCO (Elias, 1997) code (what

ESCO is partially based on). However, they only gave one label to each

data point (i.e., full job posting), which is unrealistic as most occupations

require multiple competences.

Overall, to the best of our knowledge, there seems to be little to no

work in directly classifying the identified SKC to a specific ESCO label. In

addition, this work is the first of its kind for Danish JPs.

6.6 Conclusion

We present a novel skill classification dataset for competences in Danish:

KOMPETENCER.11 In addition, we transform the coarse-grained human

annotated spans to more fine-grained labels via distant supervision with

the ESCO API. Our human evaluation shows that the distantly supervised

labels give a signal of correctly annotated spans, where we achieve 41.3%

accuracy on a large English label subset, and 70.4% accuracy on the Danish

dev set, and 14.1% accuracy on the Danish test set. We manually correct

the Danish test set with the correct labels from ESCO to create a gold

11We release the Danish anonymized raw data and annotations of the parts with permis-
sible licenses from a govermental agency which is our collaborator. Links to our English
data can be found at https://github.com/kris927b/SkillSpan. For anonymization,
we perform it via manual annotation of job-related sensitive and personal data regarding
Organization, Location, Contact, and Name following the work by Jensen et al. (2021a).
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annotated set and keep the English labels as is, and thus silver labels.

Furthermore, domain adaptive pretraining helps to improve perfor-

mance on the task specifically for English. The best performance is achieved

with RemBERT on both the zero-shot setting (0.354±0.021 weighted macro-

F1) and few-shot setting (0.472±0.014 weighted macro-F1), where they

significantly outperform the other models. The strong performance is likely

due to the pretraining data that contains both Danish and English.

Last, since the annotations are on the token level, this work can be

extended to, for example, sequence labeling. We hope this dataset initiates

further research in the area of skill classification.
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6.7 Appendix

6.7.1 Data Statement KOMPETENCER

Following Bender and Friedman (2018), the following outlines the data

statement for KOMPETENCER:

A. CURATION RATIONALE: Collection of job postings in the English and

Danish language for skill classification, to study the impact of skill

changes from job postings.

B. LANGUAGE VARIETY: The non-canonical data was collected from the

StackOverflow job posting platform, an in-house job posting col-

lection from our national labor agency collaboration partner (the

Danish Agency for Labor Market and Recruitment12), and web ex-

tracted job postings from a large job posting platform. US (en-US),

British (en-GB) English, and Danish (da-DK) are involved.

C. SPEAKER DEMOGRAPHIC: Gender, age, race-ethnicity, socioeconomic

status are unknown.

D. ANNOTATOR DEMOGRAPHIC: Three hired project participants (age

range: 25–30), gender: one female and two males, white European

and Asian (non-Hispanic). Native language: Danish, Dutch. Socioe-

conomic status: higher-education students. Female annotator is a

professional annotator with a background in Linguistics and the two

males with a background in Computer Science.

E. SPEECH SITUATION: Standard American, British English or Danish is

used in job postings. Time frame of the data is between 2012–2021.

F. TEXT CHARACTERISTICS: Sentences are from job postings posted on

official job vacancy platforms.

G. RECORDING QUALITY: N/A.

H. OTHER: N/A.

12https://www.star.dk/en/
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PARAMETER VALUE RANGE

Optimizer AdamW
β1, β2 0.9, 0.99
Dropout 0.2 0.1, 0.2, 0.3
Epochs 20
Batch Size 32
Learning Rate (LR) 1e-4 1e-3, 1e-4, 1e-5
LR scheduler Slanted triangular
Weight decay 0.01
Decay factor 0.38 0.35, 0.38, 0.5
Cut fraction 0.2 0.1, 0.2, 0.3

Table 6.2: Hyperparameters of MACHAMP.

I. PROVENANCE APPENDIX: The Danish job posting data is from our

collaborators: The Danish Agency for Labour Market and Recruitment

(STAR).

6.7.2 Reproducibility

We use the default hyperparameters in MACHAMP (van der Goot et al.,

2021b) as shown in Table 6.2. For more details we refer to their paper.

For the five random seeds we use 3477689, 4213916, 6828303, 8749520,

and 9364029. All experiments with MACHAMP were ran on an NVIDIA®

NVIDIA A100-SXM4 40GB GPU and an AMD® EPYC 7662 64-Core Proces-

sor.

6.7.3 Label Meaning

In Table 6.3, Table 6.4, and Table 6.5, we show the definitions of the labels.

6.7.4 Exact Results from Plots

In Table 6.6, we show the exact results of the plots from Figure 6.5 on

English dev, English test, and Danish test respectively. In addition, we do
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significance testing. Recently, the Almost Stochastic Order (ASO) test (Dror

et al., 2019)13 has been proposed to test statistical significance for deep

neural networks over multiple runs. Generally, the ASO test determines

whether a stochastic order (Reimers and Gurevych, 2018) exists between

two models or algorithms based on their respective sets of evaluation

scores. Given the single model scores over multiple random seeds of two

algorithms A and B, the method computes a test-specific value (ϵmin)

that indicates how far algorithm A is from being significantly better than

algorithm B. When distance ϵmin = 0.0, one can claim that A stochastically

dominant over B with a predefined significance level. When ϵmin < 0.5

one can say A ⪰ B. On the contrary, when we have ϵmin = 1.0, this means

B ⪰ A. For ϵmin = 0.5, no order can be determined. We compared all pairs

of models based on five random seeds each using ASO with a confidence

level of α = 0.05 (before adjusting for all pair-wise comparisons using the

Bonferroni correction (Bonferroni, 1936)). Almost stochastic dominance

(ϵmin < 0.5) is indicated in Figure 6.7 over all the splits.

6.7.5 Confusion Matrix Few-Shot

In Figure 6.8, we show the confusion matrix of the best performing few-

shot model on the test set of the best run and investigate what the model

does not predict correctly. Dissimilar from Figure 6.6, we only seem some

confusion in the small cluster of S1-4. Giving the model a few Danish JPs

substantially improved the prediction of A1, which relates to attitudes and

gets predicted as S1: Communication, collaboration, and creativity.

13Implementation of Dror et al. (2019) can be found at https://github.com/Kaleido
phon/deep-significance (Ulmer, 2021)
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LABEL SUBJECT DEFINITION

0000 ARTIFACT ARTIFACT
A1 Attitudes Individual work styles that can affect

how well someone performs a job.
A2 Values Principles or standards of behavior,

revealing one’s judgment of what is
important in life.

K00 Generic programmes and qualifica-
tions

Generic programmes and qualifica-
tions are those providing fundamental
and personal skills education which
cover a broad range of subjects and
do not emphasise or specialise in a
particular broad or narrow field.

K01 Education NO-DEFINITION
K02 Arts and humanities NO-DEFINITION
K03 Social sciences, journalism and infor-

mation
NO-DEFINITION

K04 Business, administration and law NO-DEFINITION
K05 Natural sciences, mathematics and

statistics
NO-DEFINITION

K06 Information and communication tech-
nologies (icts)

NO-DEFINITION

K07 Engineering, manufacturing and con-
struction not elsewhere classified

NO-DEFINITION

K08 Agriculture, forestry, fisheries and vet-
erinary

NO-DEFINITION

K09 Health and welfare NO-DEFINITION
K10 Services NO-DEFINITION
K99 Field unknown NO-DEFINITION
L1 Languages Ability to communicate through read-

ing, writing, speaking and listening
in the mother tongue and/or in a for-
eign language.

Table 6.3: Definition of ESCO Labels (Part 1). Indicated are the defini-
tions of the ESCO labels used in this work taken from the ESCO taxonomy.
Artifacts of the ESCO API are K? and S?, and 0000, this means that no
component was found.
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LABEL SUBJECT DEFINITION

S1 Communication, collaboration and
creativity

Communicating, collaborating, liais-
ing, and negotiating with other peo-
ple, developing solutions to problems,
creating plans or specifications for the
design of objects and systems, com-
posing text or music, performing to
entertain an audience, and imparting
knowledge to others.

S2 Information skills Collecting, storing, monitoring, and
using information; Conducting stud-
ies, investigations and tests; maintain-
ing records; managing, evaluating,
processing, analysing and monitoring
information and projecting outcomes.

S3 Assisting and caring Providing assistance, nurturing, care,
service and support to people, and en-
suring compliance to rules, standards,
guidelines or laws.

S4 Management skills Managing people, activities, re-
sources, and organisation; developing
objectives and strategies, organising
work activities, allocating and control-
ling resources and leading, motivat-
ing, recruiting and supervising people
and teams.

S5 Working with computers Using computers and other digital
tools to develop, install and main-
tain ICT software and infrastructure
and to browse, search, filter, organ-
ise, store, retrieve, and analyse data,
to collaborate and communicate with
others, to create and edit new con-
tent.

Table 6.4: Definition of ESCO Labels (Part 2). Indicated are the defini-
tions of the ESCO labels used in this work taken from the ESCO taxonomy.
Artifacts of the ESCO API are K? and S?, and 0000, this means that no
component was found.
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LABEL SUBJECT DEFINITION

S6 Handling and moving Sorting, arranging, moving, trans-
forming, fabricating and cleaning
goods and materials by hand or using
handheld tools and equipment. Tend-
ing plants, crops and animals.

S7 Constructing Building, repairing, installing and fin-
ishing interior and exterior structures.

S8 Working with machinery and spe-
cialised equipment

Controlling, operating and monitor-
ing vehicles, stationary and mobile
machinery and precision instrumenta-
tion and equipment.

K? ARTIFACT ARTIFACT
S? ARTIFACT ARTIFACT

Table 6.5: Definition of ESCO Labels (Part 3). Indicated are the defini-
tions of the ESCO labels used in this work taken from the ESCO taxonomy.
Artifacts of the ESCO API are K? and S?, and 0000, this means that no
component was found.

MODEL EN DEV EN TEST DA TEST

BERTbase (EN) 0.628±0.004 0.632±0.007 0.038±0.008
JobBERT (EN) 0.628±0.006 0.644±0.006* 0.063±0.005
RemBERT (EN) 0.629±0.003 0.637±0.007 0.354±0.021

DaBERT (DA) 0.088±0.013 0.076±0.012 0.199±0.058
DaJobBERT (DA) 0.101±0.024 0.096±0.024 0.395±0.021
RemBERT (DA) 0.116±0.052 0.098±0.040 0.166±0.141
RemBERT (EN+DA) 0.629±0.006* 0.643±0.006 0.472±0.014*

Table 6.6: Exact Results on Splits. Indicated are the exact results of
the bar plots in Figure 6.5. Significance tested with Almost Stochastic
Order (Dror et al., 2019) test with Bonferroni correction (Bonferroni,
1936). Bold indicates highest average weighted macro-F1 and asterisk
indicates significance.
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Figure 6.7: Results Almost Stochastic Order. ASO scores are expressed in
ϵmin. The significance level α = 0.05 is adjusted accordingly by using the
Bonferroni correction (Bonferroni, 1936). Almost stochastic dominance
(ϵmin < 0.5) is indicated in the colored boxes: On EN TEST, JobBERT is
almost stochastically dominant over RemBERT (EN), with ϵmin = 0.03.
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Figure 6.8: Confusion Matrix of RemBERT (EN+DA). We show the
confusion matrix of the few-shot setting with RemBERT (EN+DA). On the
diagonal are the correctly predicted labels. There is less confusion in this
model as compared to RemBERT (EN). We suspect the additional Danish
data benefits the prediction of A1.
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Chapter 7
Skill Extraction from Job Postings using Weak

Supervision

The work presented in this chapter is based on a paper that has been

published as: Mike Zhang, Kristian Nørgaard Jensen, Rob van der Goot, and

Barbara Plank. Skill extraction from job postings using weak supervision.

In Proceedings of RecSysHR’22. RecSysHR’22, 2022d. URL https://ceur-w

s.org/Vol-3218/RecSysHR2022-paper_10.pdf.
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Abstract

Aggregated data obtained from job postings provide powerful insights into

labor market demands, and emerging skills, and aid job matching. However,

most extraction approaches are supervised and thus need costly and time-

consuming annotation. To overcome this, we propose Skill Extraction

with Weak Supervision. We leverage the European Skills, Competences,

Qualifications and Occupations taxonomy to find similar skills in job ads

via latent representations. The method shows a strong positive signal,

outperforming baselines based on token-level and syntactic patterns.

7.1 Introduction

The labor market is under constant development—often due to changes

in technology, migration, and digitization—and so are the skill sets re-

quired (Brynjolfsson and McAfee, 2011, 2014). Consequentially, large

quantities of job vacancy data is emerging on a variety of platforms. In-

sights from this data on labor market skill set demands could aid, for

instance, job matching (Balog et al., 2012). The task of automatic skill
extraction (SE) is to extract the competences necessary for any occupation

from unstructured text.

Previous work on supervised SE frame it as a sequence labeling task

(e.g., (Sayfullina et al., 2018; Tamburri et al., 2020; Chernova, 2020;

Zhang et al., 2022c,a; Green et al., 2022; Gnehm et al., 2022b)) or multi-

label classification (Bhola et al., 2020). Annotation is a costly and time-

consuming process with little annotation guidelines to work with. This

could be alleviated by using predefined skill inventories.

In this work, we approach span-level SE with weak supervision: We

leverage the European Skills, Competences, Qualifications and Occupations

(ESCO; (le Vrang et al., 2014)) taxonomy and find similar spans that

relate to ESCO skills in embedding space (Figure 7.1). The advantages

are twofold: First, labeling skills becomes obsolete, which mitigates the

cumbersome process of annotation. Second, by extracting skill phrases, this
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θ

Language Model

Python

Job Posting ESCO

is a must Python C#

Figure 7.1: Weakly Supervised Skill Extraction. All ESCO skills and
n-grams are extracted and embedded through a language model, e.g.,
RoBERTa (Liu et al., 2019), to get representations. We label spans from job
postings close in vector space to the ESCO skill.

could possibly enrich skill inventories (e.g., ESCO) by finding paraphrases

of existing skills. We seek to answer: How viable is Weak Supervision in the
context of SE? We contribute: 1 A novel weakly supervised method for SE;

2 A linguistic analysis of ESCO skills and their presence in job postings;

3 An empirical analysis of different embedding pooling methods for SE

for two skill-based datasets.1

7.2 Methodology

Formally, we consider a set of job postings D, where d ∈ D is a set

of sequences (e.g., job posting sentences) with the ith input sequence

T i
d = [t1, t2, ..., tn] and a target sequence of BIO-labels Y i

d = [y1, y2, ..., yn]

(e.g., “B-SKILL”, “I-SKILL”, “O”).2 The goal is to use an algorithm, which

predicts skill spans by assigning an output label sequence Y i
d for each token

sequence T i
d from a job posting based on representational similarity of a

1https://github.com/jjzha/skill-extraction-weak-supervision
2Definition of labels can be found in (Zhang et al., 2022a).
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Figure 7.2: Surface-level Statistics of ESCO. We show various statistics of
ESCO. (A) ESCO skills token length, the mode is three tokens. (B) Most
frequent unigrams of ESCO skills. (C) Most frequent bigrams of ESCO
skills. (D) Most frequent trigrams of ESCO skills. (E) Most frequent POS
sequences of ESCO skills. Last, we show the POS sequences of unique skills
in both train sets of Sayfullina and SkillSpan (F–G).

span to any skill in ESCO.

7.2.1 Data

We use the datasets from (Zhang et al., 2022a) (SkillSpan) and a modifica-

tion of (Sayfullina et al., 2018) (Sayfullina).3 In Table 7.1, we show the

statistics of both. SkillSpan contain nested labels for skill and knowledge

components (le Vrang et al., 2014). To make it fit for our weak supervi-

sion approach, we simplify their dataset by considering both skills and

knowledge labels as one label (i.e., B-KNOWLEDGE becomes B-SKILL).

3In contrast to SkillSpan, Sayfullina has a skill in every sentence, where they focus on
categorizing sentences for soft skills.
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Statistics Sayfullina SkillSpan

T
R

A
IN

# Sentences 3,703 5,866
# Tokens 53,095 122,608
# Skill Spans 3,703 3,325

D
E

V
. # Sentences 1,856 3,992

# Tokens 26,519 52,084
# Skill Spans 1,856 2,697

T
E

S
T # Sentences 1,848 4,680

# Tokens 26,569 57,528
# Skill Spans 1,848 3,093

Avg. Len. Skills 1.77 2.92

Table 7.1: Statistics of Datasets. Indicated is each dataset and their
respective number of sentences, tokens, skill spans, and the average length
of skills in tokens.

7.2.2 ESCO Statistics

We use ESCO as a weak supervision signal for discovering skills in job

postings. There are 13,890 ESCO skills.4 In Figure 7.2, we show statistics

of the taxonomy: (A) On average most skills are 3 tokens long. In (C-D),

we show n-grams frequencies with range [1; 3]. We can see that the most

frequent uni- and bigrams are verbs, while the most frequent trigrams

consist of nouns.

Additionally, we show an analysis of ESCO skills from a linguistic per-

spective. We tag the training data using the publicly available MaChAmp

v0.2 model (van der Goot et al., 2021b) trained on all Universal Depen-

dencies 2.7 treebanks (Nivre et al., 2017).5 Then, we count the most

frequent Part-of-Speech (POS) tags in all sources of data (E-G). ESCO’s

most frequent tag sequences are VERB-NOUN, these are not as frequent in

Sayfullina nor SkillSpan. Sayfullina mostly consists of adjectives, which is

4Per 25-03-2022, taking ESCO v1.0.9.
5A Udify-based (Kondratyuk and Straka, 2019) multi-task model for POS, lemmatization,

dependency parsing, built on top of the transformers library (Wolf et al., 2020a), and
specifically using mBERT (Devlin et al., 2019b).
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Spans in Isolation (ISO)
[CLS] being able to code in Python [SEP]

[CLS] Python experience [SEP]
…
[CLS] Experience in Python is a plus [SEP]

⃗tpython ⃗tpython
⃗tpython…

⃗tpython

Subword aggregation

{t1 = enjoy, t2 = working, t3 = in, t4 = groups}

⃗tworking ⃗t in ⃗tgroups

 (−log
nti

N ) ⋅ ⃗t i∑ ⃗t i∈𝒮

⃗sj

[CLS] enjoy working in groups [SEP]

1
|𝒮 |

1
|𝒮 | ∑ ⃗t i∈𝒮  ⃗t i

Average over Contexts (AOC) Weighted Span Embedding (WSE)

[CLS]                   [SEP]ti

LLM

⃗t i

Language Model
LLM

Language Model Language Model

Figure 7.3: Skill Representations. We show different methods to embed
ESCO skill phrases. The approaches are inspired by Litschko et al. (2022).
We embed a skill by encoding it directly without surrounding context
(left). We aggregate different contextual representations of the same skill
term (middle). Last, we encode the skill phrase via a weighted sum
of embeddings with each token’s inverse document frequency as weight
(right). For the middle and right methods, S is the number of sentences
where the ESCO skill appears.

attributed to the categorization of soft skills. SkillSpan mostly consists of

NOUN sequences. Overall, we observe most skills consist of verb and noun

phrases.

7.2.3 Baselines

As our approach is to find similar n-grams based on ESCO skills, we choose

an n-gram range of [1; 4] (where 4 is the median) derived from Figure 7.2

(A). For higher matching probability, we apply an additional pre-processing

step to the ESCO skills by removing non-tokens (e.g., brackets) and words

between brackets (e.g., “Java (programming)” becomes “Java”). We have

three baselines:

Exact Match: We do exact substring matching with ESCO and the

sentences in both datasets.

Lemmatized Match: ESCO skills are written in the infinitive form. We

take the same approach as exact match on the training sets, now with
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Algorithm 3: Weakly Supervised Skill Extraction

1 M ← {RoBERTa, JobBERT};
2 E ← {ISO,AOC,WSE};
3 τ ← [0, 1];
4 D // A set of sentences from job postings;
5 L← ∅;
6 P ← D // A set of sentences from job postings;
7 S ← SE // ESCO Skill embeddings of type E;
8 for p ∈ P do
9 θ ← 0;

10 for n ∈ split(p) do
11 // Each ngram n of size 1− 4 E ←M(n);
12 Θ← CosSim(S,E);
13 if max(Θ) > τ ∧max(Θ) > θ then
14 θ ← max(Θ);
15 end
16 end
17 L← L ∪ [θ];
18 end
19 return L;

the lemmatized data of both. The data is lemmatized with MaChAmp

v0.2 (van der Goot et al., 2021b).

POS Sequence Match: Motivated by the observation that certain POS

sequences often overlap between sources (Figure 7.2, E-G), we attempt to

match POS sequences within ESCO with the POS sequences in the datasets.

For example NOUN-NOUN, NOUN, VERB-NOUN and ADJ-NOUN sequences are

commonly occurring in all three sources.

7.2.4 Skill Representations

We investigate several encoding strategies to match n-gram representations

to embedded ESCO skills, the approaches are inspired by Litschko et al.

(2022), where they applied them to Information Retrieval. The language

models (LMs) used to encode the data are RoBERTa (Liu et al., 2019)
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and the domain-specific JobBERT (Zhang et al., 2022a). All obtained

vector representations of skill phrases with the three previous encoding

methods are compared pairwise with each n-gram created from Sayfullina
and SkillSpan. An explanation of the methods (see Figure 7.3):

Span in Isolation (ISO): We encode skill phrases t from ESCO in

isolation using the aforementioned LMs, without surrounding contexts.

Average over Contexts (AOC): We leverage the surrounding context

of a skill phrase t by collecting all the sentences containing t. We use

all available sentences in the job postings dataset (excluding TEST). For

a given job posting sentence, we encode t by using one of the previous

mentioned LMs. We average the embeddings of its constituent subwords

to obtain the final embedding t.

Weighted Span Embedding (WSE): We obtain all inverse document

frequency (idf) values of each token ti via

idf = −log
nti

N
,

where nti is the number of occurrences of ti and N the total number of

tokens in our dataset. We encode the input sentence and compute the

weighted sum of the embeddings (s⃗j) of the specific skill phrase in the

sentence, where each ti’s IDF scores are used as weights. Again, we only

use the first subword token for each tokenized word. Formally, this is

s⃗j =
∑
t⃗i

(−log
nti

N
) · t⃗i.

7.2.5 Matching

We rank pairs of ESCO embeddings t⃗ and encoded candidate n-grams g⃗ in

decreasing order of cosine similarity (CosSim), calculated as

CosSim(⃗t, g⃗) =
t⃗T g⃗

∥t⃗∥∥g⃗∥
.

We show our pseudocode of the matching algorithm in Algorithm 3.
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Exact Lemma POS ISO AOC WSE ISO AOC WSE
0

20

40

60

Sp
an

-F
1

Baseline RoBERTa JobBERT
Sayfullina            SkillSpan

Strict-F1
Loose-F1

Strict-F1
Loose-F1

Figure 7.4: Results of Methods. Results on Sayfullina and SkillSpan
are indicated by “Baseline” showing performance of Exact, Lemmatized
(Lemma), and Part-of-Speech (POS). The performance of ISO, AOC, and
WSE are separated by model, indicated by “RoBERTa” and “JobBERT”. The
performance of RoBERTa and JobBERT on SkillSpan is determined by the
best performing CosSim threshold (0.8).

Note that in SkillSpan we have to set a threshold for CosSim, as there

are sentences with no skills. A threshold allows us to have a “no skill”

option. As seen in Figure 7.5, Subsection 7.5.1 the threshold sensitivity

on SkillSpan differs for JobBERT: Performance fluctuates, compared to

RoBERTa. Precision goes up with a higher threshold, while recall goes

down. For RoBERTa, it stays similar until CosSim= 0.9. We use CosSim=

0.8 as over 2 LMs and 3 methods it provides the best cutoff.

7.3 Analysis of Results

7.3.1 Results

Our main results (Figure 7.4) show the baselines against ISO, AOC, and

WSE of both datasets. We evaluate with two types of F1, following van der

Goot et al. (2021a): strict and loose-F1. For full model fine-tuning,

RoBERTa achieves 91.31 and 98.55 strict and loose F1 on Sayfullina re-

spectively. For SkillSpan, this is 23.21 and 44.72 strict and loose F1 (on

the available subsets of SkillSpan). JobBERT achieves 90.18 and 98.19

strict and loose F1 on Sayfullina, 49.44 and 74.41 strict and loose F1 on

SkillSpan. The large difference between results is most likely due to lack of

negatives in Sayfullina, i.e., all sentences contain a skill, which makes the
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Gold Predicted
Sa

yf
ul

li
na

...a dynamic customer focused person to join... ...a dynamic customer focused person to join...

...strong leadership and team management skills ... ...strong leadership and team management skills ...

...speak and written english skills ... ...speak and written english skills...

...a team environment and working independently skills ... ...a team environment and working independently skills...

...tangible business benefit extremely articulate and... ...tangible business benefit extremely articulate and...

Sk
il

lS
pa

n

...researcher within machine learning and sensory system design ... ...researcher within machine learning and sensory system design...

...standards and procedures accessing and updating records ... ...standards and procedures accessing and updating records...

...with a passion for education to... ...with a passion for education to...

...understands Agile as a mindset... ... understands Agile as a mindset...

...experience with AWS GCP Microsoft Azure ... ...experience with AWS GCP Microsoft...

Table 7.2: Qualitative Examples of Predicted Spans. We show the gold
versus predicted spans of the best performing model on both datasets. The
first 5 qualitative examples are from Sayfullina (RoBERTa with WSE), the
last 5 are from SkillSpan. Yellow the gold span and pink indicates the
predicted span. The examples show many partial overlaps with the gold
spans (but also incorrect ones), hence the high loose-F1.

task easier. These results highlight the difficulty of SE on SkillSpan, where

there are negatives as well (sentences with no skills).

The exact match baseline on SkillSpan is higher than Sayfullina. We

attribute this to SkillSpan also containing “hard skills” (e.g., “Python”),

which is easier to match substrings with than “soft skills”.6

For the performance of the skill representations on Sayfullina, RoBERTa

and JobBERT outperform the Exact and Lemmatized baseline on strict-F1.

For the POS baseline, only the ISO method of both models is slightly better.

JobBERT performs better than RoBERTa in strict-F1 on both datasets.

There is a substantial difference between strict and loose-F1 on both

datasets. This indicates that there is partial overlap among the predicted

and gold spans. RoBERTa performs best for Sayfullina, achieving 59.61

loose-F1 with WSE. In addition, the best performing method for JobBERT

is also WSE (52.69 loose-F1). For SkillSpan we see a drop, JobBERT out-

performs RoBERTa with AOC (32.30 vs. 26.10 loose-F1) given a threshold

of CosSim = 0.8. We hypothesize this drop in performance compared

to Sayfullina could be attributed again to SkillSpan containing negative

examples as well (i.e., sentences with no skill).

6The exact numbers (+precision and recall) are in Table 7.3, Subsection 7.5.1, including
the definition of strict and loose-F1.
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7.3.2 Qualitative Analysis

A qualitative analysis (Table 7.2) reveals there is strong partial overlap with

gold vs. predicted spans on both datasets, e.g., “...strong leadership and

team management skills...” vs. “...strong leadership and team management
skills...”, indicating the viability of this method.

7.4 Conclusion

We investigate whether the ESCO skill taxonomy suits as weak supervision

signal for Skill Extraction. We apply several skill representation methods

based on previous work. We show that using representations of ESCO skills

can aid us in this task. We achieve high loose-F1, indicating there is partial

overlap between the predicted and gold spans, but need refined off-set

methods to get the correct span out (e.g., human post-editing or automatic

methods such as candidate filtering). Nevertheless, we see this approach

as a strong alternative for supervised Skill Extraction from job postings.

Future work could include going towards multilingual Skill Extraction,

as ESCO consists of 27 languages, exact matching should be trivial. For

the other methods several considerations need to be taken into account,

e.g., a POS-tagger and/or lemmatizer for another language and a language-

specific model.
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Dataset→ SAYFULLINA SKILLSPAN

↓ Method, Metric→ Strict (P | R | F1) Loose (P | R | F1) Strict (P | R | F1) Loose (P | R | F1)
B

as
el

in
e Exact 9.27 | 1.30 | 2.28 25.48 | 3.95 | 6.84 23.82 | 3.21 | 5.62 43.68 | 8.27 | 13.79

Lemmatized 8.49 | 1.19 | 2.09 25.87 | 4.00 | 6.93 23.90 | 2.97 | 5.21 41.09 | 7.49 | 12.52
POS 5.99 | 5.95 | 5.97 36.55 | 34.51 | 35.50 5.97 | 7.88 | 6.79 19.34 | 34.71 | 24.80

R
oB

ER
Ta

ISO 6.26 | 6.25 | 6.26 26.90 | 28.98 | 27.90 2.90 | 4.24 | 3.43 12.69 | 28.61 | 17.56
AOC 3.24 | 3.24 | 3.24 64.04 | 55.53 | 59.48 2.23 | 2.93 | 2.53 20.08 | 37.56 | 26.10
WSE 3.67 | 3.67 | 3.67 64.64 | 55.32 | 59.61 2.29 | 2.93 | 2.57 20.90 | 37.79 | 26.85

Jo
bB

ER
T ISO 7.71 | 7.72 | 7.71 27.76 | 29.95 | 28.82 4.17 | 4.65 | 4.39 17.07 | 29.48 | 21.61

AOC 4.04 | 4.05 | 4.05 56.50 | 48.41 | 52.14 4.44 | 2.96 | 3.54 33.64 | 31.28 | 32.30
WSE 4.15 | 4.16 | 4.15 56.98 | 49.00 | 52.69 4.78 | 3.08 | 3.74 34.01 | 30.33 | 31.95

Table 7.3: We show the exact numbers of the performance of the methods.

7.5 Appendix
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7.5.1 Exact Results

7.5.2 Definition F1

As mentioned, we evaluate with two types of F1-scores, following van der

Goot et al. (2021a). The first type is the commonly used span-F1, where

only the correct span and label are counted towards true positives. This

is called strict-F1. In the second variant, we seek for partial matches,

i.e., overlap between the predicted and gold span including the correct

label, which counts towards true positives for precision and recall. This is

called loose-F1. We consider the loose variant as well, because we want

to analyze whether the span is “almost correct”.

7.5.3 Exact Numbers Results

We show the exact numbers of Figure 7.4 in Table 7.3 and more detailed

results in Figure 7.5. Results show that there is high precision among

the baseline approaches compared to recall. This is balanced using the

representation methods for Sayfullina. However, we observe that there is

much higher recall for SkillSpan than precision.
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Chapter 8
ESCOXLM-R: Multilingual Taxonomy-driven

Pre-training for the Job Market Domain

The work presented in this chapter is based on a paper that has been pub-

lished as: Mike Zhang, Rob van der Goot, and Barbara Plank. ESCOXLM-R:

Multilingual Taxonomy-driven Pre-training for the Job Market Domain. In

Proceedings of the 61st Annual Meeting of the Association for Computational
Linguistics (Volume 1: Long Papers), pages 11871–11890, Toronto, Canada,

2023a. Association for Computational Linguistics. doi: 10.18653/v1/2023

.acl-long.662. URL https://aclanthology.org/2023.acl-long.662.
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Abstract

The increasing number of benchmarks for Natural Language Processing

(NLP) tasks in the computational job market domain highlights the demand

for methods that can handle job-related tasks such as skill extraction, skill

classification, job title classification, and de-identification. While some

approaches have been developed that are specific to the job market domain,

there is a lack of generalized, multilingual models and benchmarks for these

tasks. In this study, we introduce a language model called ESCOXLM-R, based

on XLM-Rlarge, which uses domain-adaptive pre-training on the European

Skills, Competences, Qualifications and Occupations (ESCO) taxonomy,

covering 27 languages. The pre-training objectives for ESCOXLM-R include

dynamic masked language modeling and a novel additional objective for

inducing multilingual taxonomical ESCO relations. We comprehensively

evaluate the performance of ESCOXLM-R on 6 sequence labeling and 3

classification tasks in 4 languages and find that it achieves state-of-the-

art results on 6 out of 9 datasets. Our analysis reveals that ESCOXLM-R

performs better on short spans and outperforms XLM-Rlarge on entity-level

and surface-level span-F1, likely due to ESCO containing short skill and

occupation titles, and encoding information on the entity-level.

8.1 Introduction

The dynamic nature of labor markets, driven by technological changes,

migration, and digitization, has resulted in a significant amount of job

advertisement data (JAD) being made available on various platforms to

attract qualified candidates (Brynjolfsson and McAfee, 2011, 2014; Balog

et al., 2012). This has led to an increase in tasks related to JAD, including

skill extraction (Kivimäki et al., 2013; Zhao et al., 2015; Sayfullina et al.,

2018; Smith et al., 2019; Tamburri et al., 2020; Shi et al., 2020; Chernova,

2020; Bhola et al., 2020; Zhang et al., 2022a,c,d; Green et al., 2022;

Gnehm et al., 2022b; Beauchemin et al., 2022; Decorte et al., 2022; Goyal

et al., 2023), skill classification (Decorte et al., 2022; Zhang et al., 2022c),
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job title classification (Javed et al., 2015, 2016; Decorte et al., 2021; Green

et al., 2022), de-identification of entities in job postings (Jensen et al.,

2021b), and multilingual skill entity linking (ESCO, 2022).

While some previous studies have focused on JAD in non-English lan-

guages (Zhang et al., 2022c; Gnehm et al., 2022b; Beauchemin et al.,

2022), their baselines have typically relied on language-specific models, ei-

ther using domain-adaptive pre-training (DAPT; Gururangan et al., 2020b)

or off-the-shelf models. The lack of comprehensive, open-source JAD data

in various languages makes it difficult to fully pre-train a language model

(LM) using such data. In this work, we seek external resources that can

help improve the multilingual performance on the JAD domain. We use

the ESCO taxonomy (le Vrang et al., 2014), which is a standardized sys-

tem for describing and categorizing the skills, competences, qualifications,

and occupations of workers in the European Union. The ESCO taxonomy,

which has been curated by humans, covers over 13,000 skills and 3,000

occupations in 27 languages. Therefore, we seek to answer: To what ex-
tent can we leverage the ESCO taxonomy to pre-train a domain-specific and
language-agnostic model for the computational job market domain?

In this work, we release the first multilingual JAD-related model named

ESCOXLM-R, a language model based on XLM-Rlarge that incorporates data

from the ESCO taxonomy through the use of two pre-training objectives

(Figure 8.1): Masked Language Modeling (MLM) and a novel ESCO rela-

tion prediction task (Section 8.2). We evaluate ESCOXLM-R on 9 JAD-related

datasets in 4 different languages covering 2 NLP tasks (Section 8.3). Our

results show that ESCOXLM-R outperforms previous state-of-the-art (SOTA)

on 6 out of 9 datasets (Section 8.4). In addition, our fine-grained anal-

ysis reveals that ESCOXLM-R performs better on short spans compared

to XLM-Rlarge, and consistently outperforms XLM-Rlarge on entity-level and

surface-level span-F1 (Section 8.5).

Contributions. In this work, we present and release the following:

• ESCOXLM-R, an XLM-Rlarge-based model, which utilizes domain-
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…

…

…

OSA1

OSA1.2

ESCO Taxonomy

OSA2

OSA1.1

OSA1.1.1 OSA1.1.2

OSA2.1

… Definition: 
“Computer scientists 
conduct research in 
computer and 
information science, 
directed toward 
greater knowledge 
and understanding of 
fundamental aspects 
of ICT phenomena…”

… …

Pre-training Setup

OSA1

OSA2 OSA2.1

OSA3

OSA1.2 OSA1.2

Linked

Grouped

Random

Language Model Input

Language Model

[SEP]

Segment A Segment B

ESCO Relation  
Prediction (ERP)

Masked Language Modeling (MLM)

OSAi Definitioni Definitionj [SEP][CLS] OSAj 

Figure 8.1: ESCO Pre-training Objective: From left to right, the figure
illustrates the hierarchical structure of the ESCO taxonomy, which consists
of occupations, skills, and aliases (OSA). Each OSA includes a definition.
For the purposes of this study, we consider aliases of occupations to have
the same definition as the occupation itself. In the middle of the figure,
we show our pre-training setup. Pre-training instances are uniformly
sampled in three ways: randomly, linked, or grouped (this is defined
in Subsection 8.2.4). The selected instances (can be in different languages)
are then fed to the language model, along with its description. We have
two pre-training objectives: the regular MLM objective, and a new ESCO
relation prediction objective, in which the goal is to predict which group
the sampled instances belong to (Random, Linked, or Grouped).

adaptive pre-training on the 27 languages from ESCO.1

• The largest JAD evaluation study to date on 3 job-related tasks,

comprising 9 datasets in 4 languages and 4 models.

• A fine-grained analysis of ESCOXLM-R’s performance on different span

lengths, and emerging entities (i.e., recognition of entities in the long

tail).

1The code for ESCOXLM-R is available as open-source: https://github.com/mainlp/
escoxlmr. We further release ESCOXLM-R under an Apache License 2.0 on HuggingFace:
https://huggingface.co/jjzha/esco-xlm-roberta-large.

168

https://github.com/mainlp/escoxlmr
https://github.com/mainlp/escoxlmr
https://huggingface.co/jjzha/esco-xlm-roberta-large


Chapter 8. ESCOXLM-R 8.2. ESCOXLM-R

8.2 ESCOXLM-R

8.2.1 Preliminaries

In the context of pre-training, an LM is trained using a large number of unla-

beled documents, X = X(i), and consists of two main functions: fencoder(.),

which maps a sequence of tokens X = (x1, x2, ..., xt) to a contextualized

vector representation for each token, represented as (h1, h2, ..., ht), and

fhead(.), the output layer that takes these representations and performs a

specific task, such as pre-training in a self-supervised manner or fine-tuning

on a downstream application. For example, BERT (Devlin et al., 2019b)

is pre-trained using two objectives: MLM and Next Sentence Prediction

(NSP). In MLM, a portion of tokens in a sequence X is masked and the

model must predict the original tokens from the masked input. In the NSP

objective, the model takes in two segments (XA, XB) and predicts whether

segment XB follows XA. RoBERTa (Liu et al., 2019) is a variation of BERT

that uses dynamic MLM, in which the masking pattern is generated each

time a sequence is fed to the LM, and does not use the NSP task.

8.2.2 Multilinguality

Both BERT and RoBERTa have been extended to support multiple lan-

guages, resulting in multilingual BERT (mBERT; Devlin et al., 2019b) and

XLM-RoBERTa (XLM-R; Conneau et al., 2020). XLM-R was found to outper-

form mBERT on many tasks (e.g., Conneau et al., 2020; Hu et al., 2020;

Lauscher et al., 2020) due to careful tuning, sampling, and scaling to larger

amounts of textual data. Because of this, our ESCOXLM-R model is based on

XLM-Rlarge.

8.2.3 European Skills, Competences, Qualifications and Occu-
pations Taxonomy

The European Skills, Competences, Qualifications, and Occupations

(ESCO; le Vrang et al., 2014) taxonomy is a standardized system for
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Figure 8.2: Statistics of Pre-training Data. The ESCO dataset contains
descriptions in 27 languages, with a combined total of approximately 3.72
million descriptions (i.e., instances). On average, there are around 130,000
descriptions per language. The average length of each description is 26.3
tokens, with some descriptions reaching a maximum length of 150 or more
tokens, as shown by the outliers in the boxplot.

describing and categorizing the skills, competences, qualifications, and

occupations of workers in the European Union (EU). It is designed to

serve as a common language for the description of skills and qualifications

across the EU, facilitating the mobility of workers by providing a com-

mon reference point for the recognition of qualifications and occupations.

The taxonomy is developed and maintained by the European Commission

and is based on the International Classification of Occupations and the

International Standard Classification of Education. It includes 27 Euro-

pean languages: Bulgarian (ar), Czech (cs), Danish (da), German (de),

Greek (el), English (en), Spanish (es), Estonian (et), Finnish (fi), French

(fr), Gaelic (ga), Croatian (hr), Hungarian (hu), Icelandic (is), Italian (it),

Lithuanian (lt), Latvian (lv), Maltese (mt), Dutch (nl), Norwegian (no),

Polish (pl), Portuguese (pt), Romanian (ro), Slovak (sk), Slovenian (sl),

Swedish (sv), and Arabic (ar). Currently, it describes 3,008 occupations
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and 13,890 skills/competences (SKC) in all 27 languages.2

The ESCO taxonomy includes a hierarchical structure with links be-

tween occupations, skills, and aliases (OSA). In this work, we focus on the

occupation pages and extract the following information from the taxon-

omy:3

• ESCO Code: The taxonomy code for the specific occupation or SKC.

• Occupation Label: The preferred occupation name (i.e., title of the

occupation).

• Occupation Description/Definition: A description of the respon-

sibilities of the specific occupation.

• Major Group Name: The name of the overarching group to which the

occupation belongs, e.g., “Veterinarians” for the occupation “animal

therapist”.

• Alternative Labels: Aliases for the specific occupation, e.g., “ani-

mal rehab therapist” for the occupation “animal therapist”.

• Essential Skills: All necessary SKCs for the occupation, including

descriptions of these.

• Optional Skills: All optional SKCs for the occupation, including

descriptions of these.

In Figure 8.2, we present the distribution of pre-training instances and

the mean description lengths for each language in the ESCO taxonomy.

Note that the number of descriptions is not the same for all languages, and

we do not count empty descriptions (i.e., missing translations) for certain

occupations or SKCs.

2Note that ESCO now also includes Ukrainian, but this model was trained before that
inclusion. We use the ESCO V1.0.9 API to extract the data. ESCO contains an Apache 2.0
and a European Union Public License 1.2.

3An example of the extracted information can be found in Listing 1 (Subsection 8.8.1),
and the original page can be accessed at https://bit.ly/3DY1zsX.

171

https://bit.ly/3DY1zsX


8.2. ESCOXLM-R Chapter 8. ESCOXLM-R

1 5 10 15 20 25 30
Step (x1000)

1.4

1.6

1.8

2.0

Lo
ss

Loss ESCOLM-R
Train Loss
Dev. Loss

1 5 10 15 20 25 30
Step (x1000)

0.4

0.6

0.8

Ac
cu

ra
cy

Accuracy Objectives

MLM
ERP

Figure 8.3: Pre-Training Statistics. The final log loss for the training set is
1.34, while the log loss for the development set is 1.30. The MLM accuracy
is 84.3%, while the Entity Relationship Prediction (ERP) accuracy is 60.0%.
These results were obtained after approximately 1.04 epochs of training
on the total data.

8.2.4 Pre-training Setup

To improve our XLM-Rlarge-based model, we employ domain-adaptive pre-

training techniques as described in previous work such as Alsentzer et al.

(2019b); Han and Eisenstein (2019); Lee et al. (2020b); Gururangan et al.

(2020b); Nguyen et al. (2020b). Given the limited amount of training data

(3.72M sentences), we utilize the XLM-Rlarge checkpoint provided by the

HuggingFace library (Wolf et al., 2020a) as a starting point.4 Our aim is to

fine-tune the model to internalize domain-specific knowledge related to

occupation and SKCs, while maintaining its general knowledge acquired

during the original pre-training phase.

We introduce a novel self-supervised pre-training objective for

ESCOXLM-R, inspired by LinkBERT from Yasunaga et al. (2022a). We view

the ESCO taxonomy as a graph of occupations and SKCs (Figure 8.1), with

links between occupations or occupations and SKCs in various languages.

By placing similar occupations or SKCs in the same context window and

in different languages, we can learn from the links between (occupation

↔ occupation) and (occupation↔ SKCs) in different languages for true

4https://huggingface.co/xlm-roberta-large
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cross-lingual pre-training. In addition to the MLM pre-training objective,

which is used to learn concepts within contexts, we introduce another

objective called ESCO Relation Prediction (ERP) to internalize knowledge

of connections within the taxonomy in the LM. We take an anchor con-

cept (CA) by concatenating it with its description (XA) from the ESCO

taxonomy and sample an additional concept (CB) concatenated with its

description (XB) to create LM input [CLS] CAXA [SEP] CBXB [SEP].5 We

sample CBXB in three ways with uniform probability:

1. Random: We randomly sample CBXB from the ESCO taxonomy, in

any language;

2. Linked: We sample CBXB in any language from the same occupation

page, for example, an “animal therapist” (or an alias of the “animal

therapist”, e.g., “animal rehab therapist”) should have knowledge of

“animal behavior”;

3. Grouped: We sample CBXB from the same major group in any lan-

guage. For the same example “animal therapist”, it comes from major

group 2: Professionals → group 22: Health professionals. Several

other concepts, e.g., “Nursing professionals” fall under this major

group.

8.2.5 Pre-training Objectives

The LM is trained using two objectives. First is the MLM objective,

and the second is the ERP objective, where the task is to classify the

relation r of the [CLS] token in [CLS] CAXA [SEP] CBXB [SEP] (r ∈
Random, Linked,Grouped). The rationale behind this is to encourage the

model to learn the relevance between concepts in the ESCO taxonomy. We

formalize the objectives in Equation (8.1):
5The special tokens used in this example follow the naming convention of BERT for

readability, [CLS] and [SEP]. However, since we use XLM-Rlarge there are different special
tokens: <s> as the beginning of the sequence, </s> as the SEP token, and </s></s> as
segment separators. Formally, given the example in the text: <s> CAXA </s></s> CBXB

</s>.
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Dataset Name Lang. Loc. License Task Metric Input Type Train Dev. Test

SKILLSPAN en * CC-BY-4.0 SL Span-F1 Sentences 5,866 3,992 4,680
SAYFULLINA en UK Unknown SL Span-F1 Sentences 3,706 1,854 1,853
GREEN en UK CC-BY-4.0 SL Span-F1 Sentences 8,670 963 336
JOBSTACK en * RLT SL Span-F1 Sentences 18,055 2,082 2,092
BHOLA en SG CC-BY-4.0 MLC MRR Documents 16,238 2,030 2,030
KOMPETENCER en DK CC-BY-4.0 MCC W. Macro-F1 Skills 9,472 1,577 1,578
KOMPETENCER da DK CC-BY-4.0 MCC W. Macro-F1 Skills 138 - 784
GNEHM de CH CC-BY-NC-SA-4.0 SL Span-F1 Sentences 22,134 2,679 2,943
FIJO fr FR Unknown SL Span-F1 Sentences 399 50 50

Table 8.1: Dataset Statistics. We show statistics for all 9 JAD datasets.
There are 6 datasets in English and 3 in other languages (Danish, German,
and French). We indicate the location the JAD originates from (whenever
applicable, * indicates it comes from a variety of countries). We indicate the
license of the dataset. Most of the task types consist of sequence labeling
(e.g., span extraction, Named Entity Recognition, soft skill tagging). To
maintain consistency, we use a single metric for each task type: Sequence
Labeling (SL), Multilabel Classification (MLC), and Multiclass Classification
(MCC). For KOMPETENCER, the statistics are provided in brackets for the
Danish language.

L = LMLM + LERP

= −
∑
i

log p (xi | hi)− log p (r | h[CLS]) ,
(8.1)

we define the overall loss L as the sum of the MLM loss LMLM and the

ERP loss LERP. The MLM loss is calculated as the negative log probability

of the input token xi given the representation hi. Similarly, the ERP loss is

the negative log probability of the relationship r given the representation

of the start-token h[CLS]. In our implementation, we use XLM-Rlarge and

classify the start-token [CLS] for ERP to improve the model’s ability to

capture the relationships between ESCO occupations and skills.

8.2.6 Implementation

For optimization we follow (Yasunaga et al., 2022a), we use the

AdamW (Loshchilov and Hutter, 2019) optimizer with (β1, β2) = (0.9,

0.98). We warm up the learning rate 1e−5 for a ratio of 6% and then
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linearly decay it. The model is trained for 30K steps, which is equivalent to

one epoch over the data, and the training process takes 33 hours on one

A100 GPU with tf32. We use a development set comprising 1% of the data

for evaluation. In Figure 8.3, the pre-training loss and performance on the

dev. set are plotted, it can be seen that the accuracy plateaus at 30K steps.

Though the train and development loss hint that further gains could be

obtained on the pretraining objective, we found through empirical analysis

on downstream tasks that 30K steps performs best.

8.3 Experimental Setup

Table 8.1 provides the details of the downstream datasets used in this study.

Most of the datasets are in EN, with a smaller number in DA, DE, and FR.

For each dataset, a brief description and the corresponding best-performing

models are given. We put examples of each dataset (apart from JobStack

due to the license) in Subsection 8.8.2.

8.3.1 SKILLSPAN (Zhang et al., 2022a)

The job posting dataset includes annotations for skills and knowledge,

derived from the ESCO taxonomy. The best model in the relevant paper,

JobBERT, was retrained using a DAPT approach on a dataset of 3.2 million

EN job posting sentences. This is the best-performing model which we will

compare against.

8.3.2 KOMPETENCER (Zhang et al., 2022c)

This dataset is used to evaluate models on the task of classifying skills

according to their ESCO taxonomy code. It includes EN and DA splits, with

the EN set derived from SKILLSPAN. There are three experimental setups

for evaluation: fully supervised with EN data, zero-shot classification

(EN→DA), and few-shot classification (a few DA instances). The best-

performing model in this work is RemBERT (Chung et al., 2020), which
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obtains the highest weighted macro-F1 for both EN and DA. In this work,

we use setup 1 and 3, where all available data is used.

8.3.3 BHOLA (Bhola et al., 2020)

The task of this EN job posting dataset is multilabel classification: Predicting

a list of necessary skills in for a given job description. It was collected

from a Singaporean government website. It includes job requirements and

responsibilities as data fields. Pre-processing steps included lowercasing,

stopword removal, and rare word removal. Their model is BERT with a

bottleneck layer (Liu et al., 2017a). In our work, the bottleneck layer is not

used and no additional training data is generated through bootstrapping.

To keep comparison fair, we re-train their model without the additional

layer and bootstrapping. We use Mean Reciprocal Rank as the main results

metric.

8.3.4 SAYFULLINA (Sayfullina et al., 2018)

This dataset is used for soft skill prediction, a sequence labeling problem.

Soft skills are personal qualities that contribute to success, such as “team

working”, “being dynamic”, and “independent”. The models for this dataset

include a CNN (Kim, 2014), an LSTM (Hochreiter et al., 1997), and a

Hierarchical Attention Network (Yang et al., 2016). We compare to their

best-performing LSTM model.

8.3.5 GREEN (Green et al., 2022)

A sentence-level sequence labeling task involving labeling skills, qualifica-

tions, job domain, experience, and occupation labels. The job positions in

the dataset are from the United Kingdom. The industries represented in

the data vary and include IT, finance, healthcare, and sales. Their model

for this task is a Conditional Random Field (Lafferty et al., 2001) model.
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8.3.6 JOBSTACK (Jensen et al., 2021b)

This corpus is used for de-identifying personal data in job vacancies on

Stack Overflow. The task involves sequence labeling and predicting Organi-

zation, Location, Name, Profession, and Contact details labels. The best-

performing model for this task is a transformer-based (Vaswani et al., 2017)

model trained in a multi-task learning setting. Jensen et al. (2021b) pro-

pose to use the I2B2/UTHealth corpus, which is a medical de-identification

task (Stubbs and Uzuner, 2015a), as auxiliary data, which showed im-

provement over their baselines.

8.3.7 GNEHM (Gnehm et al., 2022b)

A Swiss-German job ad dataset where the task is Information and Com-

munications Technology (ICT)-related entity recognition, these could be

ICT tasks, technology stack, responsibilities, and so forth. The used dataset

is a combination of two other Swiss datasets namely the Swiss Job Mar-

ket Monitor and an online job ad dataset (Gnehm and Clematide, 2020;

Buchmann et al., 2022). Their model is dubbed JobGBERT and is based on

DAPT with German BERTbase (Chan et al., 2020).

8.3.8 FIJO (Beauchemin et al., 2022)

A French job ad dataset with the task of labeling skill types using a sequence

labeling approach. The skill groups are based on the AQESSS public

skills repositories and proprietary skill sets provided by their collaborators.

These skill types are divided into four categories: “Thoughts”, “Results”,

“Relational”, and “Personal”. The best-performing model for this task is

CamemBERT (Martin et al., 2020b).

8.4 Results

The results of the models are presented in Table 8.2. To evaluate the

performance, four different models are used in total: ESCOXLM-R, the
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Dataset Lang. Metric Prev. SOTA XLM-Rlarge XLM-Rlarge (+ DAPT) ESCOXLM-R ∆

SKILLSPAN EN Span-F1 58.9±4.5 59.7±4.6 62.0±4.0 62.6±3.7 +3.7
SAYFULLINA EN Span-F1 73.1±2.1 89.9±0.5 90.6±0.4 92.2±0.2 +19.1
GREEN EN Span-F1 31.8±* 49.0±2.4 47.5±0.7 51.2±2.1 +19.4
JOBSTACK EN Span-F1 82.1±0.8 81.2±0.6 80.4±0.7 82.0±0.7 −0.1
KOMPETENCER EN W. Macro-F1 62.8±2.8 59.0±9.5 64.3±0.5 63.5±1.3 −0.7
BHOLA EN MRR 90.2±0.2 90.5±0.3 90.0±0.3 90.7±0.2 +0.5

GNEHM DE Span-F1 86.7±0.4 87.1±0.4 86.8±0.2 88.4±0.5 +1.7
FIJO FR Span-F1 31.7±2.3 41.8±2.0 41.7±0.7 42.0±2.3 +10.3
KOMPETENCER DA W. Macro-F1 45.3±1.5 41.2±9.8 45.6±0.8 45.0±1.4 −0.3

Table 8.2: Results of Experiments. The datasets and models are described
in Section 8.3. We re-train the best-performing models of all papers to
give us the standard deviation. The best-performing model is in bold. The
difference in performance between ESCOXLM-R and the previous SOTA is
shown as ∆. Note (*) that the results for GREEN are based on a CRF model
where the data has been pre-split, and therefore, there is no standard
deviation.

best-performing model originally reported in the relevant paper for the

downstream task, vanilla XLM-Rlarge, and an XLM-Rlarge model that we con-

tinuously pre-trained using only MLM (DAPT; excluding the ERP objective)

using the same pre-training hyperparameters as ESCOXLM-R. For more

information regarding the hyperparameters of fine-tuning, we refer to Sub-

section 8.8.3 (Table 8.5).

8.4.1 English

ESCOXLM-R is the best-performing model in 4 out of 6 EN datasets. The

largest improvement compared to the previous SOTA is observed in SAYFUL-

LINA and GREEN, with over 19 F1 points. In 3 out of 4 datasets, ESCOXLM-R

has the overall lower standard deviation. For JOBSTACK, the previous SOTA

performs best, and for KOMPETENCER, XLM-Rlarge (+ DAPT) has the highest

performance.

8.4.2 Non-English

In 2 out of 3 datasets, ESCOXLM-R improves over the previous SOTA, with

the largest absolute difference on French FIJO with 10.3 F1 points. In the
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Danish subset of KOMPETENCER, XLM-Rlarge (+ DAPT) has higher perfor-

mance than ESCOXLM-R. Next, we will discuss potential reasons for these

differences.

8.4.3 Analysis

We highlight that the performance gains of ESCOXLM-R are generally much

larger than any of the losses, indicating a largely positive effect of training

on ESCO. The improved performance of ESCOXLM-R on JAD datasets in Ta-

ble 8.2 is likely due to the focus on tasks with token-level annotation (i.e.,

sequence labeling). This suggests that pre-training on the ESCO taxonomy

is particularly useful for these types of tasks. The under-performance of

ESCOXLM-R on the KOMPETENCER dataset in both EN and DA may be be-

cause the task involves predicting the ESCO taxonomy code for a given

skill without context, where we expect ESCO to particularly help with tasks

where having context is relevant. We suspect applying DAPT and ERP on

ESCO specifically improves recognizing entities that are uncommon. On

the other hand, the poor performance on the JOBSTACK dataset may be

due to the task of predicting various named entities, such as organizations

and locations. By manual inspection, we found that ESCO does not contain

entities related to organizations, locations, or persons, thus this reveals

that there is a lack of relevant pre-training information to JOBSTACK.

8.5 Discussion

8.5.1 Performance on Span Length

We seek to determine whether the difference in performance between the

ESCOXLM-R and XLM-Rlarge models is due to shorter spans, and to what

extent. One application of predicting short spans well is the rise of tech-

nologies, for which the names are usually short in length. Zhang et al.

(2022d) observes that skills described in the ESCO dataset are typically

short, with a median length of approximately 3 tokens. We compare the

average performance of both models on the test sets of each dataset, where
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Figure 8.4: Radar Charts of Span-F1 performance by Span Token
Length. We show the performance of XLM-Rlarge and ESCOXLM-R on differ-
ent span lengths, we bucketed the performances of both models according
to the length of the spans, up to 10 tokens, and presented the average
performance over five random seeds. We did not include error bars in these
plots. Note that in some plots, there are no instances in certain buckets
(e.g., SAYFULLINA with 7-8, 9-10). Also, some outer rings only go up to 60
span F1, rather than 100.

span-F1 is used as measurement. We group gold spans into buckets of

lengths 1-2, 3-4, 5-6, 7-8, and 9-10, and present the span-F1 for each

model (XLM-Rlarge vs. ESCOXLM-R) in each bucket.

Shown in Figure 8.4, ESCOXLM-R outperforms XLM-Rlarge on shorter

spans (i.e., 1-2 or 3-4) in 6 out of the 6 datasets, suggesting that pre-

training on ESCO is beneficial for predicting short spans. However, there

is a slight decline in performance on some datasets (e.g., SKILLSPAN, JOB-

STACK, and GNEHM) when the spans are longer (i.e., 7-8 or 9-10). It is

180



Chapter 8. ESCOXLM-R 8.5. Discussion

Dataset Ratio Span-F1 (Entity) Span-F1 (Surface)
XLM-R ESCOXLM-R XLM-R ESCOXLM-R

SKILLSPAN 0.90 59.9±7.9 61.6±6.6 56.4±5.7 57.9±4.3
SAYFULLINA 0.22 94.0±0.2 95.7±0.3 82.8±0.6 87.2±0.7
GREEN 0.79 50.3±2.4 53.1±2.1 49.2±2.4 52.0±2.1
JOBSTACK 0.41 85.6±0.7 86.4±0.5 78.4±1.2 79.8±0.7
GNEHM 0.53 89.3±0.3 89.6±0.4 87.3±0.3 87.8±0.6
FIJO 0.77 34.4±2.9 35.7±1.1 34.4±1.1 35.7±1.1

Table 8.3: Entity vs. Surface-level span-F1 on Test. In this table, the
performance of two systems, XLM-Rlarge and ESCOXLM-R, was measured
using entity-level and surface-level span-F1 scores. Entity-level span-F1
measures precision, recall, and harmonic mean at the entity level, while
surface-level span-F1 measures a system’s ability to recognize a range of
entities. We include the ratio of surface entities to total entities in each
training set, with a higher ratio indicating more variety (a ratio of 1.00
indicates all entities are unique).

worth noting that the number of instances in these longer span buckets is

lower, and therefore errors may be less apparent in terms of their impact

on overall performance.

8.5.2 Entity-F1 vs. Surface-F1

In this analysis, we adopt the evaluation method used in the W-NUT shared

task on Novel and Emerging Entity Recognition (Derczynski et al., 2017).

In this shared task, systems are evaluated using two measures: entity

span-F1 and surface span-F1. Entity span-F1 assesses the precision, recall,

and harmonic mean (F1) of the systems at the entity level, while surface

span-F1 assesses their ability to correctly recognize a diverse range of

entities, rather than just the most frequent surface forms. This means

surface span-F1 counts entity types, in contrast to entity tokens in the

standard entity span-F1 metric.

As shown in Table 8.3, we first calculate the ratio of unique entities

and total entities in each relevant train set (i.e., datasets where we do span
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labeling). A higher ratio number indicates a wider variety of spans. Both

XLM-Rlarge and ESCOXLM-R tend to have lower performance when variety

gets high (above 0.75). In addition, there are 2 datasets (SAYFULLINA, JOB-

STACK) where we see a low variety of spans and large discrepancy between

performance of entity span-F1 and surface span-F1. This difference is lower

for ESCOXLM-R (especially in SAYFULLINA) suggesting that pre-training on

ESCO helps predicting uncommon entities.

It is also noteworthy that the standard deviations for the scores at the

entity span-F1 are generally lower than those for the surface span-F1. This

suggests that the results for the entity span-F1 scores are more consistent

across different runs, likely due to recognizing common entities more.

Overall, ESCOXLM-R consistently outperforms XLM-Rlarge in both the

entity-level and surface-level F1 scores, indicating the benefits of using the

ESCO dataset for pre-training on JAD tasks.

8.6 Related Work

To the best of our knowledge, we are the first to internalize an LM with

ESCO for job-related NLP tasks. There are, however, several works that

integrate factual knowledge (i.e., knowledge graphs/bases) into an LM.

Peters et al. (2019) integrates multiple knowledge bases into LMs to en-

hance their representations with structured, human-curated knowledge

and improve perplexity, fact recall and downstream performance on various

tasks. Zhang et al. (2019); He et al. (2020); Wang et al. (2021b) combine

LM training with knowledge graph embeddings. Wang et al. (2021a) in-

troduces K-Adapter for injecting knowledge into pre-trained models that

adds neural adapters for each kind of knowledge domain. Yu et al. (2022)

introduces Dict-BERT, which incorporates definitions of rare or infrequent

words into the input sequence and further pre-trains a BERT model.

Calixto et al. (2021) introduced a multilingual Wikipedia hyperlink

prediction intermediate task to improve language model pre-training. Sim-

ilarly, Yasunaga et al. (2022a) introduced LinkBERT which leverages links

between documents, such as hyperlinks, to capture dependencies and
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knowledge that span across documents by placing linked documents in the

same context and pre-training the LM with MLM and document relation

prediction.

8.7 Conclusion

In this study, we introduce ESCOXLM-R as a multilingual, domain-adapted

LM that has been further pre-trained on the ESCO taxonomy. We evaluated

ESCOXLM-R, to the best of our knowledge, on the broadest evaluation

set in this domain on 4 different languages. The results showed that

ESCOXLM-R outperformed XLM-Rlarge on job-related downstream tasks in 6

out of 9 datasets, particularly when the task was relevant to the ESCO

taxonomy and context was important. It was found that the improvement

of ESCOXLM-R was mainly due to its performance on shorter span lengths,

demonstrating the value of pre-training on the ESCO dataset. ESCOXLM-R

also demonstrated improved performance on both frequent surface spans

and a wider range of spans. Overall, this work showed the potential of

ESCOXLM-R as an LM for multilingual job-related tasks. We hope that it will

encourage further research in this area.

Limitations

There are several limitations to this study that should be considered. First,

a key limitation is the lack of a variety of language-specific JAD. Here, we

have four different languages namely EN, DA, FR, and DE. This means

that our analysis is based on a limited subset of languages and may not be

representative of JAD data outside of these four languages.

In turn, the second limitation is that the ESCO taxonomy used as

pre-training data only covers Europe and the datasets used in this work

also covers mostly Europe. The results may not be generalizable to other

regions. However, we see a slight improvement in the BHOLA dataset, the

data of which comes from Singapore, which hints that it could generalize

to other cultures.
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The ESCO relation prediction task aims for learning the relations be-

tween elements of the ESCO taxonomy. We acknowledge that we do not

evaluate the effectiveness of the pre-training objective in relation-centered

tasks. Unfortunately, to the best of our knowledge, there is no job-related

dataset containing relations between skill/occupation concepts to bench-

mark our model on. We consider this interesting future work.

Finally, we did not conduct an ablation study on the ERP pre-training

objective, i.e., which errors it makes. As the accuracy of the objective is

60%, we are unable to determine which sampling method is detrimental

to this accuracy. However, we suspect that the Linked sampling approach

might be the hardest to predict correctly. For example, many occupations

have a lot of necessary and optional skills, thus it is harder to determine if

some skill truly belongs to a specific occupation. Nevertheless, we see that

adding the ERP objective improves over regular MLM domain-adaptive

pre-training.

Despite these limitations, we believe that this study provides valuable

resources and insights into the use of ESCOXLM-R for analyzing JAD and

suggests directions for future research. Future studies could address the

limitations of this study by using a larger, more diverse datasets and by

conducting ablation studies on the language model to better understand

which parts contribute to the results.

Ethics Statement

We also see a potential lack of language inclusiveness within our work,

as we addressed in the Limitation section that ESCO mostly covers Eu-

rope (and the Arabic language). Nevertheless, we see ESCOXLM-R as a

step towards inclusiveness, due to JAD frequently being English-only. In

addition, to the best of our knowledge, ESCO itself is devoid of any gen-

dered language, specifically, pronouns and other gender-specific terms in,

e.g., occupations. However, we acknowledge that LMs such as ESCOXLM-R

could potentially be exploited in the process of hiring candidates for a

specific job with unintended consequences (unconscious bias and dual
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use). There exists active research on fairer recommender systems (e.g.,

bias mitigation) for human resources (e.g., Mujtaba and Mahapatra, 2019;

Raghavan et al., 2020; Deshpande et al., 2020; Köchling and Wehner,

2020; Sánchez-Monedero et al., 2020; Wilson et al., 2021; van Els et al.,

2022; Arafan et al., 2022).
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8.8 Appendix

8.8.1 Example Extraction from ESCO
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1 {
2 "id": int, "esco_code": "2250.4",
3 "preferred_label": "animal therapist",
4 "major_group": {
5 "title": "Veterinarians",
6 "description": "Veterinarians diagnose, [...]"
7 },
8 "alternative_label": [ "animal convalescence
9 therapist",

10 [...]
11 ],
12 "description": "Animal therapists provide [...]",
13 "essential_skills": [
14 {
15 "title": "anatomy of animals",
16 "description": "The study of animal body
17 parts,
18 [...]"
19 },
20 [...]
21 ],
22 "optional_skills": [...]
23 }

Listing 1: Example Extraction. An example of the information that is
given for ESCO code 2250.4: animal therapist. The original page can be
found here: http://data.europa.eu/esco/occupation/0b2d3242-22a
3-4de5-bd29-efd39cdf2c31.
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8.8.2 Data Examples

SKILLSPAN Listing 2
SAYFULLINA Listing 3
GREEN Listing 4
BHOLA Listing 5
KOMPETENCER Listing 6
FIJO Listing 7
GNEHM Listing 8

Table 8.4: Data Examples. Data example references for each dataset for
fine-tuning.
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1 Experience O O
2 in O O
3 working B-Skill O
4 on I-Skill O
5 a I-Skill O
6 cloud-based I-Skill O
7 application I-Skill O
8 running O O
9 on O O

10 Docker O B-Knowledge
11 . O O
12

13 A O O
14 degree O B-Knowledge
15 in O I-Knowledge
16 Computer O I-Knowledge
17 Science O I-Knowledge
18 or O O
19 related O O
20 fields O O
21 . O O

Listing 2: Data Example SkillSpan.
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1 ability O
2 to O
3 work B-Skill
4 under I-Skill
5 stress I-Skill
6 condition O
7

8 due O
9 to O

10 the O
11 dynamic B-Skill
12 nature O
13 of O
14 the O
15 group O
16 environment O
17 , O
18 the O
19 ideal O
20 candidate O
21 will O

Listing 3: Data Example Sayfullina.
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1 A O
2 sound O
3 understanding O
4 of O
5 the O
6 Care B-Skill
7 Standards I-Skill
8 together O
9 with O

10 a O
11 Nursing B-Qualification
12 qualification I-Qualification
13 and O
14 current O
15 NMC B-Qualification
16 registration I-Qualification
17 are O
18 essential O
19 for O
20 this O
21 role O
22 . O

Listing 4: Data Example Green.

1 department economics national university singapore
2 invites applications teaching oriented positions
3 level lecturer senior lecturer [...] <labels>

Listing 5: Data Example Bhola.
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1 <English>
2 team worker S4
3 passion for developing your career S1
4 liaise with internal teams S1
5 identify system requirements S2
6 plan out our new features S4
7

8 <Danish>
9 arbejde med børn i alderen 1

2-3 år S3
10 samarbejde S1
11 fokusere på god kommunikation S1
12 bidrage til at styrke fællesskabet S1
13 ansvarsbevidst A1
14 lyst til et aktivt udeliv A1

Listing 6: Data Example Kompetencer.
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1 Participer B-relationnel
2 au I-relationnel
3 réseau I-relationnel
4 téléphonique I-relationnel
5 mis O
6 sur O
7 pied O
8 lors O
9 des O

10 campagnes O
11 d'inscription O
12 pour O
13 fournir B-pensee
14 les I-pensee
15 renseignements I-pensee
16 nécessaires I-pensee
17 aux I-pensee
18 assurés I-pensee

Listing 7: Data Example Fijo.
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1 in O
2 mit O
3 guten O
4 EDV-Kenntnissen B-ICT
5

6 . O
7 Es O
8 erwartet O
9 Sie O

10 eine O
11 interessante O
12 Aufgabe O
13 in O
14 einer O
15 Adressverwaltung O
16 ( O
17 Rechenzenter B-ICT
18 ) O

Listing 8: Data Example Gnehm.
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Learning rate Batch size max_seq_length Epochs

SKILLSPAN {1e−4, 5e−5, 1e−5 5e−6} {16, 32, 64} 128 20
KOMPETENCER {1e−4, 7e−5, 5e−5, 1e−5, 5e−6} {8, 16, 32} 128 20
BHOLA {1e−4, 7e−5, 5e−5, 1e−5, 5e−6} {4, 16, 32, 64, 128} {128, 256} 10
SAYFULLINA {1e−4, 5e−5, 1e−5} {16, 32, 64} 128 10
GREEN {1e−4, 5e−5, 1e−5} {16, 32, 64} 128 10
JOBSTACK {1e−4, 7e−5, 5e−5, 1e−5, 5e−6} {16, 32, 64, 128} 128 20
GNEHM {1e−4, 5e−5, 1e−5} {16, 32, 64} 128 5
FIJO {1e−4, 5e−5, 1e−5} {8, 16, 32, 64} 128 10

Table 8.5: Hyperparameter Sweep for Fine-tuning. We show a hyperpa-
rameter sweep for fine-tuning all models. Learning rate differs for both
XLM-Rlarge and ESCOXLM-R, where XLM-Rlarge performs best on lower learn-
ing rate (e.g., 1e−5) and ESCOXLM-R on a bit of a higher learning rate (e.g.,
5e−5). A batch size of 32 works best for all models. The max sequence
length is usually the same, except for BHOLA due to it containing long
texts. Epochs are determined based on previous work (i.e., the relevant
datasets).

8.8.3 Fine-tuning Details

For fine-tuning XLM-Rlarge (+ DAPT) and ESCOXLM-R on the downstream

tasks, we use MaChAmp (van der Goot et al., 2021b). For more details we

refer to their paper. We always include the original learning rate, batch size,

maximum sequence length, and epochs from the respective downstream

tasks in our search space (whenever applicable). Each model is trained on

an NVIDIA A100 GPU with 40GBs of VRAM and an AMD Epyc 7662 CPU.

The seed numbers the models are initialized with are 276800, 381552,

497646, 624189, 884832. We run all models with the maximun number of

epochs indicated in Table 8.5 and select the best-performing one based on

validation set performance in the downstream metric.
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Chapter 9
NNOSE: Nearest Neighbor Occupational Skill

Extraction

The work presented in this chapter is based on a paper accepted as: Mike

Zhang, Rob van der Goot, Min-Yen Kan, and Barbara Plank. NNOSE:

Nearest neighbor occupational skill extraction. In Proceedings of the 18th
Conference of the European Chapter of the Association for Computational
Linguistics (Volume 1: Long Papers), pages 589–608, St. Julian’s, Malta,

March 2024a. Association for Computational Linguistics. URL https:

//aclanthology.org/2024.eacl-long.35.
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Abstract

The labor market is changing rapidly, prompting increased interest in the

automatic extraction of occupational skills from text. With the advent of

English benchmark job description datasets, there is a need for systems

that handle their diversity well. We tackle the complexity in occupational

skill datasets tasks—combining and leveraging multiple datasets for skill

extraction, to identify rarely observed skills within a dataset, and over-

coming the scarcity of skills across datasets. In particular, we investigate

the retrieval-augmentation of language models, employing an external

datastore for retrieving similar skills in a dataset-unifying manner. Our pro-

posed method, Nearest Neighbor Occupational Skill Extraction (NNOSE)

effectively leverages multiple datasets by retrieving neighboring skills from

other datasets in the datastore. This improves skill extraction without
additional fine-tuning. Crucially, we observe a performance gain in pre-

dicting infrequent patterns, with substantial gains of up to 30% span-F1 in

cross-dataset settings.

9.1 Introduction

Labor market dynamics, influenced by technological changes, migration,

and digitization, have led to the availability of job descriptions (JD) on

platforms to attract qualified candidates (Brynjolfsson and McAfee, 2011,

2014; Balog et al., 2012). JDs consist of a collection of skills that exhibit

a characteristic long-tail pattern, where popular skills are more common

while niche expertise appears less frequently across industries (Autor et al.,

2003; Autor and Dorn, 2013), such as “teamwork” vs. “system design”.1

This pattern poses challenges for skill extraction (SE) and analysis, as

certain skills may be underrepresented, overlooked, or emerging in JDs.

This complexity makes the extraction and analysis of skills more difficult,

resulting in a sparsity of skills in SE datasets. We tackle this by combining

1Examples are from the CEDEFOP Skill Platform.
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three different skill datasets.

To address the challenges in SE, we explore the potential of Nearest

Neighbors Language Models (NNLMs; Khandelwal et al., 2020). NNLMs

calculate the probability of the next token by combining a parametric lan-

guage model (LM) with a distribution derived from the k-nearest context–

token pairs in the datastore. This enables the storage of large amounts

of training instances without the need to retrain the LM weights, improv-

ing language modeling. However, the extent to which NNLMs enhance

application-specific end-task performance beyond language modeling re-

mains relatively unexplored. Notably, NNLMs offer several advantages,

as highlighted by Khandelwal et al. (2020): First, explicit memorization

of the training data aids generalization. Second, a single LM can adapt

to multiple domains without domain-specific training, by incorporating

domain-specific data into the datastore (e.g., multiple datasets). Third,

the NNLM architecture excels at predicting rare patterns, particularly the

long-tail.

Therefore, we seek to answer the question: How effective are nearest
neighbors retrieval methods for occupational skill extraction? Our

contributions are as follows:

• To the best of our knowledge, we are the first to investigate encoder-

based kNN retrieval by leveraging multiple datasets.

• Furthermore, we present a novel domain-specific RoBERTabase-based

language model, JobBERTa, tailored to the job market domain.

• We conduct an extensive analysis to show the advantages of

kNN retrieval, in contrast to prior work that primarily focuses on

hyperparameter-specific analysis.2

2Code: https://github.com/jjzha/nnose.
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Figure 9.1: Setup of NNOSE. The datastore consists of paired contextual
token representations obtained from a fine-tuned encoder and the cor-
responding BIO tag. We use a whitening transformation to enhance the
isotropy of token representations. During inference, i.e., retrieving tokens,
we use the same whitening transformation on the test token’s representa-
tion to retrieve the k-nearest neighbors from the datastore. We interpolate
the encoder and kNN distributions with a hyperparameter λ as the final
distribution.

9.2 Nearest Neighbor Skill Extraction

9.2.1 Skill Extraction.

The task of SE is formulated as a sequence labeling problem. We define

a set of job description sentences X , where each d ∈ X represents a

set of sequences with the jth input sequence X j
d = {x1, x2, ..., xi}, with

a corresponding target sequence of BIO-labels Yj
d = {y1, y2, ..., yi}. The

labels include “B” (beginning of a skill token), “I” (inside skill token), and

“O” (any outside token). The objective is to use D in training a labeling

algorithm that accurately predicts entity spans by assigning an output label

yi to each token xi.
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9.2.2 NNOSE

The core idea of NNOSE is that we augment the extraction of skills during

inference with a kNN retrieval component and a datastore consisting of

context–token pairs. Figure 9.1 outlines our two-step approach. First,

we extract skills by getting token representation hi from xi and assign a

probability distribution pSE for each hi in the input sentence. Second, we

use each hi to find the most similar token representations in the datastore

and get the probability distribution pkNN, aggregated from the k-nearest

context–token pairs. Last, we obtain the final probability distribution p

by interpolating between the two distributions. In addition to formalizing

NNOSE, we apply the Whitening Transformation (Subsection 9.2.5) to the

embeddings, an important process for kNN approaches as used in previous

work (Su et al., 2021; Yin and Shang, 2022).

9.2.3 Datastore

The datastore D comprises key–value pairs (hi, yi), where each hi repre-

sents the contextualized token embedding computed by a fine-tuned SE

encoder, and yi ∈ {B, I, O} denotes the corresponding gold label. Typi-

cally, the datastore consists of all tokens from the training set. In contrast

to the approach employed by Wang et al. (2022b) for kNN–NER, where

they only store B and I tags in the datastore (only named entities), we also

include the O-tag in the datastore. This allows us to retrieve non-named

entities, which is more intuitive than assigning non-entity probability mass

to the B and I tokens.

9.2.4 Inference

During inference, the NNOSE model aims to predict yi based on the contex-

tual representation of xi (i.e., hi). This representation is used to query the

datastore for kNN using an L2 distance measure (following Khandelwal

et al., 2020), denoted as d(·, ·). Once the neighbors are retrieved, the

model computes a distribution over the neighbors by applying a softmax
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function with a temperature parameter T to their negative distances (i.e.,

similarities). This aggregation of probability mass for each label (B, I, O)

across all occurrences in the retrieved targets is represented as:

pkNN(yi | xi) ∝
∑

(ki,vi)∈D

1y=vi exp

(
−d(hi,k)

T

)
. (9.1)

Items that do not appear in the retrieved targets have zero probability.

Finally, we interpolate the nearest neighbors distribution pkNN with the

fine-tuned model distribution pSE using a tuned parameter λ to produce

the final NNOSE distribution p:

p(yi | xi) = λ× pkNN (yi | xi) + (1− λ)× pSE (yi | xi) . (9.2)

9.2.5 Whitening Transformation

Several works (Li et al., 2020b; Su et al., 2021; Huang et al., 2021) note

that if a set of vectors are isotropic, we can assume it is derived from

the Standard Orthogonal Basis, which also indicates that we can properly

calculate the similarity between embeddings. Otherwise, if it is anisotropic,

we need to transform the original sentence embedding to enforce isotropho-

rism, and then measure similarity. Su et al. (2021); Huang et al. (2021)

applies the vector whitening approach (Koivunen and Kostinski, 1999) on

BERT (Devlin et al., 2019b). The Whitening Transformation (WT), initially

employed in data preprocessing, aims to eliminate correlations among the

input data features for a model. In turn, this can improve the performance

of certain models that rely on uncorrelated features. Other works (Gao

et al., 2019; Ethayarajh, 2019; Li et al., 2020c; Yan et al., 2021; Jiang

et al., 2022b, among others) found that (frequency) biased token embed-

dings hurt final sentence representations. These works often link token

embedding bias to the token embedding anisotropy and argue it is the main

reason for the bias. We apply WT to the token embeddings like previous

work for nearest neighbor retrieval (Yin and Shang, 2022). In short, WT

transforms the mean value of the embeddings into 0 and the covariance
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Dataset Loc. License Train Dev. Test D (tokens)

SKILLSPAN * CC-BY-4.0 5,866 3,992 4,680 86.5K
SAYFULLINA UK Unknown 3,706 1,854 1,853 53.1K
GREEN UK CC-BY-4.0 8,670 963 336 209.5K

TOTAL 349.2K

Table 9.1: Dataset Statistics. We provide statistics for all three datasets,
including the location and license. Input granularity is at the token level,
with performance measured in span-F1. The size of the datastore D is in
tokens and determined by embedding tokens and their context from the
training sets, resulting in approximately 350K keys. See Subsection 9.8.2
for examples.

matrix into the identity matrix, and these transformations are then applied

to the original embeddings. We apply WT to the embeddings before putting

them in the datastore and before querying the datastore. The workflow of

WT is detailed in Subsection 9.8.1.

9.3 Experimental Setup

9.3.1 Data

All datasets are in English and have different label spaces. We transform

all skills to the same label space and give each token a generic tag (i.e.,

B, I, O). We give a brief description of each dataset below and Table 9.1

summarizes them:

SKILLSPAN (Zhang et al., 2022a). This job posting dataset includes

annotations for skills and knowledge derived from the ESCO taxonomy. To

fit our approach, we flatten the two label layers into one layer (i.e., BIO).

The baseline is the JobBERT model, which was continuously pre-trained on

a dataset of 3.2 million job posting sentences. The industries represented

in the data range from tech to more labor-intensive sectors.
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SAYFULLINA (Sayfullina et al., 2018) is used for soft skill sequence

labeling. Soft skills are personal qualities that contribute to success, such

as teamwork, dynamism, and independence. Data originated from the UK.

This is the smallest dataset among the three, with no specified industries.

GREEN (Green et al., 2022). A dataset for extracting skills, qualifications,

job domain, experience, and occupation labels. The dataset consists of jobs

from the UK, and the industries represented include IT, finance, healthcare,

and sales. This is the largest dataset among the three.

9.3.2 Models

We use 3 English-based LMs: 1 general-purpose and 2 domain-specific

models. Implementation details for fine-tuning and NNOSE are in Subsec-

tion 9.8.3.

JobBERT (Zhang et al., 2022a) is a 110M parameter BERT-based model

continuously pre-trained (Gururangan et al., 2020b) on 3.2M English job

posting sentences. It outperforms BERTbase on several skill-specific tasks.

RoBERTa (Liu et al., 2019). We also use RoBERTabase (123M parame-

ters). It showed to outperform JobBERT in our initial experiments and we

therefore include this model as a baseline.

JobBERTa (Ours). Given that RoBERTa outperformed JobBERT, we cre-

ate another baseline and release a model named JobBERTa. This is a

RoBERTabase model continuously pre-trained (Gururangan et al., 2020b)

on the same 3.2M JD sentences as JobBERT.

9.4 Results

We evaluate the performance of fine-tuning models enhanced with NNOSE.

We consider different setups: First, we compare using the Whitening
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Setting SKILLSPAN SAYFULLINA GREEN avg. span-F1

JobBERT (Zhang et al., 2022a) 60.47 88.16 42.55 63.73
+ kNN {D}+WT 61.06 ↑0.59 88.25 ↑0.09 43.56 ↑1.01 64.29 ↑0.56
+ kNN ∀D+WT 60.93 ↑0.48 88.26 ↑0.10 44.44 ↑1.89 64.54 ↑0.81

RoBERTa (Liu et al., 2019) 63.88 91.97 44.49 66.78
+ kNN {D}+WT 63.57 ↓0.31 91.97 –0.00 45.02 ↑0.53 66.85 ↑0.07
+ kNN ∀D+WT 63.98 ↑0.10 91.97 –0.00 44.86 ↑0.37 66.94 ↑0.16

JobBERTa (This work) 63.74 92.06 49.61 68.47
+ kNN {D}+WT 64.14 ↑0.40 91.89 ↓0.17 50.35 ↑0.74 68.79 ↑0.32
+ kNN ∀D+WT 64.24 ↑0.50

† 92.15 ↑0.09 50.78 ↑1.17
† 69.06 ↑0.59

Table 9.2: Test Set Results. Two settings are considered for each model
based on dev. set results in Subsection 9.8.8: {D} refers to the in-dataset
datastore, containing keys from the specific training data, while ∀D repre-
sents a datastore with keys from all available training sets. The notation
+WT indicates the application of Whitening Transformation to the keys be-
fore adding them to and querying the datastore. The performance impact
of using kNN is indicated as ↑ (increase), ↓ (decrease), or – (no change).
The best-performing setup for each dataset is highlighted. For the top-
performing model (JobBERTa), † signifies statistical significance over the
baseline using a token-level McNemar test (McNemar, 1947). The avg.
span-F1 performance of each model across the three datasets is displayed.

Transformation (+WT) or without. Second, we explore two datastore setups:

One using an in-dataset datastore ({D}), where each respective training

set is stored separately, and another where all datasets are stored in the

datastore (∀D). In the latter setup, we encode all three datasets with each

fine-tuned model, and each model has its own WT matrix. For example,

we fine-tune a model on SKILLSPAN and encode the training set tokens of

SKILLSPAN, SAYFULLINA, and GREEN to populate the datastore. From the

results on the development set (Table 9.11, Subsection 9.8.8), we observe

that adding WT consistently improves performance. Therefore, we only

report the span-F1 scores on each test set (Table 9.2) with WT and the

average over all three datasets.
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Figure 9.2: Long-tail Prediction Performance. kNN is based on the
datastore with all the datasets. We categorize the occurrences of a skill in
the test set with respect to the training set. For example, a skill in the test
set occurs two times in the training set, we put this in the “low” bin. There
are three frequency ranges: high: 10–15, mid–high: 7–10, mid–low: 4–6,
low: 0–3. SAYFULLINA does not have any test set skills that occur more than
10 times in the training set. On top of the bars is the number of predicted
skills for the test set in each bucket.

9.4.1 Best Model Performance

In Table 9.2, we show that the best-performing baseline model is JobBERTa,

achieving more than 4 points span-F1 improvement over JobBERT and 2

points higher than RoBERTa on average. This confirms the effectiveness of

DAPT in improving language models (Han and Eisenstein, 2019; Alsentzer

et al., 2019b; Gururangan et al., 2020b; Lee et al., 2020a; Nguyen et al.,

2020b; Zhang et al., 2022a).

9.4.2 Best NNOSE Setting

We confirm the trends from dev. on test: The largest improvements come

from using the setup with WT, especially in the ∀D+WT setting. All models

seem to benefit from the NNOSE setup, JobBERT and JobBERTa shows

the largest improvements, with the largest gains observed in the ∀D+WT
datastore setup. In summary, ∀D+WT consistently demonstrates performance

enhancements across all experimental setups.
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9.5 Analysis

As we store training tokens from all datasets in the datastore, we expect

the model to recall a greater number of skills based on the current context

during inference. In turn, this would lead to improved downstream model

performance. We want to address the challenges of SE datasets by predict-

ing long-tail patterns, and if we observe improvements in detecting unseen

skills in a cross-dataset setting.

To investigate in which situations our model improves, we are analyz-

ing the following: 1 The predictive capability of NNOSE in relation to

rarely occurring skills compared to regular fine-tuning (Subsection 9.5.1).

Skills exhibit varying frequencies across datasets, we categorize the skill

frequencies into buckets and compare the performance between vanilla

fine-tuning and the inclusion of kNN. 2 If NNOSE actually retrieves from

other datasets when they are combined (Subsection 9.5.2), and if there is

a sign of leveraging multiple datasets, then; 3 How much does NNOSE

enhance performance in a cross-dataset setting (Subsection 9.5.3)? Our

results indicate a large performance drop when a fine-tuned SE model,

trained on one dataset, is applied to another dataset, highlighting the

sparsity across datasets. We demonstrate that NNOSE helps alleviate this,

both from an empirical perspective and by inspecting the prediction errors

(Subsection 9.5.5).

9.5.1 Long-tail Skills Prediction

Khandelwal et al. (2020) observed that due to explicitly memorizing the

training data, NNLMs effectively predict rare patterns. We analyze whether

the performance of “long-tail skills” improves using NNOSE. A visualization

of the long-tail distribution of skills is in Figure 9.8 (Subsection 9.8.9).

We present the results in Figure 9.2. We investigate the performance

of JobBERTa with and without kNN based on the occurrences of skills

in the evaluation set relative to the train set. We count the skills in the

evaluation set that occur a number of times in the training set, ranging
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from 0–15 occurrences and is grouped into low, mid–low, mid–high, and

high–frequency bins (0–3, 4–6, 7–10, 10–15, respectively). This approach

estimates the number of skills the LM recalls from the training stage.

Our findings reveal that skills with low-frequent skills are the most

difficult and make up the largest bucket, and our approach is able to

improve on them on all three datasets. For SKILLSPAN, we observe an

improvement in the low-frequency bin, from 53.9→54.5 span-F1. Similarly,

GREEN exhibits a similar trend with an improvement in the low-frequency

bin (49.2→50.1). Interestingly, it also shows gains in most other frequency

bins. Last, for SAYFULLINA, there is also an improvement (69.7→70.7 in

the low bin). It is worth pointing out that there are many skills that fall

in the low bin in SKILLSPAN and GREEN. This is exactly where NNOSE

improves most for these datasets. For SAYFULLINA, we notice the largest

number of predicted skills is in the mid–low bin. This is where we also see

improvements for NNOSE.

9.5.2 Retrieving From All Datasets

We presented the best improvements of NNOSE in the ∀D+WT datastore

in Section 9.4. An important question remains: Does the ∀D+WT setting

retrieve from all datasets? Qualitatively, Figure 9.3 shows the UMAP

visualization (McInnes et al., 2018) of representations stored in each

∀D+WT datastore. We mark the retrieved neighbors with orange for each

downstream dev. set. In all plots, we observe that GREEN is prominent in the

representation space (green), while SKILLSPAN (darkcyan) and SAYFULLINA

(blue) form distinct clusters. Each plot has its own pattern: SKILLSPAN

and SAYFULLINA have well-shaped clusters, while GREEN consists of one

large cluster. SKILLSPAN and SAYFULLINA mostly retrieve from their own

clusters. In contrast, GREEN retrieves from the entire representation space,

which could explain the largest span-F1 performance gains (Table 9.2).

This suggests that kNN effectively leverages multiple datasets in most cases

(qualitative analysis see Subsection 9.8.10).
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Figure 9.3: UMAP Visualization of Nearest Neighbors Retrieval. The
datastore consists of the training set (+WT) of all three datasets used in this
work. Each colored dot represents a non-O token from the training set. The
embeddings are generated using JobBERTa. The orange shade represents
the retrieved neighbors with k = 4 for each token that is a skill (i.e., not an
O token). Note that for the middle plot, the orange shade covers the blue
clusters SAYFULLINA. GREEN has the green shade and SKILLSPAN are the
darkcyan colors.

9.5.3 Prediction of Unseen Skills

The UMAP plots in Figure 9.3 suggest that some datasets are closer to each

other than others. To quantify this, we investigate the overlap of annotated

skills between datasets and assess cross-dataset performance of NNOSE on

unseen skills.

Overlap of Datasets. We calculate the exact span overlap of skills be-

tween the training sets of the datasets using the Jaccard similarity co-

efficient (Jaccard, 1901): J(A,B) = |A∩B|
|A∪B| , where A and B are sets of

multi-token spans (e.g., “manage a team”) from two separate training sets.

The Jaccard similarity coefficients are as follows: J(SKILLSPAN, SAYFUL-

LINA) = 0.35, J(SAYFULLINA, GREEN) = 0.10, and J(SKILLSPAN, GREEN)

= 0.29. These Jaccard coefficients indicate overlap between unique skill

spans across datasets, suggesting that NNOSE can introduce the model to

new and unseen skills.
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Figure 9.4: Cross-dataset Long-tail Performance. Similar to Figure 9.2,
we plot the cross-dataset long-tail performance. NNOSE uses the datastore
with all datasets. Training and evaluation data (test) are indicated in graph
titles. Frequency bins are based on the training data span frequency; there
are three frequency ranges: high: 10–15, mid–high: 7–10, mid–low: 4–6,
low: 0–3.

Results. Table 9.3 presents the performance of JobBERTa across datasets.

For completeness, we include a baseline where JobBERTa is fine-tuned on

a union of all datasets (ALL). We notice training on the union of the data

never leads to the best target dataset performance. Generally, we observe

that in-domain data is best, both in vanilla and NNOSE setups (diagonal

in Table 9.3). Performance drops when a model is applied to a dataset

other than the one it was trained on (off-diagonal). Using NNOSE leads

to substantial improvements across the challenging off-diagonal (cross-

dataset) settings, while performance remains stable within datasets. We

observe the largest improvements when applied to SAYFULLINA, with up
to a 30% increase in span-F1. This is likely due to SAYFULLINA consisting

210



Chapter 9. NNOSE 9.5. Analysis

↓Trained on SKILLSPAN SAYFULLINA GREEN
Va

ni
lla SKILLSPAN 18.05 43.17

SAYFULLINA 9.44 11.79
GREEN 29.67 15.93

ALL 59.33 90.16 44.59

+
k
N

N SKILLSPAN 45.86 ↑27.81 45.44 ↑2.27
SAYFULLINA 26.16 ↑16.72 25.38 ↑13.59
GREEN 41.22 ↑11.55 46.58 ↑30.65

ALL 59.51 ↑0.31 90.33 ↑0.17 45.63 ↑1.04

Table 9.3: Results of Unseen Skills based on JobBERTa (∀D+WT). In the
vanilla setting, models trained on one skill dataset are applied to another
on test, showing varied performance. However, applying kNN improves
the detection of unseen skills. Diagonal results can be found in Table 9.2.
Refer to Table 9.10 for tuned hyperparameters.

mostly of soft skills, which are less prevalent in SKILLSPAN and GREEN,

making it beneficial to introduce soft skills. Conversely, when the model is

trained on SAYFULLINA, the absolute improvement on SKILLSPAN is lower,

indicating that skill datasets can benefit each other to different extents.

9.5.4 Cross-dataset Long-tail Analysis

Table 9.3 shows improvements when NNOSE is used in favor of vanilla

fine-tuning. Figure 9.4 presents the long-tail performance analysis in the

cross-dataset scenario, similar to Figure 9.2. We observe the largest gains

with NNOSE in the low or mid–low frequency bins. However, exceptions

are SKILLSPAN→GREEN and SAYFULLINA→GREEN, where most gains occur

in the mid–high bin. Notably, SAYFULLINA→GREEN demonstrates higher

performance with NNOSE, where all 6 skills are incorrectly predicted

in the mid–high bin. An analysis of precision and recall in Table 9.12

(Section 9.9) substantiates that the improvements are both precision and

recall-based, with gains of up to 40 recall points and 35.4 precision points

in GREEN→SAYFULLINA. There is also an improvement up to 35.5 recall
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False Positives False Negatives

cleaning GCP
SKILLSPAN decisive IBM MQ

Apache Camel AWS
building consumer demand for sustainable products budget responsible

empathy leadership
SAYFULLINA leadership management

communication
ability to manage and prioritise multiple assignments and tasks

SQL scripting languages software engineering
GREEN Manage a team development

troubleshooting activities DevOps
dealing with tenants Cisco network administration

Table 9.4: FPs & FNs of NNOSE. We show several examples of false
positives and false negatives in each dataset. We only show the predictions
of NNOSE that are not in the vanilla model predictions.

points and 34.1 precision points for SKILLSPAN→SAYFULLINA. This further

solidifies that memorizing tokens (i.e., storing all skills in the datastore)

helps recall as mentioned in Khandelwal et al. (2020), and more impor-

tantly, highlighting the benefits of NNOSE in cross-dataset scenarios for

SE.

9.5.5 Qualitative Check on Prediction Errors

We perform a qualitative analysis on the false positives (fp) and false

negatives (fn) of NNOSE predictions compared to vanilla fine-tuning for

each dataset. This analysis tells us whether a prediction corresponds to an

actual skill, even if it does not contribute positively to the span-F1 metric.

We observe that NNOSE produces a significant number of false positives

that are “similar” to genuine skills. In Table 9.4, for each dataset, we

picked five fps and fns that represent hard, soft, and personal skills well

(if applicable). We show the fps and fns for JobBERTa with NNOSE, we

only show predictions that are not in the vainlla model predictions. In

SAYFULLINA, there is only one fn. We notice from the errors, and especially

the fps, that these are definitely skills, indicating the benefit of NNOSE

helping to predict new skills or missed annotations.
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9.6 Related Work

9.6.1 Skill Extraction

The dynamic nature of labor markets has led to an increase in tasks related

to JD, including skill extraction (Kivimäki et al., 2013; Zhao et al., 2015;

Sayfullina et al., 2018; Smith et al., 2019; Tamburri et al., 2020; Shi et al.,

2020; Chernova, 2020; Bhola et al., 2020; Gugnani and Misra, 2020; Fareri

et al., 2021; Konstantinidis et al., 2010; Zhang et al., 2022a,c,d; Green

et al., 2022; Gnehm et al., 2022b; Beauchemin et al., 2022; Decorte et al.,

2022; Ao et al., 2023; Goyal et al., 2023; Zhang et al., 2023b). These

works employ methods such as sequence labeling (Sayfullina et al., 2018;

Smith et al., 2019; Chernova, 2020; Zhang et al., 2022a,d), multi-label

classification (Bhola et al., 2020), and graph-based methods (Shi et al.,

2020; Goyal et al., 2023). Recent methodologies include domain-specific

models where LMs are continuously pre-trained on unlabeled JD (Zhang

et al., 2022a; Gnehm et al., 2022b). However, none of these methodologies

introduce a retrieval-augmented model like NNOSE.

9.6.2 General Retrieval-augmentation

In retrieval augmentation, LMs can utilize external modules to enhance

their context-processing ability. Two approaches are commonly used:

First, using a separately trained model to retrieve relevant documents

from a collection. This approach is employed in open-domain question

answering tasks (Petroni et al., 2021) and with specific models such as

ORQA (Lee et al., 2019), REALM (Guu et al., 2020), RAG (Lewis et al.,

2020b), FiD (Izacard and Grave, 2021), and ATLAS (Izacard et al., 2022).

Second, previous work on explicit memorization showed promising

results with a cache (Grave et al., 2017), which serves as a type of datastore.

The cache contains past hidden states of the model as keys and the next

word as tokens in key–value pairs. Memorization of hidden states in a

datastore, involves using the kNN algorithm as the retriever. The first work

of the kNN algorithm as the retrieval component was by Khandelwal et al.
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(2020), leading to several LM decoder-based works.

9.6.3 Decoder-based Nearest Neighbor Approaches

Decoder-based nearest neighbors approaches are primarily focused on

language modeling (Khandelwal et al., 2020; He et al., 2021; Yogatama

et al., 2021; Ton et al., 2022; Shi et al., 2022; Jin et al., 2022; Bhardwaj

et al., 2022; Xu et al., 2023) and machine translation (Khandelwal et al.,

2021; Zheng et al., 2021; Jiang et al., 2021, 2022a; Wang et al., 2022a;

Martins et al., 2022a,b; Zhu et al., 2022; Du et al., 2023; Zhu et al.,

2023c; Min et al., 2023b,a). These approaches often prioritize efficiency

and storage space reduction, as the datastores for these tasks can contain

billions of tokens.

9.6.4 Encoder-based Nearest Neighbor Approaches.

Encoder-based nearest neighbor approaches have been explored in tasks

such as named entity recognition (Wang et al., 2022b) and emotion classi-

fication (Yin and Shang, 2022). Here, the datastores are limited to single

datasets with the sentence (or token) gold label pairs. Instead, we show

the potential of adding multiple datasets in the datastore.

9.7 Conclusion

We introduce NNOSE, an LM that incorporates and leverages a non-

parametric datastore for nearest neighbor retrieval of skill tokens. To

the best of our knowledge, we are the first to introduce the nearest neigh-

bors retrieval component for the extraction of occupational skills. We

evaluated NNOSE on three relevant skill datasets with a wide range of

skills and show that NNOSE enhances the performance of all LMs used

in this work without additionally tuning the LM parameters. Through

the combination of train sets in the datastore, our analysis reveals that

NNOSE effectively leverages all the datasets by retrieving tokens from each.

Moreover, NNOSE not only performs well on rare skills but also enhances

214



Chapter 9. NNOSE 9.7. Conclusion

the performance of more frequent patterns. Lastly, we observe that our

baseline models exhibit poor performance when applied in a cross-dataset

setting. However, with the introduction of NNOSE, the models improve

across all settings. Overall, our findings indicate that NNOSE is a promising

approach for application-specific skill extraction setups and potentially

helps discover skills that were missed in manual annotations.

Limitations

We consider several limitations: One is the limited diversity of the datasets

used in this work. Our study was constrained by the use of only three

English datasets. By focusing solely on English data, we might have

overlooked insights that exist in other languages. While these datasets

were carefully selected to ensure relevance and quality, the limited scope

of the data may restrict the generalizability of our findings to other SE

datasets. Future research includes incorporating a wider range of datasets

from diverse sources to obtain a more comprehensive understanding of

the topic. Potential interesting future work should include validation on

whether NNOSE works in a multilingual setting.

Another limitation is that we do skill detection and not specific labeling

of the extracted spans, i.e., extracting generic B, I, O tags. This was to

ensure that the datasets could be used in unison in the datastore. Inter-

esting future work could extending NNOSE to include labeled skills in the

datastore.

Ethics Statement

The subject of job-related language models is a highly contentious topic,

often sparking intense debates surrounding the issue of bias. We acknowl-

edge that LMs such as JobBERTa and NNOSE possess the potential for

inadvertent consequences, such as unconscious bias and dual-use when em-

ployed in the candidate selection process for specific job positions. There

are research efforts to develop fairer recommender systems in the field of
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human resources, focusing on mitigating biases (e.g., Mujtaba and Mahap-

atra, 2019; Raghavan et al., 2020; Deshpande et al., 2020; Köchling and

Wehner, 2020; Sánchez-Monedero et al., 2020; Wilson et al., 2021; van Els

et al., 2022; Arafan et al., 2022). Nevertheless, one potential approach to

alleviating such biases involves the retrieval of sparse skills for recall (e.g.,

this work). It is important to note, however, that we have not conducted

an analysis to ascertain whether this particular method exacerbates any

pre-existing forms of bias.
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1 Experience O
2 in O
3 working B
4 on I
5 a I
6 cloud-based I
7 application I
8 running O
9 on O

10 Docker B
11 . O
12

13 A O
14 degree B
15 in I
16 Computer I
17 Science I
18 or O
19 related O
20 fields O
21 . O

Figure 9.5: Data Ex-
ample for SkillSpan.
In SKILLSPAN, we
would like to note the
long skills.

1 ability O
2 to O
3 work B
4 under I
5 stress I
6 condition O
7

8 due O
9 to O

10 the O
11 dynamic B
12 nature O
13 of O
14 the O
15 group O
16 environment O
17 , O
18 the O
19 ideal O
20 candidate O
21 will O

Figure 9.6: Data Ex-
ample for Sayfullina.
In SAYFULLINA, the
skills are usually soft-
like skills.

1 A O
2 sound O
3 understanding O
4 of O
5 the O
6 Care B
7 Standards I
8 together O
9 with O

10 a O
11 Nursing B
12 qualification I
13 and O
14 current O
15 NMC B
16 registration I
17 are O
18 essential O
19 for O
20 this O
21 role O

Figure 9.7: Data
Example for Green.
There are many qual-
ification skills (e.g.,
certificates).

9.8 Appendix

9.8.1 Whitening Transformation Algorithm

We apply the whitening transformation to the query embedding and the

embeddings in the datastore. We can write a set of token embeddings

as a set of row vectors: {xi}Ni=1. Additionally, a linear transformation

x̃i = (xi − µ)W is applied, where µ = 1
N

∑N
i=1 xi. To obtain the matrix W ,

the following steps are conducted: First, we obtain the original covariance

matrix
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Algorithm 4: Whitening Transformation Workflow

1 input: Embeddings {xi}Ni=1;
2 Compute µ = 1

N

∑N
i=1 xi and Σ of {xi}Ni=1

3 Compute U,Λ, U⊤ = SVD(Σ)
4 Compute W = U

√
Λ−1

5 for i = 1, 2, ..., n do
6 x̃i = (xi − µ)W
7 end
8 return {x̃i}Ni=1;

Σ =
1

N

N∑
i=1

(xi − µ)⊤ (xi − µ) . (9.3)

Afterwards, we obtain the transformed covariance matrix Σ̃ = W⊤ΣW ,

where we specify Σ̃ = I. Therefore, Σ =
(
W⊤)−1

W−1 =
(
W−1

)⊤
W−1.

Here, Σ is a positive definite symmetric matrix that satisfies the following

singular value decomposition (SVD; Golub and Reinsch, 1971) as indicated

by Su et al. (2021): Σ = UΛU⊤. U is an orthogonal matrix, Λ is a

diagonal matrix, and the diagonal elements are all positive. Therefore,

let W−1 =
√
ΛU⊤, we obtain the solution: W = U

√
Λ−1. Putting it all

together, as input, we have the set of embeddings {xi}Ni=1. We compute

µ and Σ of {xi}Ni=1. Then, we perform SVD on Σ to obtain matrices U ,

Λ, and U⊤. Using these matrices, we calculate the transformation matrix

W . Finally, we apply the transformation to each embedding in the set by

subtracting µ and multiplying by W . We are left with x̃i = (xi − µ)W .

Note that we do WT before we store the embedding in the datastore, and

apply WT to the token embedding before we query the datastore.

We show the Whitening Transformation procedure in Algorithm 4.

Note that Li et al. (2020b); Su et al. (2021) introduced a dimensionality

reduction factor k on W (W [:, : k]). he diagonal elements in the matrix

Λ obtained from the SVD algorithm are in descending order. One can

decide to keep the first k columns of W in line 6. This is similar to PCA
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(Abdi and Williams, 2010). However, empirically, we found that reducing

dimensionality had a negative effect on downstream performance, thus we

omit that in this implementation.

9.8.2 Data Examples

SKILLSPAN Figure 9.5
SAYFULLINA Figure 9.6
GREEN Figure 9.7

Table 9.5: Data example references for each dataset.

In Table 9.5, we refer to several listings of examples of the datasets.

Notably in SKILLSPAN, the original samples contain two columns of labels.

These refer to skills and knowledge. To accommodate for the approach

of NNOSE, we merge the labels together and thus removing the possible

nesting of skills. Zhang et al. (2022a) mentions that there is not a lot of

nesting of skills. Following Zhang et al. (2022a), we prioritize the skills

column when merging the labels. When there is nesting, we keep the labels

of skills and remove the knowledge labels.

9.8.3 Implementation Details

9.8.4 General Implementation

We obtain all LMs from the Transformers library (Wolf et al., 2020b) and

implement JobBERTa using the same library. All learning rates for fine-

tuning are 5× 10−5 using the AdamW optimizer (Loshchilov and Hutter,

2019). We use a batch size of 16 and a maximum sequence length of 128

with dynamic padding. The models are trained for 20 epochs with early

stopping using a patience of 5. We implement the retrieval component

using the FAISS library (Johnson et al., 2019), which is a standard for

nearest neighbors retrieval-augmented methods.3

3https://faiss.ai/
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Dataset→ SKILLSPAN SAYFULLINA GREEN

JobBERT k 4 4 16
λ 0.3 0.3 0.15
T 0.1 2.0 10.0

RoBERTa k 32 4 64
λ 0.3 0.3 0.25
T 10.0 0.1 10.0

JobBERTa k 16 4 8
λ 0.2 0.1 0.1
T 5.0 10.0 10.0

k {4, 8, 16, 32, 64, 128}
Search Space λ {0.1, 0.15, 0.2, 0.25, ..., 0.9}

T {0.1, 0.5, 1.0, 2.0, 3.0, 5.0, 10.0}

Table 9.6: Tuned Hyperparameters
on Dev. These are for {D}.

Dataset→ SKILLSPAN SAYFULLINA GREEN

JobBERT k 4 4 64
λ 0.35 0.35 0.4
T 2.0 0.1 5.0

RoBERTa k 32 4 16
λ 0.35 0.45 0.25
T 0.1 0.1 1.0

JobBERTa k 64 128 128
λ 0.25 0.35 0.45
T 10.0 0.5 10.0

k {4, 8, 16, 32, 64, 128}
Search Space λ {0.1, 0.15, 0.2, 0.25, ..., 0.9}

T {0.1, 0.5, 1.0, 2.0, 3.0, 5.0, 10.0}

Table 9.7: Tuned Hyperparameters
on Dev. These are for {D}+WT.

Dataset→ SKILLSPAN SAYFULLINA GREEN

JobBERT k 4 16 32
λ 0.3 0.25 0.15
T 10.0 5.0 10.0

RoBERTa k 16 8 8
λ 0.15 0.1 0.1
T 10.0 10.0 10.0

JobBERTa k 8 4 8
λ 0.2 0.15 0.1
T 0.5 0.1 10.0

k {4, 8, 16, 32, 64, 128}
Search Space λ {0.1, 0.15, 0.2, 0.25, ..., 0.9}

T {0.1, 0.5, 1.0, 2.0, 3.0, 5.0, 10.0}

Table 9.8: Tuned Hyperparameters
on Dev. These are for ∀D.

Dataset→ SKILLSPAN SAYFULLINA GREEN

JobBERT k 32 4 128
λ 0.3 0.3 0.4
T 1.0 0.5 2.0

RoBERTa k 128 128 64
λ 0.35 0.1 0.25
T 0.1 0.5 0.1

JobBERTa k 32 8 128
λ 0.15 0.3 0.2
T 0.1 0.1 2.0

k {4, 8, 16, 32, 64, 128}
Search Space λ {0.1, 0.15, 0.2, 0.25, ..., 0.9}

T {0.1, 0.5, 1.0, 2.0, 3.0, 5.0, 10.0)}

Table 9.9: Tuned Hyperparameters
on Dev. These are for ∀D+WT.

9.8.5 JobBERTa

We apply domain-adaptive pre-training (Gururangan et al., 2020b), which

involves continued self-supervised pre-training of a large LM on domain-

specific text. This approach enhances the modeling of text for downstream

tasks within the domain. We continue pre-training on a roberta-base

checkpoint with 3.2M job posting sentences from Zhang et al. (2022a). We

use a batch size of 8 and run MLM for a single epoch following Gururangan

et al. (2020b). The rest of the hyperparameters are set to the defaults in

the Transformer library.4

4https://github.com/huggingface/transformers/blob/main/examples/pytorch
/language-modeling/run_mlm.py
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↓Trained on Hyperparams. SKILLSPAN SAYFULLINA GREEN

SKILLSPAN k 16 32
λ 0.9 0.7
T 0.1 0.5

SAYFULLINA k 64 32
λ 0.9 0.8
T 0.1 0.1

GREEN k 32 32
λ 0.85 0.9
T 0.5 0.1

ALL k 4 128 32
λ 0.25 0.6 0.65
T 1.0 1.0 0.5

k {4, 8, 16, 32, 64, 128}
Search Space λ {0.1, 0.15, 0.2, 0.25, ..., 0.9}

T {0.1, 0.5, 1.0, 2.0, 3.0, 5.0, 10.0}

Table 9.10: Results of Unseen Skills (Development Set) based on
JobBERTa.

9.8.6 NNOSE Setup

Following previous work, the keys used in NNOSE are the 768-dimensional

representation logits obtained from the final layer of the LM (input to

the softmax). We perform a single forward pass over the training set of

each dataset to save the keys and values, i.e., the hidden representation

and the corresponding gold BIO tag. The FAISS index is created using all

the keys to learn 4096 cluster centroids. During inference, we retrieve k

neighbors. The index looks up 32 cluster centroids while searching for the

nearest neighbors. For all experiments, we compute the squared Euclidean

(L2) distances with full precision keys. The difference in inference speed

is almost negligible, with the kNN module taking a few extra seconds

compared to regular inference. For the exact hyperparameter values, we

indicate them in the next paragraph.
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Dataset (Dev.) → Setting SKILLSPAN SAYFULLINA GREEN avg. Span-F1

JobBERT (Zhang et al., 2022a) 61.08 89.26 37.27 62.54
+ kNN {D} 61.56 ↑0.48 89.69 ↑0.43 37.48 ↑0.21 62.91 ↑0.37
+ kNN {D}+WT 61.77 ↑0.69 89.78 ↑0.52 38.07 ↑0.80 63.21 ↑0.67
+ kNN ∀D 61.58 ↑0.50 89.50 ↑0.24 37.27 –0.00 62.78 ↑0.24
+ kNN ∀D+WT 61.50 ↑0.42 89.37 ↑0.11 38.19 ↑0.92 63.02 ↑0.48

RoBERTa (Liu et al., 2019) 65.02 92.91 40.33 66.09
+ kNN {D} 65.36 ↑0.34 92.76 ↓0.15 40.53 ↑0.20 66.22 ↑0.13
+ kNN {D}+WT 65.34 ↑0.32 93.07 ↑0.16 41.22 ↑0.89 66.54 ↑0.45
+ kNN ∀D 64.98 ↓0.04 92.78 ↓0.13 40.60 ↑0.27 66.12 ↑0.03
+ kNN ∀D+WT 65.38 ↑0.36 92.92 ↑0.01 41.11 ↑0.77 66.47 ↑0.38

JobBERTa (This work) 65.15 92.09 40.59 65.94
+ kNN {D} 65.25 ↑0.10 91.99 ↓0.10 41.31 ↑0.72 66.18 ↑0.24
+ kNN {D}+WT 65.21 ↑0.06 92.10 ↑0.01 41.41 ↑0.82 66.24 ↑0.30
+ kNN ∀D 65.15 –0.00 92.04 ↓0.05 40.83 ↑0.24 66.01 ↑0.07
+ kNN ∀D+WT 65.22 ↑0.07 92.13 ↑0.04 41.45 ↑0.86 66.26 ↑0.32

Table 9.11: Development Set Results. There are four settings for each
model. {D}: in-dataset datastore (i.e., the datastore only contains the
keys from the specific training data it is applied on). ∀D: The datastore
contains the keys from all available training datasets. +W : Whitening
Transformation is applied to the keys before adding them to the datastore
or querying the datastore. We indicate the performance increase (↑),
decrease (↓), or no change (–) when using kNN compared to not using
kNN. Additionally, we show the average span-F1 performance of each
model across the three datasets. In the development set, it seems that an
in-dataset datastore works best.

9.8.7 Hyperparameters NNOSE

The best-performing hyperparameters and search space can be found

in Table 9.6, Table 9.7, Table 9.8, and Table 9.9. We report the k-nearest

neighbors, λ value, and softmax temperature T for each dataset and model.

In Table 9.10, we show the hyperparameters for the cross-dataset

analysis. In the vanilla setting, we apply the models trained on a particular

skill dataset to another skill dataset, similar to transfer learning. We

observe a significant discrepancy in performances cross-dataset, indicating

a wide range of skills. However, when kNN is applied, it improves the

detection of unseen skills. The datastore contains tokens from all datasets.
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Figure 9.8: Frequency Distribution of Skill Occurrences in the Train
Set. We display the frequency distribution of skill occurrences in each train
set. How to read: For instance, in the case of Sayfullina, there are over
2,000 skills that occur only once in the training set. We demonstrate that
all skill datasets exhibit an inherent long-tail pattern.

9.8.8 Development Set Results

We show the dev. set results in Table 9.11. Overall, the patterns of improve-

ments hold across datasets and models. We base the test set result on the

best-performing setups in the development set, i.e., {D}+WT and ∀D+WT.

9.8.9 Frequency Distribution of Skills

We show the skill frequency distribution of the datasets in Figure 9.8, as

mentioned in Subsection 9.5.1. Here, we show evidence of the long-tail

pattern in skills for each dataset. There is a cut-off at count 15 for GREEN,

indicating that there are skills in the development set that occur more than

15 times.

9.8.10 Qualitative Results NNOSE

We show several qualitative results of NNOSE. In Table 9.13, we show a

qualitative sample of using JobBERTa on SKILLSPAN. The current token is

“IT” with gold label O. The language model puts 0.4 softmax probability on

the tag I. By retrieving the nearest neighbors, the final probability mass

gets shifted towards O with probability 0.43, which is the correct tag.
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Vanilla +kNN
Setup↓ Precision Recall Precision Recall

SAYFULLINA→SKILLSPAN 10.20 10.50 37.67↑27.47 29.62↑19.12
GREEN→SKILLSPAN 28.40 33.56 46.00↑11.60 46.29↑12.73

SKILLSPAN→SAYFULLINA 15.19 23.42 49.25↑34.06 58.95↑35.53
GREEN→SAYFULLINA 12.80 21.58 48.21↑35.41 61.87↑40.29

SKILLSPAN→GREEN 52.01 37.42 55.37↑3.36 38.74↑1.32
SAYFULLINA→GREEN 17.79 7.64 39.83↑22.04 18.31↑10.67

Table 9.12: Precision & Recall Numbers Cross-dataset on Test. We show
the precision and recall numbers in the cross-dataset setup. We use the
∀D+WT setup here, with JobBERTa as the backbone model.

In Table 9.14, we show a qualitative sample of using JobBERTa on

SKILLSPAN with multi-token annotations and how this behaves. The current

skill is “coding skills” with gold labels B and I respectively. Both the model

and kNN puts high confidence in the correct label. Note that the nearest

neighbors of “coding” are quite varied, which shows the benefit of NNOSE.

Note that all the retrieved “skills” tokens are from different contexts.

In Table 9.15, we show a qualitative sample of using JobBERTa on

SKILLSPAN. The current token is “optimistic” with gold label B. This is a

so-called “soft skill”. The language model puts high confidence in the tag

B, which is the correct tag. The retrieved neighbors are frequently relevant,

but sometimes less. This indicates that the retrieved neighbors (all soft

skills) occur in similar contexts.

In Table 9.16, we show a qualitative sample of using JobBERTa on

SKILLSPAN. The current token is “optimistic” with gold label B. This is a

so-called “soft skill”. The language model puts high confidence in the tag

B, which is the correct tag. The retrieved neighbors are frequently relevant,

but sometimes less. This indicates that the retrieved neighbors (all soft

skills) occur in similar contexts.
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JobBERTa→ SKILLSPAN

Current token IT
Gold label O
LM prediction probs [0.277, 0.404, 0.319]

Nearest neighbors (k = 8) [’IT’, ’Software’, ’Software’, ’Cloud’,
’Cloud’, ’Database’, ’Ag’, ’software’]

Aggregated kNN scores [0.000, 0.132, 0.868]

Final predicted probs [0.221, 0.350, 0.429]

Table 9.13: Cherry Picked Qualitative Sample NNOSE of Higher Pre-
cision. We show a qualitative sample of using JobBERTa on SKILLSPAN.
In this case, we see more weight being put on a specific tag, resulting in
higher precision.

9.9 Further Cross-dataset Analysis

In Table 9.12, we checked the precision and recall numbers for the cross-

dataset setup with ∀D+WT and JobBERTa as the backbone model. When

using NNOSE, we generally notice an increase in precision, with the largest

when applied to SAYFULLINA. The largest gains are with respect to recall,

we notice a significant gain in all setups, where the recall and precision

increase is mixed. This indicates that NNOSE is a useful method for both

precision-focused and recall-focused applications, as we are storing skills

in the datastore to be retrieved.
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JobBERTa→ SKILLSPAN

Current token coding
Gold label B
LM prediction probs [0.988, 0.000, 0.012]

Nearest neighbors (k = 8) [’programming’, ’coding’, ’programming’, ’debugging’,
’scripting’, ’writing’, ’coding’, ’programming’]

Aggregated kNN scores [1.000, 0.000, 0.000]

Final predicted probs [0.991, 0.000, 0.009]

Current token skills
Gold label I
LM prediction probs [0.000, 0.990, 0.010]

Nearest neighbors (k = 8) [’skills’, ’skills’, ’skills’, ’skills’, ’skills’,
’skills’, ’skills’, ’skills’]

Aggregated kNN scores [0.000, 1.000, 0.000]

Final predicted probs [0.000, 0.992, 0.008]

Table 9.14: Cherry Picked Qualitative Sample NNOSE of Multiple To-
kens. We show a qualitative sample of using JobBERTa on SKILLSPAN with
multi-token annotations and how this behaves.

JobBERTa→ GREEN

Current token tools
Gold label I
LM prediction probs [0.250, 0.374, 0.379]

Nearest neighbors (k = 8) [’tools’, ’tools’, ’transport’, ’transport’,
’transport’, ’transport’, ’car’, ’transport’]

Aggregated kNN scores [0.124, 0.626, 0.250]

Final predicted probs [0.234, 0.399, 0.366]

Table 9.15: Cherry Picked Qualitative Sample NNOSE of Randomness.
We show a qualitative sample of using JobBERTa on SKILLSPAN.The lan-
guage model puts high confidence on the tag I, which is the correct tag.
Here the retrieved neighbors do not seem too relevant, which in this case
is mostly random chance that it got it correctly.
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JobBERTa→ SKILLSPAN

Current token optimistic
Gold label B
LM prediction probs [0.998, 0.000, 0.002]

Nearest neighbors (k = 8) [’proactive’, ’responsible’, ’holistic’, ’operational’,
’positive’, ’open’, ’professional’, ’agile’]

Aggregated kNN scores [1.000, 0.000, 0.000]

Final predicted probs [0.999, 0.000, 0.001]

Table 9.16: Cherry Picked Qualitative Sample NNOSE of Variety. We
show a qualitative sample of using JobBERTa on SKILLSPAN. The language
model puts high confidence in the tag B, which is the correct tag. The
retrieved neighbors are frequently relevant.
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Chapter 10
Entity Linking in the Job Market Domain

The work presented in this chapter is based on a paper that has been

accepted as: Mike Zhang, Rob van der Goot, and Barbara Plank. En-

tity linking in the job market domain. In Findings of the Association
for Computational Linguistics: EACL 2024, pages 410–419, St. Julian’s,

Malta, March 2024b. Association for Computational Linguistics. URL

https://aclanthology.org/2024.findings-eacl.28.

231

https://aclanthology.org/2024.findings-eacl.28


10.1. Introduction Chapter 10. Entity Linking in the Job Market Domain

Abstract

In Natural Language Processing, entity linking (EL) has centered around

Wikipedia, but yet remains underexplored for the job market domain.

Disambiguating skill mentions can help us get insight into the current

labor market demands. In this work, we are the first to explore EL in

this domain, specifically targeting the linkage of occupational skills to the

ESCO taxonomy (le Vrang et al., 2014). Previous efforts linked coarse-

grained (full) sentences to a corresponding ESCO skill. In this work,

we link more fine-grained span-level mentions of skills. We tune two

high-performing neural EL models, a bi-encoder (Wu et al., 2020) and

an autoregressive model (Cao et al., 2021), on a synthetically generated

mention–skill pair dataset and evaluate them on a human-annotated skill-

linking benchmark. Our findings reveal that both models are capable of

linking implicit mentions of skills to their correct taxonomy counterparts.

Empirically, BLINK outperforms GENRE in strict evaluation, but GENRE

performs better in loose evaluation (accuracy@k).1

10.1 Introduction

Labor market dynamics, influenced by technological changes, migration,

and digitization, have led to the availability of job descriptions (JD) on

platforms to attract qualified candidates (Brynjolfsson and McAfee, 2011,

2014; Balog et al., 2012). It is important to extract and link surface form

skills to a unique taxonomy entry, allowing us to quantify the current labor

market dynamics and determine the demands and needs. We attempt

to tackle the problem of entity linking (EL) in the job market domain,

specifically the linking of fine-grained span-level skill mentions to a specific

taxonomy entry.

Generally, EL is the task of linking mentions of entities in unstructured

text documents to their respective unique entities in a knowledge base

1The source code can be found at https://github.com/jjzha/el_esco.

232

https://github.com/jjzha/el_esco


Chapter 10. Entity Linking in the Job Market Domain 10.1. Introduction

(KB), most commonly Wikipedia (He et al., 2013). Recent models ad-

dress this problem by producing entity representations from a (sub)set

of KB information, e.g., entity descriptions (Logeswaran et al., 2019; Wu

et al., 2020), fine-grained entity types (Raiman and Raiman, 2018; Onoe

and Durrett, 2020; Ayoola et al., 2022), or generation of the input text

autoregressively (Cao et al., 2021, 2022).

For skill linking specifically, we use the European Skills, Competences,

Qualifications and Occupations (ESCO; le Vrang et al., 2014) taxonomy

due to its comprehensiveness. Previous work classified spans to its tax-

onomy code via multi-class classification (Zhang et al., 2022b) without

surrounding context and neither the full breadth of ESCO. Gnehm et al.

(2022a) approaches it as a sequence labeling task, but only uses more

coarse-grained ESCO concepts, and not the full taxonomy. Last, others at-

tempt to match the full sentence to their respective taxonomy title (Decorte

et al., 2022, 2023; Clavié and Soulié, 2023).

The latter comes with a limitation: The taxonomy title does not indicate

which subspan in the sentence it points to, without an exact match. We

define this as an implicit skill, where mentions (spans) in the sentence do

not have an exact string match with a skill in the ESCO taxonomy. The

differences can range from single tokens to entire phrases. For example,

we can link “being able to work together” to “plan teamwork”.2 If we

know the exact span, this implicit skill can be added to the taxonomy as

an alternative choice for the surface skill. As a result, this gives us a more

nuanced view of the labor market skill demands. Therefore, we attempt to

train models to the linking of both implicit and explicit skill mentions.

Contributions. Our findings can be summarized as follows: 1 We pose

the task of skill linking as an entity linking problem, showing promising

results of successful linking with two entity linking systems. 2 We present

a qualitative analysis showing that the model successfully links implicit

skills to their respective skill entry in ESCO.

2https://t.ly/3VUJG
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Instances Unique Titles UNK

Train 123,619 12,984 14,641
Dev. 480 149 233
Test 1,824 455 813

Table 10.1: Data Statistics. Data distribution of train, dev, and test
splits. UNK indicates skills mentions that are not linked to a corresponding
taxonomy title.

10.2 Methodology

10.2.1 Definition

In EL, we process the input document D = {w1, . . . , wr}, a collection of

entity mentions denoted asMD = {m1, . . . ,mn}, and a KB, ESCO in our

case: E = {e1, . . . , e13890, UNK}. The objective of an EL model is to generate

a list of mention-entity pairs {(mi, ei)}ni=1, where each entity e corresponds

to an entry in a KB. We assume that both the titles and descriptions of the

entities are available, which is a common scenario in EL research (Ganea

and Hofmann, 2017; Logeswaran et al., 2019; Wu et al., 2020). We also

assume that each mention in the document has a corresponding valid

gold entity present in the knowledge base, including UNK. This scenario

is typically referred to as “in-KB evaluation”. Similar to prior research

efforts (Logeswaran et al., 2019; Wu et al., 2020), we also presuppose that

the mentions within the document have already been tagged.

10.2.2 Data

We use ESCO titles as ground truth labels, containing 13,890 skills.3

Table 10.1 presents the train, dev, and test data in our experiments. We

leverage the train set introduced by Decorte et al. (2023)4 along with the

dev and test sets provided in Decorte et al. (2022).5 The train set is synthet-

3Per version 1.1.1, accessed on 01 August 2023.
4https://t.ly/edqkp
5https://t.ly/LcqQ7
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ically generated by Decorte et al. (2023) with the gpt-3.5-turbo-0301

model (OpenAI, 2023). Specifically, this involves taking each skill from

ESCO and prompting the model to generate sentences resembling JD

sentences that require that particular skill. The dev and test splits, con-

versely, are derived from actual job advertisements sourced from the study

by Zhang et al. (2022a). These JDs are annotated with spans corresponding

to specific skills, and these spans have subsequently been manually linked

to ESCO, as described in the work of Decorte et al. (2022). In cases where

skills cannot be linked, two labels are used, namely UNDERSPECIFIED

and LABEL NOT PRESENT. For the sake of uniformity, we map both of

these labels to a generic UNK tag. We used several heuristics based on

Levenshtein distance and sentence similarity to find the exact subspans if

it exceeds certain thresholds, otherwise, it is UNK. This process is outlined

in Subsection 10.6.1. In addition, some data examples can be found

in Subsection 10.6.2. The number of UNKs in the data is also in Table 10.1.

During inference, the UNK title is a prediction option for the models.

10.2.3 Models

We use two EL models, selected for their robust performance in EL on

Wikipedia. 6

BLINK (Wu et al., 2020). BLINK uses a bi-encoder architecture based on

BERT (Devlin et al., 2019a), for modeling pairs of mentions and entities.

The model processes two inputs:

[CLS]ctxtl [S]mention[E]ctxtr [SEP]

Where “mention”, “ctxtl”, and “ctxtr” corresponds to the wordpiece tokens

of the mention, the left context, and the right context. The mention is

denoted by special tokens [S] and [E]. The entity and its description are

6For the hyperparameter setups, we refer to Subsection 10.6.3.
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structured as follows:

[CLS] title[ENT]description[SEP]

Here, “title” and “description” represent the wordpiece tokens of the skills’s

title and description, respectively. [ENT] is a special token to separate the

two representations. We train the model to maximize the dot product of the

[CLS] representation of the two inputs, for the correct skill in comparison

to skills within the same batch. For each training pair (mi, ei), the loss is

computed as

L (mi, ei) = − s (mi, ei) + log

B∑
j=1

exp (s (mi, ej)) , (10.1)

where the objective is to minimize the distance between mi and ei while

encouraging the model to assign a higher score to the correct pair and

lower scores to randomly sampled incorrect pairs. Hard negatives are also

used during training, these are obtained by finding the top 10 predicted

skills for each training example. These extra hard negatives are added to

the random in-batch negatives.

GENRE (Cao et al., 2021). GENRE formulates EL as a retrieval problem

using a sequence-to-sequence model based on BART (Lewis et al., 2020a).

This model generates textual entity identifiers (i.e., skill titles) and ranks

each entity e ∈ E using an autoregressive approach:

s(e | x) = pθ(y | x) =
N∏
i=1

pθ (yi | y<i, x) , (10.2)

where y represents the set of N tokens in the identifier of entity e (i.e., en-

tity tile), and θ denotes the model parameters. During decoding, the model

uses a constrained beam search to ensure the generation of valid identifiers

(i.e., only producing valid titles that exist within the KB, including UNK).
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Train Source Acc@1 Acc@4 Acc@8 Acc@16 Acc@32

Random 0.22±0.00 0.88±0.00 1.76±0.00 3.52±0.00 7.04±0.00
TF-IDF 2.25±0.00

BLINK (bert-base) ESCO 12.74±0.49 22.81±0.79 27.70±0.82 32.44±1.33 36.46±1.07
BLINK (bert-large) ESCO 12.77±0.94 22.58±1.47 27.24±1.23 31.75±0.89 36.10±1.28
BLINK (bert-large) Wiki (0-shot) 23.30±0.00 32.89±0.00 38.16±0.00 42.60±0.00 45.56±0.00
BLINK (bert-large) Wiki + ESCO 23.55±0.14 32.63±0.16 37.38±0.09 43.25±0.13 48.98±0.21

GENRE (bart-base) ESCO 1.47±0.05 4.84±1.74 10.46±6.81 11.30±4.18 15.51±4.62
GENRE (bart-large) ESCO 2.33±0.44 5.74±1.43 8.18±2.21 11.13±2.42 15.26±2.66
GENRE (bart-large) Wiki (0-shot) 6.91±0.00 12.34±0.00 15.52±0.00 21.60±0.00 33.17±0.00
GENRE (bart-large) Wiki + ESCO 11.48±0.41 21.26±0.43 27.40±0.78 37.21±0.69 49.78±1.05

Table 10.2: Skill Linking Results. We show the results of the various
models used. There are two base and four large models. Training sources
are either ESCO or a combination of Wikipedia and ESCO. The results
are the average and standard deviation over five seeds. For the 0-shot
setup, we apply the fine-tuned models from the work of Wu et al. (2020)
and Cao et al. (2021) to the ESCO test set once. We have a random and
TF-IDF-based baseline.

10.2.4 Setup

We train a total of six models: for BLINK, these are BERTbase and BERTlarge

(uncased; Devlin et al., 2019a) trained on ESCO, and another large version

trained on Wikipedia and ESCO sequentially. GENRE has the same setup,

but then with BART (Lewis et al., 2020a). Additionally, we apply the

released models from both BLINK and GENRE (large, trained on Wikipedia)

in a zero-shot manner and evaluate their performance. The reason we

use Wikipedia-based models is that we hypothesize this is due to many

skills in ESCO also having corresponding Wikipedia pages (e.g., Python7

or teamwork8), thus could potentially help linking. Next, to address

unknown entities (UNK), we include them as possible label outputs. Last,

our evaluation metric is Accuracy@k, following prior research (Logeswaran

et al., 2019; Wu et al., 2020; Zaporojets et al., 2022).

7https://en.wikipedia.org/wiki/Python_(programming_language)
8https://en.wikipedia.org/wiki/Teamwork
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10.3 Results

Table 10.2 presents the results. Each model is trained for five seeds,

and we report the average with standard deviation. We make use of a

random and TF-IDF-based baseline. Firstly, we observe that the strict linking

performance (i.e., Acc@1) is rather modest for both BLINK and GENRE. But

most models outperform the baselines. Notably, the top-performing models

in this context are the BERTlarge and BARTlarge models, which were further

fine-tuned from Wikipedia EL with ESCO. As expected, scores improve

considerably as we increase the value of k. Secondly, for both BLINK and

GENRE, model size seems not to have a substantial impact when trained

only on ESCO. Specifically for BLINK, the performance remains consistent

for Acc@1 and exhibits only a slight decline as we relax the number of

candidates for performance evaluation. For GENRE, the observed trend

remains largely unchanged, even with a larger k.

Remarkably, the zero-shot setup performance of both BLINK and

GENRE, when trained on Wikipedia, surpasses that of models trained solely

on ESCO. For Wikipedia-based evaluation, GENRE usually outperforms

BLINK. We notice the opposite in this case. For BLINK, this improvement is

approximately 11 accuracy points for k = 1. Meanwhile, for GENRE, we

observe an increase of roughly 9 accuracy points when trained on both

Wikipedia and ESCO. This trend persists for a larger k, reaching up to

a 12.5 accuracy point improvement for BLINK and a 34 accuracy point

improvement for GENRE in the case of Acc@32. Furthermore, we show

that further fine-tuning the Wikipedia-trained models on ESCO contributes

to an improved EL performance at k = {1, 16, 32} for both models. For UNK-

specific results, we refer to Subsection 10.6.4. We confirm our hypothesis

that Wikipedia has concepts that are also in ESCO, this gives the model

strong prior knowledge of skills.
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Mention BLINK GENRE

1 Work in a way that is patient-
centred and inclusive.

person centred
care (K0913)

work in an organ-
ised manner (T)

2 You can ride a bike. sell bicycles
(S1.6.1)

drive two-wheeled
vehicles (S8.2.2)

3 It is expected that you are
a super user of the MS office
tools.

use Microsoft Of-
fice (S5.6.1)

tools for software
configuration man-
agement (0613)

4 Picking and packing. carry out spe-
cialised packing for
customers (S6.1.3)

perform loading
and unloading op-
erations (S6.2.1)

5 You are expected to be able
to further develop your team -
both personally and profession-
ally. GOLD: manage a team
(S4.8.1)

manage personal
professional devel-
opment (S1.14.1)

shape organisa-
tional teams based
on competencies
(S4.6.0)

6 Our games are developed
using Unity so we expect all
our programmers to have solid
knowledge of mobile game de-
velopment in Unity3D and C#.

C# (K0613) C# (K0613)

Table 10.3: We show six qualitative examples. The mention is indicated
with purple and we show the predictions (k = 1) of BLINK and GENRE.
Green predictions mean correct, and red indicates wrong linking with
respect to the ground truth. We also show the ESCO ID, indicating the
differences in concepts. The results show successful linking of implicit
mentions of skills. In example (5), we show how the linked results are still
valid while being different concepts. However, evaluation does not count it
as a correct hit.

10.4 Discussion

10.4.1 Qualitative Analysis

We manually inspected a subset of the predictions. We present qualitative

examples in Table 10.3. We found the following trends upon inspection:

• The EL models exhibit success in linking implicit and explicit men-
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tions to their respective taxonomy titles (e.g., 1 , 2 , 4 , 6 ).

• In cases of hard skills ( 3 , 6 ), BLINK correctly matches “MS of-

fice tools” to “using Microsoft Office”, which is not an exact match.

Both models predict the explicit mention “C#” correctly to the C#

taxonomy title.

• We found that the models predict paraphrased versions of skills

that could also be considered correct ( 4 , 5 ), even being entirely

different concepts (i.e., different ESCO IDs).

10.4.2 Evaluation Limitation

We qualitatively demonstrate the linking of skills that are implicit and/or

valid. Empirically, we observe that the strict linking of skills leads to an

underestimation of model performance. We believe this limitation is rooted

in evaluation. In train, dev, and test, there is only one correct gold label.

We reciprocate the findings by Li et al. (2020a), where they found that

a large number of predictions are “technically correct” but limitations in

Wikipedia-based evaluation falsely penalized their model (i.e., a more or

less precise version of the same entity). Especially 5 in Table 10.3 shows

this challenge for ESCO, we can consider multiple links to be correct for a

mention given a particular context. This highlights the need for appropriate

EL evaluation sets, not only for ESCO, but for EL in general.

10.5 Conclusion

We present entity linking in the job market domain, using two existing

high-performing neural models. We demonstrate that the bi-encoder ar-

chitecture of BLINK is more suited to the job market domain compared to

the autoregressive GENRE model. While strict linking results favor BLINK

over GENRE, if we relax the number of candidates, we observe that GENRE

performs slightly better. From a qualitative perspective, the performance

of strict linking results is modest due to limitations in the evaluation set,
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which considers only one skill correct per mention. However, upon ex-

amining the predictions, we identify valid links, suggesting the possibility

of multiple correct links for a particular mention, highlighting the need

for more comprehensive evaluation. We hope this work sparks interest in

entity linking within the job market domain.

Limitations

In the context of EL for ESCO, our approach has several limitations. Firstly,

it only supports English, and might not generalize to other languages.

Secondly, our EL model is trained on synthetic training data, which may not

fully capture the intricacies and variations present in real-world documents.

The use of synthetic data could limit its performance on actual, real JD

texts. Nevertheless, we have human-annotated evaluation data. Moreover,

in our evaluation process, we use only one gold-standard ESCO title as

the correct answer. This approach may not adequately represent a real-

world scenario, where multiple ESCO titles could be correct as shown

in Table 10.3.
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Algorithm 5: Find the most similar n-gram to a target subspan
Data: sentence: The input sentence
target_subspan: The target subspan
threshold: The Levenshtein distance similarity threshold
Result: most_similar_ngram: The most similar n-gram

1 all_ngrams← GenerateAllNgrams(sentence)
2 filtered_ngrams← FilterNgrams(all_ngrams, target_subspan,

threshold)
3 most_similar_ngram← None
4 max_similarity ← 0
5 for ngram in filtered_ngrams do
6 subspan_embedding ← EncodeWithSBERT(target_subspan)
7 ngram_embedding ← EncodeWithSBERT(ngram)
8 similarity ← CosineSimilarity(subspan_embedding,

ngram_embedding)
9 if similarity > max_similarity and similarity > 0.5 then

10 max_similarity ← similarity
11 most_similar_ngram← ngram

12 else
13 most_similar_ngram = UNK

14 return most_similar_ngram

10.6 Appendix

10.6.1 Data Preprocessing

We outline the preprocessing steps for the training set. In Decorte et al.

(2023), there are sentence–ESCO skill title pairs. The data is synthetically

generated by GPT-3.5. Where for each ESCO skill title a set of 10 sentences

is generated. A crucial limitation for entity linkers is that the generated

sentence does not have the ESCO skill title as an exact match in the

sentence, but at most slightly paraphrased. To find the most similar subspan

in the sentence to the target skill, we have to apply some heuristics. In

Algorithm 5, we denote our algorithm to find the most similar subspan.

Our method is a brute force approach, where we create all possible n-grams
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until the maximum length of the sentence, and compare the target subspan

against each n-gram. Based on Levenshtein distance, we filter the results,

where we only take the top 80% n-grams. Then, we encode both target

subspan and n-gram with SentenceBERT (Reimers and Gurevych, 2019),

the similarity is based on cosine similarity. If the similarity does not exceed

0.5, the candidate subspan is UNK and the ESCO title will also be UNK,

otherwise, we take the most similar n-gram. Empirically, we found that

these thresholds worked best. Note that this method is not error-prone,

but allows us to generate implicit and negative examples to train entity

linkers. We show two qualitative examples in Figure 10.1 and discuss the

quality in Subsection 10.6.2.

Train Source Acc@1 Acc@4 Acc@8 Acc@16 Acc@32

BLINK (bert-large) UNK Wiki + ESCO 1.38±0.12 3.32±0.22 4.67±0.33 7.68±0.42 10.70±0.58

GENRE (bart-large) UNK Wiki + ESCO 1.65±0.20 4.99±0.50 9.23±0.58 16.01±0.48 24.70±2.52

Table 10.4: UNK Linking Results. We show the results of BLINK and GENRE
predicting UNK. We use the best-performing models, based on Table 10.2.

10.6.2 Data Examples

We show a couple of data examples from the training (Figure 10.1) and

development set (Figure 10.2). In the training examples, we show an

example with a mention that is the same as the original ESCO title (“young

horse training”). In addition, we have an example where there is an

“implicit” mention (i.e., the mention does not exactly match with the

label title). This shows that our algorithm works to an extent. For the

development example, this is another implicit mention. However, these

samples are human annotated. There are also quite some UNKs given the

training data. We show that this is helping the model predict UNK.
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10.6.3 Implementation Details

For training both BLINK9 and GENRE,10 we use their respective repositories.

All models are trained for 10 epochs, for a batch size of 32 for training

and 8 for evaluation. For both BLINK and GENRE we use 5% warmup. For

the base models we use learning rate 2 × 10−5 and for the large models

we use 2× 10−6. The maximum context and candidate length is 128 for

both models. Each model is trained on an NVIDIA A100 GPU with 40GBs

of VRAM and an AMD Epyc 7662 CPU. The seed numbers the models

are initialized with are 276800, 381552, 497646, 624189, 884832. We

run all models with the maximum number of epochs (10) and select the

best-performing one based on validation set performance for accuracy@1.

10.6.4 UNK Evaluation

In Table 10.4, we show the performance of both BLINK and GENRE on

the UNK label. We use the best-performing models based on Table 10.2.

Generally, we observe that GENRE is better in predicting UNKs than BLINK.

However, the exact linking results (i.e., Acc@1) are low. This can po-

tentially be alleviated by actively training for predicting UNKs (Zhu et al.,

2023b).

9https://github.com/facebookresearch/BLINK
10https://github.com/facebookresearch/genre
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1 {
2 "context_left": "we're looking for someone who is
3 passionate about",
4 "context_right": "and eager to share their
5 knowledge with others.",
6 "mention": "young horse training",
7 label_title": "young horses training",
8 "label": "Principles & techniques of educating
9 young horses important simple body control

10 exercises.",
11 "label_id": 2198
12 }
13 {
14 "context_left": "Hands-on experience with",
15 "context_right": "is a must-have qualification
16 for this job.",
17 "mention": "various hand-operated printing
18 devices",
19 "label_title": "types of hand-operated printing
20 devices",
21 "label": "Process of creating various types
22 hand-operated printing devices, such as stamps,
23 seals, embossing labels or inked pads and their
24 applications.",
25 "label_id": 10972
26 }

Figure 10.1: Two Training Examples. The training examples are in the
format for BLINK, there is the left context, right context, and the mention.
The label title is the ESCO skill, and the label is the description of the label
title. The label ID is the ID that refers to the label title.
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1 {
2 "context_left": "You must have an",
3 "context_right": "with a high-quality mindset.",
4 "mention": "analytical proactive and structured
5 workstyle",
6 "label_title": "work in an organised manner",
7 "label": "Stay focused on the project at hand,
8 at any time. Organise, manage time, plan,
9 schedule and meet deadlines.",

10 "label_id": 3884
11 }

Figure 10.2: One Evaluation Example. The evaluation example is in the
format for BLINK, there is the left context, right context, and the mention.
The label title is the ESCO skill, and the label is the description of the label
title. The label ID is the ID that refers to the label title.
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Chapter 11
Summary and Conclusions

The landscape of recent technological advances is transforming online

talent platforms, including job boards and social media. Job seekers and

employers are increasingly leveraging digital tools to post and apply for

job opportunities, as well as to discover or provide training opportuni-

ties (Spöttl and Windelband, 2021). To effectively manage talent and

bridge skills gaps in education and training programs, companies, educa-

tion institutions, and training providers require up-to-date and transparent

information on skills and qualifications, which can be derived from large-

scale job vacancy data.

In this thesis, we introduce Computational Job Market Analysis and

make contributions to three areas in this domain: 1) Annotation, datasets,

and domain-specific models (i.e., resources) in Chapter 3, Chapter 4,

Chapter 5, and Chapter 6 (Part II). 2) Several modeling methodologies

for skill extraction based on domain adaptation, weak supervision, and

retrieval-augmentation in Chapter 7, Chapter 8, and Chapter 9 (Part III).

3) Last, exploring how to link extracted spans to an existing taxonomy

in Chapter 10 (Part IV). In the following part, we conclude the thesis with

answers to the proposed research questions (Chapter 1) and suggestions

for future work (Section 11.1).

249



Chapter 11. Summary and Conclusions

RQ1: How do Transformer-based models compare against

recurrent neural network models for de-identification of

privacy-related entities in job postings?

In Chapter 3, we introduced JOBSTACK, a dataset for de-identification

of privacy-related entities in job postings. We posed this task as a se-

quence labeling task and used both BiLSTM-based (Plank et al., 2016)

and transformer-based models (Devlin et al., 2019b) and compared them

to each other on this task. We found that transformer-based models con-

sistently outperform BiLSTM-based models that have been standard for

de-identification in the medical domain, around 6% span-F1 on the devel-

opment set and 1% span-F1 on the test set of JOBSTACK.

RQ2: Which auxiliary tasks and datasets improve de-

identification performance of privacy-related entities from

job postings?

For the task of de-identification, we explored multi-task learning, where

we made use of varied auxiliary data: Generic named entity recognition

(CoNLL2003; Tjong Kim Sang, 2002b) and de-identification in medical

data (I2B2/UTHealth; Stubbs and Uzuner, 2015b) to improve upon the

task of de-identification of job postings. We showed that, indeed, making

use of a close downstream task was beneficial, where I2B2/UTHealth was

the most helpful for overall span-F1 performance. In our analysis, we

found that I2B2/UTHealth is particularly helpful for predicting profession

entities and with CoNLL2003, the model predicts locations slightly better.

A combination of both CoNLL2003 and I2B2/UTHealth resulted in the

highest recall scores on the test set. This shows the usefulness of multi-task

learning for this task (Chapter 3).

RQ3: Can training dynamic-based active learning lead to

more efficient model training than previous methods for

text classification while maintaining performance?
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In Chapter 4, we proposed a novel active learning algorithm: Cartography

Active Learning, as an example for a speed up of annotation and more effi-

cient model training. We optimize for selecting the most informative data

concerning a model by leveraging insights from data maps (Swayamdipta

et al., 2020a). We show empirically that our method is on par or sig-

nificantly outperforms various popular active learning methods based on

uncertainty sampling (Lewis and Gale, 1994; Lewis and Catlett, 1994) or

diverse batching (Geifman and El-Yaniv, 2017; Sener and Savarese, 2018;

Gissin and Shalev-Shwartz, 2019; Zhdanov, 2019). We show in our analy-

sis that our algorithm chooses more informative samples, has less overlap

of instances with other active learning algorithms, and performs equally or

better than full-dataset performance using <14% training data.

RQ4: What are skills and how challenging is it to manually

identify them in job postings?

In Chapter 5, we start by developing annotation guidelines for skill ex-

traction. We draw inspiration from the ESCO taxonomy and annotate for

skill and knowledge components on the token level with three annotators.

We define several annotation rules for knowledge and skill annotation,

such as: “knowledge is something that one possesses, and cannot (usually)

physically execute”. For example, knowledge of the “Python” programming

language. For a skill, we expect it to start with a verb, but if it includes

a modal verb, the modal verb will not be tagged. For instance, in the

sentence “you will train new staff”, the skill will be “train new staff”. After

six rounds of annotation, we calculated the agreement over tokens and the

span surface form. We obtain a Fleiss’ κ of 0.70–0.75, which indicates a

substantial agreement (i.e., accuracy) over the span annotations. In the

end, we introduce SKILLSPAN, a job posting dataset of more than 10,000

sentences annotated for skill and knowledge components.

RQ5: To what extent does continuous pre-training on unla-

beled job posting data improve skill extraction in English?
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We release domain-adapted BERT and SpanBERT (Joshi et al., 2020b)

models—JobBERT and JobSpanBERT. In this scenario, domain-adapted

means further training of the language model using the pre-training objec-

tives they have been trained on (e.g., masked language modeling). We train

BERT and SpanBERT further on 3.2M English job posting sentences. Our

analysis shows that domain-adaptive pre-training helps to improve down-

stream performance on the task of skill extraction by around 2 span-F1 on

the SKILLSPAN test set.

RQ6: How much does continuous pre-training on large-

scale unlabeled Danish job posting data improve skill clas-

sification in Danish?

We showed that domain adaptive pre-training helps improve performance

on the task of skill extraction for English and expect it to work as well

on a mid-resource language like Danish. We contribute DAJOBBERT, our

domain-adapted language model for the Danish job market (Chapter 6)

continuously pre-trained on 24.5M Danish job posting sentences. It im-

proves upon regular Danish BERT (DaBERT) by 19.4% weighted macro-F1

on the task of skill classification.

RQ7: How effective is distant supervision with ESCO for

skill categorization?

Additionally, in Chapter 6, we present a novel skill classification dataset

for competences in Danish: KOMPETENCER. We made use of the ESCO

taxonomy (le Vrang et al., 2014) to categorize extracted spans in Danish

job postings into their respective taxonomy code using distant supervision

(defined in Subsection 2.4.3). Via manual inspection, we found that 70.4%

of distantly supervised labels were correct for the Danish development

split and 14.1% correct for the Danish test split. In the test split, there

were frequently unknown spans. Finally, we manually correct the distantly

supervised labels.
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RQ8: Can we apply existing skill labels from the ESCO

taxonomy as a weak supervision signal for skill extraction?

In Chapter 7, we explore the compatibility of the ESCO skill taxonomy

as a weak supervision signal for skill extraction. Employing various skill

representation methods established in prior research, we demonstrate

the usefulness of ESCO skill representations in this context. Our results

show mostly gains in loose-F1 score (Section 7.3), suggesting a substantial

overlap between predicted and gold spans. However, there is a need for

refinement in offset methods to precisely extract the correct span, which

can be achieved through techniques like human post-editing or automated

methods such as candidate filtering.

RQ9: Can we use a graph-guided pre-training method with

ESCO to improve a multilingual language model’s perfor-

mance on skill extraction and classification?

In Chapter 8, we introduce ESCOXLM-R: A domain-adapted, multilingual

language model further pre-trained on the ESCO taxonomy via a link-aware

pre-training approach (Yasunaga et al., 2022b). We evaluated across an

extensive set of datasets in the domain across four languages, ESCOXLM-R

outperformed XLM-Rlarge in six out of nine job-related tasks, consisting of

skill extraction and classification. We attribute the enhanced performance

of ESCOXLM-R to its effectiveness on shorter span lengths, emphasizing the

value of pre-training on the ESCO dataset. Notably, ESCOXLM-R exhibited

improved performance on both frequent surface spans and different span

lengths.

RQ10: How does a retrieval-augmented language model

as a dataset-unifying method affect robustness for skill

extraction?

Skills can be mentioned in different frequencies across multiple datasets.

In Chapter 9, we showed a dataset-unifying method for combining several
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skill extraction datasets to address the challenge of the long-tail distribu-

tion of skills (Subsection 2.1.2). We present NNOSE, an LM that integrates

a non-parametric datastore for nearest neighbor retrieval of skill tokens of

three combined datasets for skill extraction. NNOSE was assessed on three

diverse skill datasets, showcasing its ability to enhance the performance

of all language models used without additional parameter tuning with a

significant performance increase on the in-dataset setting. Our analysis

indicates that NNOSE effectively leverages all datasets by retrieving to-

kens from each, demonstrating proficiency not only with rare, but also

improving the performance of more common skills. Notably, models’ perfor-

mance without an external datastore deteriorates in cross-dataset settings,

but the introduction of NNOSE leads to overall improvement across all

cross-dataset scenarios, with the largest improvement of 30.7% span-F1.

These findings suggest that NNOSE holds promise for application-specific

skill extraction setups and further qualitative analysis may uncover skills

overlooked in manual annotations in other datasets.

RQ11: How effective are entity linking methodologies for

linking skills to knowledge bases (e.g., ESCO)?

Lastly, in Chapter 10, we explore entity linking in the job market domain

to finally match the extracted skills with a taxonomical counterpart instead

of multi-class classification as used in Chapter 6. We used two established

neural models. Our findings indicate that the bi-encoder architecture of

BLINK outperforms the autoregressive GENRE model in strict linking results.

Strict linking performance is modest due to evaluation set limitations,

considering only one correct skill per mention. However, upon closer

examination of predictions, valid links emerge, suggesting the potential for

multiple correct links per mention. This underscores the need for a more

comprehensive evaluation approach.
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11.1 Future Directions

End-to-End Datasets As categorizing skills can give us a snapshot of

the current labor market, it is important to develop capable language

technology systems that can do this succinctly. Strictly speaking, Chapter 10

shows the most comprehensive way to do the categorization. However, this

is not the only approach, as one could directly go from sentence or skill to

taxonomy title as shown in Chapter 6 and (Decorte et al., 2023; Clavié

and Soulié, 2023). A possible approach to building a large-scale dataset

for matching skills with taxonomy codes in the most efficient way is to

consider it as a multi-label problem: One sentence could have multiple

possible skill codes. This not only allows for training a model to do this

task but also to evaluate fairly, where multiple taxonomy codes are valid

predictions.

If there is a scenario where it is interesting to see the matched span in

a sentence with a grounded skill, one can also decide to still think of the

task as an entity linking problem, with multiple valid skills.

Large Language Models Assuming that we want to extract skill spans

from the sentences or documents, another challenge is discontinuous spans

as indicated in Chapter 2. Given the skill “critical, independent, and open-
minded thinking skills”, one has to make modeling choices here: Are we

keeping this as a multiple skill span or do we separate this conjunction

in “critical thinking skills”, “independent thinking skills”, “open-minded

thinking skills”? One hypothesis is that generative large language models

can solve this task, by automatically linking the skill span at hand to a

taxonomy entry. In addition, there needs to be some effort on how the gold

labels are represented and to evaluate this correctly.

We are currently in exciting times, the capabilities of large language

models are showing signs of general task solvers (McCann et al., 2018;

Sanh et al., 2021; Wei et al., 2022; Muennighoff et al., 2022). In the

context of this thesis, one interesting direction is to investigate to what

extent these systems can do end-to-end extraction and matching. Now,
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in these models, context length is not a prevailing issue anymore. Thus,

full job descriptions can be used as input to the model. As the output is

generated, one needs to consider constraining it to a specific subset of data

(e.g., ESCO).

On a broader note, skill extraction is one of the many applications within

Computational Job Market Analysis. Skills can be extracted from resumes

and other types of documents. One can use the extracted skills as features

for recommending jobs or courses to a specific individual or other types of

talent acquisition. Additionally, we can create systems for career growth

guidance. Concurrently, the integration of automated methodologies in

such applications introduces potential challenges and uncertainties related

to fairness, privacy, reproducibility, controllability, and transparency. To

address these concerns, it is evident that research in NLP plays a pivotal

role, offering insights and solutions to tackle the aforementioned risks.
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