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Abstract

Language technologies are widely spreading over a diverse range of appli-

cations. Therefore, the ability of computational systems to easily adapt to

new unseen situations is becoming more and more important.

In this thesis, we explore the task of Relation Extraction (RE) from

a cross-domain perspective, in order to push the boundaries of model

robustness across domains of application. RE is a key task in the automatic

extraction of structured information from unstructured text. The goal of

RE is the extraction of semantic triplets where two entities mentioned in

the input text are connected by a semantic relation. The main challenge to

the robustness of RE across domains is that depending on the downstream

application the relevant information to extract differs (i.e., the entities and

the types of semantic connections between them).

The work of this thesis covers the whole experimental pipeline for

RE: First, given the lack of previous work in cross-domain RE, we outline

several challenges characterizing the research area, from the scarcity of

available resources for studying cross-domain RE, to the lack of standards

in annotation guidelines and experimental settings. Second, to address

the aforementioned challenges, we describe the creation of CrossRE, a

multi-domain dataset for RE in English, and its subsequent expansion to 26

languages. Third, we propose two methodologies to boost the performance

of RE in this multi-domain setup. Last, we present two frameworks for the

analysis of the RE pipeline in terms of model performance and presence of

socio-demographic biases.



Resumé

Sprogteknologier breder sig over en bred vifte af anvendelsesområder.

Derfor bliver computersystemers evne til nemt at tilpasse sig nye, usete

situationer vigtigere og vigtigere.

I denne afhandling udforskes Relation Extraction (RE) på tværs af

domæner med henblik på at forøge sprogmodellers robusthed over forskel-

lige anvendelsesområder. RE udgør et kerneelement i forhold til automatisk

udtrækning af struktuereret information fra ustruktuteret tekst. Formålet

med RE er at udtrække semantiske tripletter, hvor to enheder, der er nævnt

i et givent input, er forbundet med en semantisk relation. Den største

udfordring for robustheden af RE på tværs af domæner er, at de rele-

vante oplysninger, der skal udtrækkes, varierer afhængigt af downstream-

anvendelsen (dvs. enhederne og typerne af den semantiske forbindelse

mellem dem).

Denne afhandling dækker alle eksperimentelle anvendelsesområder

for RE: For det første, i betragtning af manglen på tidligere studier i

RE på tværs af domæner, skitseres flere udfordringer, der karakteriserer

forskningsområdet, fra knapheden af tilgængelige ressourcer, til manglen

på ensrettede standarder for annotering og eksperimentelle design. For

det andet beskriver vi oprettelsen af CrossRE, et multidomæne-datasæt til

RE på engelsk, og dets efterfølgende udvidelse til 26 sprog for at imødegå

de førnævnte udfordringer. For det tredje foreslår vi to metoder til at øge

RE’s ydeevne i denne multidomæneopsætning. Til sidst præsenterer vi

to metoder til analyse af RE-forsøgsdesign med hensyn til modellernes

resultater og tilstedeværelse af sociodemografiske bias.
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Chapter 1

Introduction

According to the Oxford English Dictionary the term “information explo-

sion” was first introduced in the 1940s. In 2011, Hilbert and López (2011)

reported that from 1986 until 2007 the world’s technological capacity to

store information grew from 2.6 to 295 exabytes. The advent of informa-

tion technology has been a primary driver in the rapid increase of published

information and data, usually referred as “information explosion”. While

the abundance of information means having access to more knowledge,

it can be hard to retrieve the right information when needed. For textual

data, which substantially contributes to the amount of available (digital)

data, Natural Language Processing (NLP) technologies can help mitigate

this challenge. Specifically, in response to the “information explosion”

mentioned above, Information Extraction (IE) technologies able to auto-

matically extract structured knowledge from unstructured text have been

an active field of research in the last decades (Okurowski, 1993). One of

the main challenges for these systems is that depending on the context in

which they are used, the information which they are required to extract can

vary a lot. For example, in the context of news articles, the information to

extract may concern a person (e.g., where and when the subject was born).

In the context of scientific papers, instead, the information to extract will

likely include experimental setups and results. Therefore, it is important

that IE systems are able to deal with the variability brought up by their

1



Chapter 1. Introduction

Elisa Bassignana is employed by IT University of Copenhagen .

entity 1 entity 2

ROLE

Figure 1.1: Relation Extraction Example. The goal of RE is the extraction
semantic triplets from unstructured text. From the example above: <Elisa
Bassignana, ROLE, IT University of Copenhagen>.

wide range of possible applications. Within current NLP methodologies,

this variability can be addressed from two perspectives. Either with labeled

data in every new domain of application for re-training the systems and

adjust them to perform in the current context of interest. Or from the mod-

eling perspective, by enhancing the models with the ability to generalize

across the extraction of different types of information from data coming

from new, previously unseen, contexts.

In the work performed this thesis, we focus on the task of Relation

Extraction (RE), and address the robustness of systems against domain

shift. RE is a specific case within IE which consists of extracting structured

semantic triplets from unstructured text. As represented in Figure 1.1,

the goal is to identify ordered pairs of entities (entity 1: Elisa Bassignana;

entity 2: IT University of Copenhagen) and assign them a relation type from

a set of labels (relation type: ROLE).

The task of RE is often employed in the pipeline of other Natural

Language Understanding (NLU) tasks, in which it is relevant to extract the

meaning of text. The most prominent is knowledge base population, where

the knowledge base can be directly built from the extracted triples. But RE

can also be an intermediate step for question answering or summarization,

for example. The fact that RE does not have a final domain of application

on its own, but rather it is employed as an intermediate step in other NLP

tasks, adds up to the versatility of this task and the consequent relevance

of the ability of RE systems to be able to adapt and generalize to many

different domains of application.

2
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1.1 Challenges

The task of RE presents many nuances and consequent challenges. Bellow

we identify five of them:

1. There are no standards in naming and experimental setups. By

design, RE includes multiple sub-tasks (i.e., identification of entities,

identification of entity pairs semantically connected, and relation

labeling). However, there are no standards about which sub-tasks the

“Relation Extraction” naming should exactly include (Chapters 2, 5).

As a consequence, the experimental setups are often misaligned

across different research works, making it hard to fairly compare

results (Chapter 5).

2. There is no unified annotation standard. Therefore, substantial

misalignment arises in the annotation scheme adopted by different

RE datasets (Chapters 3, 5).

3. RE is domain dependent. Depending on the domain of application,

the relation types to extract (i.e., the label space) can vary a lot.

Therefore, the ability of RE models to generalize across different

domains of application is often a challenge.

4. The domains covered by current datasets are limited. As men-

tioned above, RE has many domain dependent nuances. However,

while RE is an active field of research with a fair amount of labeled

datasets for exploring the task, the domains covered by them are

overall limited (Chapter 5). This restricts the representability of

current datasets with respect to real-world applications (Chapter 6).

5. Long tail relation types. In addition to the domain specificity of

relation types, often many of them are rare, independently of the

domain of application. The limitation in the amount of instances

makes it challenging for RE models to learn to identify them.

3
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We will expand and address most of the challenges above in the next

chapters. Despite being an influential challenge on the performance of RE,

the long tail relation type issue is out of scope from the work of this thesis.

1.2 Chapter Guide

Below we describe the structure of the thesis, which is organized in four

parts, and the research questions addressed in each of them.

1.2.1 Part I: Background

In the first part, we provide the foundational concepts of the thesis. These

include a description of the RE task, how it is formalized, the methodolo-

gies for approaching it, and the evaluation metrics (Chapter 2). Then, we

introduce the possible dimensions of variation in RE, along with common

methodologies for tackling them, and the cross-domain RE setup investi-

gated in this thesis (Chapter 3). The term “domain” is widely adopted in

the NLP community, and a central concept in this thesis. However, it is

loosely defined in the community (Plank, 2016) and typically used to refer

to any non-typological property that influences model performance (e.g.,

genre, medium, style). In Chapter 3 we describe our use in this thesis of the

term “domain” as topic, which is the variation dimension along which we

investigate the robustness of RE models. Finally, in Chapter 4 we consider

a bigger picture including both the interpretations as topic and as genre
and explore human ability to identify domains and their agreement on the

task. In this first part we investigate the following research question (RQ):

Part I

RQ1 To what extent can humans identify domains, and how much do

humans agree on this task? (Chapter 4)
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1.2.2 Part II: Data

In the second part of the thesis, we look at the cross-domain RE problem

from the data perspective. In Chapter 5 we present a survey of RE datasets

in order to find suitable options for exploring the cross-domain scenario.

Within this chapter, we identify and carefully analyze challenges 1, 2 and

4 (see Section 1.1). As a response to challenge 4 (“The domains covered

by current datasets are limited.”), in Chapter 6 we introduce CrossRE,

a novel multi-domain dataset for RE including six diverse text domains.

In the development of the annotation guidelines of CrossRE, we aim to

address challenge 2 (“There are no unified annotation standards.”) by

creating a unified annotation scheme able to cover all six domains included

in the dataset. Last, in Chapter 7 we extend the previous work to a new

dimension of variation, i.e., multi-linguality. We introduce Multi-CrossRE,

a multi-lingual version of CrossRE including 26 new languages in addition

to the original English. In the second part of this thesis we seek to answer

the following research questions:

Part II

RQ2 Which challenges emerge by surveying and analyzing the landscape

of existing RE datasets? (Chapter 5)

RQ3 What are important considerations to make when developing a uni-

fied annotation scheme for RE that covers multiple domains? (Chap-

ter 6)

RQ4 When considering languages other than English, how does train-

ing and evaluating on automatically translated data influence the

performance and the evaluation of RE? (Chapter 7)

5
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1.2.3 Part III: Modeling

In the third part of this thesis, we inspect the cross-domain and the multi-

domain training setups for RE. While in the former the domain of evalua-

tion is excluded from the training, in the latter the domain of evaluation

is included in the training data, along with other text domains (see Sec-

tion 3.1.1). In the cross-domain setup, the model is trained on data from

domains other than the domain of evaluation. Therefore, in Chapter 8 we

look for a way to obtain low-cost silver data in a task related to RE to use

for pre-training the RE model. In the multi-domain setup of Chapter 9,

instead, the model is trained on data coming from different domains, in-

cluding the one of evaluation. In this context, we compare different ways

of encoding domain information in order to allow the model to learn useful

commonalities between different domains, while still encoding domain

specific knowledge. In the third part of the thesis we explore the following

research questions:

Part III

RQ5 Can we exploit the affinity between semantic RE and syntactic parsing

in order to obtain large amounts of (low-cost) silver syntactic data

for pre-training RE models to improve the performance? (Chapter 8)

RQ6 How can we encode domain information in a multi-domain training

setup, and how does it affect performance? (Chapter 9)

1.2.4 Part IV: Model Analysis

In the fourth part of the thesis, we propose two analysis suites for RE. In

Chapter 10 we present a tool for quantitative analysis of the performance

of Relation Classification models (RC: the task of classifying the relation

6
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type between a pair of entities; see Chapter 2). We exploit the proposed

analysis for investigating the performance of a state-of-the-art (SOTA) RC

architecture over multiple cross-domain setups. Based on the findings

of the analysis, with a simple and targeted improvement of the original

architecture we achieve new SOTA performances.

Finally, in Chapter 11, we perform an analysis of biases in RE. As

mentioned above, RE is often employed in the pipeline of other NLU tasks

like knowledge base population. However, it has been demonstrated that

NLP technologies are often affected by the presence of gender and racial

biases (Kurita et al., 2019; Tan and Celis, 2019), which may emerge at any

stage of the NLP pipeline (Hovy and Prabhumoye, 2021). In Chapter 11

we introduce a procedure for the analysis of socio-demographic biases both

at the level of RE datasets and models. We also introduce a taxonomy of

relation types for mapping the label sets of different RE datasets into a

unified label space, and performing cross-dataset experiments (see issues

about inconsistent annotation guidelines across RE datasets in Chapter 3).

In the last part of the thesis we investigate the following research questions:

Part IV

RQ7 Is it possible to automatically identify groups of hard-to-handle cases

for a SOTA RC model in order to increase the performance of cross-

domain RC? (Chapter 10)

RQ8 To what extent is the RE pipeline (data and models) biased with

respect to people’s gender and origin? (Chapter 11)

1.3 Contributions

In summary, this thesis provides the following contributions:

7
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1. We highlight current challenges and issues in the field of RE, in

particular the lack of unified standards in annotation guidelines and

experimental setups (Chapter 5).

2. The broadest multi-domain and multi-lingual dataset for RE to

date, with a unified annotation scheme across six domains and paral-

lel data in 27 languages (Chapters 6 and 7).

3. Two methodologies for enhancing the performance of RE in the

cross-domain and in the multi-domain setups (Chapters 8 and 9).

4. A suite for quantitative analysis of the performance of RE models

(Chapter 10).

5. A suite for the analysis of socio-demographic biases in RE (Chap-

ter 11).

1.4 Publications

In this thesis, we include the following peer-reviewed publications:

(*): equal contribution

1. Maria Barrett*, Max Müller-Eberstein*, Elisa Bassignana*, Amalie

Brogaard Pauli*, Mike Zhang*, and Rob van der Goot*. Can Humans

Identify Domains? In The 2024 Joint International Conference on Com-
putational Linguistics, Language Resources and Evaluation. European

Language Resources Association (ELRA), February 2024

Contribution: Framing the problem, data collection, writing.

2. Elisa Bassignana and Barbara Plank. What Do You Mean by Re-

lation Extraction? A Survey on Datasets and Study on Scientific

Relation Classification. In Samuel Louvan, Andrea Madotto, and

Brielen Madureira, editors, Proceedings of the 60th Annual Meeting
of the Association for Computational Linguistics: Student Research
Workshop, pages 67–83, Dublin, Ireland, May 2022b. Association for
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Computational Linguistics. doi: 10.18653/v1/2022.acl-srw.7. URL

https://aclanthology.org/2022.acl-srw.7

Contribution: Framing the problem, dataset survey, conduction of

the experiments, writing.

3. Elisa Bassignana and Barbara Plank. CrossRE: A Cross-Domain

Dataset for Relation Extraction. In Yoav Goldberg, Zornitsa Kozareva,

and Yue Zhang, editors, Findings of the Association for Computa-
tional Linguistics: EMNLP 2022, pages 3592–3604, Abu Dhabi, United

Arab Emirates, December 2022a. Association for Computational Lin-

guistics. doi: 10.18653/v1/2022.findings-emnlp.263. URL https:

//aclanthology.org/2022.findings-emnlp.263

Contribution: Framing the problem, data collection, conduction of

the experiments, writing.

4. Elisa Bassignana, Filip Ginter, Sampo Pyysalo, Rob van der Goot,

and Barbara Plank. Multi-CrossRE A Multi-Lingual Multi-Domain

Dataset for Relation Extraction. In Tanel Alumäe and Mark Fishel,

editors, Proceedings of the 24th Nordic Conference on Computational
Linguistics (NoDaLiDa), pages 80–85, Tórshavn, Faroe Islands, May

2023a. University of Tartu Library. URL https://aclanthology.org/

2023.nodalida-1.9

Contribution: Framing the problem, conduction of the experiments,

writing.

5. Elisa Bassignana, Filip Ginter, Sampo Pyysalo, Rob van der Goot, and

Barbara Plank. Silver Syntax Pre-training for Cross-Domain Relation

Extraction. In Anna Rogers, Jordan Boyd-Graber, and Naoaki Okazaki,

editors, Findings of the Association for Computational Linguistics: ACL
2023, pages 6984–6993, Toronto, Canada, July 2023b. Association

for Computational Linguistics. doi: 10.18653/v1/2023.findings-acl.

436. URL https://aclanthology.org/2023.findings-acl.436

Contribution: Framing the problem, data preparation, conduction of

the experiments, writing.
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6. Elisa Bassignana, Viggo Unmack Gascou, Frida Nøhr Laustsen, Gustav

Kristensen, Marie Haahr Petersen, Rob van der Goot, and Barbara

Plank. How to Encode Domain Information in Relation Classifica-

tion. In The 2024 Joint International Conference on Computational
Linguistics, Language Resources and Evaluation. European Language

Resources Association (ELRA), 2024a

Contribution: Framing the problem, data collection, analysis of the

results, writing.

7. Elisa Bassignana, Rob van der Goot, and Barbara Plank. What’s

wrong with your model? A Quantitative Analysis of Relation Classi-

fication. In Proceedings of the 12th Joint Conference on Lexical and
Computational Semantics (*SEM 2024), Mexico City, Mexico, 2024b.

Association for Computational Linguistics

Contribution: Framing the problem, conduction of the experiments,

writing.

In addition, we also include the following publication, which is currently

under review:

8. Marco Antonio Stranisci*, Pere-Lluís Huguet Cabot*, Elisa Bassig-

nana*, and Roberto Navigli. Dissecting Biases in Relation Extraction:

A Cross-Dataset Analysis on People’s Gender and Origin. 2024

Contribution: Framing the problem, writing.

During the PhD, I was also involved in the following works which are not

part of this thesis:

9. Elisa Bassignana*, Max Müller-Eberstein*, Mike Zhang*, and Bar-

bara Plank. Evidence > Intuition: Transferability Estimation for

Encoder Selection. In Yoav Goldberg, Zornitsa Kozareva, and Yue

Zhang, editors, Proceedings of the 2022 Conference on Empirical Meth-
ods in Natural Language Processing, pages 4218–4227, Abu Dhabi,

United Arab Emirates, December 2022. Association for Computa-

tional Linguistics. doi: 10.18653/v1/2022.emnlp-main.283. URL
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https://aclanthology.org/2022.emnlp-main.283

Contribution: Framing the problem, conduction of the experiments,

writing.

10. Dennis Ulmer, Elisa Bassignana, Max Müller-Eberstein, Daniel Varab,

Mike Zhang, Rob van der Goot, Christian Hardmeier, and Barbara

Plank. Experimental Standards for Deep Learning in Natural Lan-

guage Processing Research. In Yoav Goldberg, Zornitsa Kozareva,

and Yue Zhang, editors, Findings of the Association for Computa-
tional Linguistics: EMNLP 2022, pages 2673–2692, Abu Dhabi, United

Arab Emirates, December 2022a. Association for Computational Lin-

guistics. doi: 10.18653/v1/2022.findings-emnlp.196. URL https:

//aclanthology.org/2022.findings-emnlp.196

Contribution: Framing the problem, writing.
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Chapter 2

The Task of Relation Extraction

In this chapter we provide the fundamental concepts about the Relation

Extraction (RE) task. We define a formalization of the problem, give an

overview of methodologies for approaching RE, and conclude by describing

the evaluation schema adopted in this research area.

2.1 Formalization

RE is defined as the task of extracting semantic relations connecting entities

in a text (Bach and Badaskar, 2007). In traditional RE, the entities can

either be named entities (e.g., IT University of Copenhagen) or mentions of

named entities (e.g., the university). The semantic relations are picked from

a predefined set of relation labels (e.g., located-in, part-of).1 In this thesis

we refer to binary RE, where the number of entities involved in the relation

are always exactly two. Parallel work (mostly) in the biomedical domain

has explored n-ary RE, where more than two entities can be involved in

the relation (Peng et al., 2017). In binary RE the goal is to extract semantic

triplets including the text span of entity 1, the text span of entity 2, and

the relation label expressing the semantic connection between them (see

example in Figure 2.1).

1Note that this is the key difference with respect to Open Relation Extraction, where
there is not a predefined set of labels.
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Dune tied with Roger Zelazny's This Immortal for the Hugo Award in 1966.

Roger Zelazny

This Immortal

contributes PERSON

BOOK

Figure 2.1: Relation Extraction Example. The goal of RE is the identifica-
tion of semantic triplet expressed in a given text.

Formally, given a sequence of tokens [t0, t1, ..., tn] and two entity spans

sA = [ti, . . . , tj ] and sB = [tu, . . . , tv] with 0 ≤ i, j, u, v ≤ n, i ≤ j and

u ≤ v, RE triples are in the form < sA, r, sB >, where r ∈ R and R is

the predefined set of relation labels. Because of the directionality of the

relations, < sB, r, sA > represents a different triple. We consider sentence-

level RE, therefore in our setups the sequence of tokens correspond to

one sentence. Next, we are going to present the experimental setups for

extracting these triplets.

2.1.1 Relation Extraction Setups

RE is characterized by an intrinsic compositionality including the identifi-

cation of the entities and the extraction of the semantic relations between

them. This leads to the definition of three possible task-setups when

approaching RE (see Figure 2.2):

End-to-end Relation Extraction. Includes the whole pipeline from iden-

tifying the entity spans, and eventually assigning them a type (e.g., person,

location), to identifying and classifying the semantic relations into types.

End-to-end RE can be approached in two different ways. As a pipeline of

tasks: First a Named Entity Recognition (NER) module to identify the entity

spans, and then a RE module as described in Section 2.2. Or with an end-

to-end architecture able to extract both entities and relations in one step.
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Relation Classification

Relation Extraction

End-to-end Relation Extraction

Figure 2.2: Relation Extraction Pipeline. The three steps composing the
RE pipeline: Named Entity Recognition (NER), Relation Identification (RI)
and Relation Classification (RC).

For example, using a table filling methodology (Miwa and Sasaki, 2014;

Gupta et al., 2016), or a sequence to sequence approach (Huguet Cabot

and Navigli, 2021).

Relation Extraction (RE). In this setup the entity spans are given. The

task is to identify which of them are semantically connected and classify

the relation between them into the given types.

Relation Classification (RC). Finally, a simplified version of the above is

when the pairs of entity spans which are semantically connected are given,

and the task (only) consists of the last step of the pipeline, i.e., assigning a

relation type to those entity pairs.

Different standards used for naming the aforementioned setups have led

to confusion in this research area with respect to the experimental design

across different studies, and subsequent difficulties in fair comparison of

the results. For example, the use of “Relation Extraction” for referring

to the last “Relation Classification” step only (Cui et al., 2021), or at

the opposite for referring to the whole end-to-end pipeline (Dixit and Al-

Onaizan, 2019). We will discuss the issues related to the lack of standard

in RE in more details in Chapter 5. In what follows, we will refer to the

naming described above in order to distinguish the three setups. In the
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This is a sample sentence

encoder

classifier

sentence  
representation

predicted 
label

Gigi is a 1944 novella by French writer Colette.

  Encoder: fastText, transformers, …

  Classifier: FFNN, CNN, …

sentence  
representation

predicted 
labelARTIFACT

entity 1 entity 2

Figure 2.3: Sentence-level Relation Extraction. Abstraction of a tradi-
tional model architecture for sentence-level RE.

experimental papers included in this thesis we focus on RE (Chapter 8, 11)

and RC (Chapters 5, 6, 7, 9 and 10), which will therefore be the focus of the

next Sections 2.2 and 2.3 about methodologies and evaluation respectively.

2.2 Methodologies

In RE the goal is to predict a relation label conditioning on the two entity

spans and the context around them.2 The work of this thesis is focused

on sentence-level RE, therefore the task is framed as a sentence-level

classification task. Traditional architectures for sentence level classification

are based on a two-module model architecture. One for encoding the

sentence into a numeric representation (embedding), and the second for

classifying the output of the first module (see Figure 2.3). The encoding

can be performed using static embeddings—e.g., fastText (Bojanowski

et al., 2017)—or, more recently, using contextualized word embedding

obtained with transformer models —e.g., BERT (Devlin et al., 2019).

The classification, instead, is traditionally done with a neural network—

2From a methodological perspective, RE and RC are approached in the same way, with
the inclusion of the ‘no-relation’ class in the label set when approaching RE.
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In 2003, the Stade de France was the primary site of the 2003 World Championship in Athletics.

PHYSICAL

word embedding position embedding 
(entity 1)

position embedding 
(entity 2)

entity 1entity 2

Figure 2.4: Convolutional Neural Network for RE. Visualization of the
input of a CNN for RE as proposed by Nguyen and Grishman (2015b).

e.g., a Feed-Forward Neural Network (FFNN), or a Convolutional Neural

Network (CNN). In order to specify the position of the entities in the

sentence, two main approaches have been used in the field, namely position

embeddings (often employed into CNNs) and entity markers. Whenever

there are multiple entity pairs within the same sentence, the sentence

is repeated multiple times with reference to the different entities. In

what follows, we are going into the details of these two widely adopted

model architectures which we use in the experimental papers included in

this thesis: CNNs (Chapter 5), and the architecture with entity markers

proposed by Baldini Soares et al. (2019) (Chapters 6, 7, 8, 9 and 10).

2.2.1 Convolutional Neural Networks

After the seminal work by Kim (2014) CNNs became a popular method

for approaching sentence-level classification tasks. They are composed of

three layers: A convolutional layer, a pooling layer, and a fully connected

layer (FFNN). The first layer is where the core convolutional operation

takes place. Here the aim is to optimize the filters (or kernels) used to
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automatically extract the relevant features. The output of this layer is

called ‘feature map’. The second layer consists of a pooling mathematical

operation used to reduce the dimensions of the feature map. There are two

common types of pooling: max (takes the max values in a feature map)

and average (computes the average across the values in the feature map).

The last FFNN layer takes the processed input from the previous layers,

and makes the classification.

Nguyen and Grishman (2015b) adapted the use of CNNs to the task of

RE by concatenating two position embeddings to each word representation

in order to provide information to the model about where the entity spans

are.3 Position embeddings are used to specify the relative position of

elements in a text, for example the relative distance of a token from an

entity. In RE, the standard is to include two position embeddings for

indicating the relative distance of each token with respect to entity 1 and

entity 2 respectively. They are randomly initialized and learned during

training. Figure 2.4 visualizes the representation of the input of a CNN for

RE, as described above.

2.2.2 Entity Markers

Baldini Soares et al. (2019) introduced the architecture represented in

Figure 2.5, which became very popular for approaching RE (more than

800 citations on Google Scholar at the time of writing). In this approach,

four entity markers are placed at the beginning and at the end of the

two entity spans. They contain information about the directionality of

the entity pair by specifying [E1] and [E2] (e.g., “[E1] IT University
of Copenhagen [/E1]”). The markers are treated as special tokens by

the tokenizer of the transformer encoder, meaning that they are not split

into sub-words. They are randomly initialized and the model learns a

representation of them during training. Zhong and Chen (2021) further

proposed to enrich the markers with entity type information, if available

(e.g., [E1:ORGANIZATION], [/E1:ORGANIZATION]). After the sentence is

3Note that these are not the ‘position embeddings’ as defined in the transformer models.
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pre-trained encoder

[E1] Cunningham [/E1] played his entire 11-year career with the [E2] Philadelphia Eagles [/E2]

c
…… …

cc cccccc ccc

FFNN

Figure 2.5: Entity Markers Architecture. In the architecture introduced
by Baldini Soares et al. (2019) the entity spans are surrounded by the entity
markers. After encoding the input, the classification is performed over the
concatenation of the representations of the two start entity markers.

encoded, the classification into relation types is done with a FFNN over the

concatenation of the representations of the two start entity markers.

2.2.3 Generative Information Extraction

While it is not the main focus of this thesis, it is worth mentioning the

influence of the latest trend of generative Artificial Intelligence (AI) on

the field of RE. In 2021, two works opened the way to sequence to se-

quence approaches for RE: Huguet Cabot and Navigli (2021), which is

based on BART (Lewis et al., 2020) (employed in the experimental paper

of Chapter 11), and Paolini et al. (2021), which is based on T5 (Raffel

et al., 2020). The idea of these approaches is to input a query sentence and

let the model output the list of triplets < sA, r, sB > following the format

used for Instruction Tuning (IT) the base pre-trained language model. For

example, Huguet Cabot and Navigli (2021) minimize the number of tokens

to be generated in order to make the decoding more efficient:

Given the sentence:

"This Must Be the Place" is a song by new wave band Talking
Heads, released in November 1983 as the second single from its
fifth album “Speaking in Tongues"
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And given the relation triplets:

(This Must Be the Place, performer, Talking Heads)

(Talking Heads, genre, new wave)

(This Must Be the Place, part of, Speaking in Tongues)

(Speaking in Tongues, performer, Talking Heads)

The triplets are encoded as:

<triplet> This Must Be the Place <subj> Talking Heads <obj>

performer <subj> Speaking in Tongues <obj> part of <triplet>

Talking Heads <subj> new wave <obj> genre <triplet> Speak-

ing in Tongues <subj> Talking Heads <obj> performer

(Example from Huguet Cabot and Navigli (2021))

Where <triplet> marks the start of a new triplet and is followed by a

new head entity; <subj> marks the end of the head entity and the start of

the tail entity; <obj> marks the end of the tail entity and the start of the

relation between the head and tail entities. The triplets are sorted by their

order of appearance in the input text.

Even more recently, since ChatGPT (OpenAI, 2023) came out, a new

wave in the field of generative RE has started. Several work has explored

the potential of ChatGPT, and that of other generative Large Language

Models (LLMs) in the context of RE (e.g., ChatGPT: Han et al. (2023); Li

et al. (2023); Wei et al. (2023); Yuan et al. (2023); GPT-3 (Brown et al.,

2020) and Flan-T5 (Chung et al., 2022): Wadhwa et al. (2023)). Two

main differences characterize this second wave. First, LLMs have been

used as a general framework for performing multiple IE tasks at the same

time, including for example NER, RE, Event Extraction, and Aspect Level

Sentiment Classification. Second, IT has been mostly replaced with In-

Context Learning (ICL) methodologies (Pang et al., 2023). This is mainly
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because of the increasing size of LLMs in terms of parameters, making

it more challenging to fine-tune them, and because of the wide spread

use of closed access models. However, at the time of writing there is

no experimental evidence of the generative approaches overcoming the

discriminative ones in terms of performance, especially when considering

comparable resources (i.e., compute and training data). For example, the

comparison by Meng et al. (2023) of gpt-3.5-turbo4 against their proposed

approach based on a BERT-base encoder (Devlin et al., 2019) in a few-shot

document level RE setup, shows lower performance for the former.

2.3 Evaluation

RE and RC are traditionally evaluated using the Micro and Macro F1 scores.

The former can be used to get a general idea of the overall performance

of the model, while the latter is used for analyzing the model by taking

into account the performance with respect to each individual class. Both of

them are based on the precision and recall metrics:

Precision =
TP

TP + FP
(2.1)

Recall =
TP

TP + FN
(2.2)

where

TP is the amount of true positive predictions

FP is the amount of false positive predictions

FN is the amount of false negative predictions.

The F1 score is then computed as the harmonic mean between precision

and recall:

4https://platform.openai.com/docs/models/gpt-3-5-turbo
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F1-score =
2× precision × recall

precision + recall
(2.3)

As mentioned above, the Macro-F1 score uniformly averages the perfor-

mance over every individual class without taking into account the label

distribution:

Macro-F1 =

n∑
i=1

F1-scorei

n
(2.4)

where

n is the number of relation types in the label set.

The Micro-F1 score, instead, is computed by aggregating the total number

of TP , FP , FN across all relation types.
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Chapter 3

Cross-domain Relation
Extraction

In this chapter, we introduce the main topic addressed in this thesis: Cross-

domain RE. We start by discussing two dimensions along which variation

between training and evaluation can happen (i.e., input data and output

space). Then, within the variation in the input data, we discuss how

the concept of ‘domain’ is typically interpreted in the context of RE. Last,

we conclude with an overview of methodologies to tackle the challenges

related to the variation between training time and evaluation time.

3.1 Variation in Relation Extraction Setups

Variation between training and evaluation can be defined within two

dimensions, as shown in Figure 3.1: Input data (training D, evaluation D′)

and output space (training Y , evaluation Y ′). Variation in the input data

means that the domain of the data changes from training time to evaluation

time (more details about what is meant by domain in Section 3.2). Variation

in the output space, instead, means that at least one between the label set

and the annotation guidelines change from training to evaluation time (see

examples of variation in Figure 3.2). The situation (a) in Figure 3.1 (often

referred to as ‘in-domain’) represents the typical situation in which NLP
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Input data (D)

stable varies

Label space  
(Y)

stable in domain D ≠ D’  
Y = Y’

varies D = D’  
Y ≠ Y’

D ≠ D’  
Y ≠ Y’

Input data (D)

stable varies

Output space 
(Y)

stable
situation (a) situation (b)
D = D’  
Y = Y’

D ≠ D’  
Y = Y’

varies
situation (c) situation (d)
D = D’  
Y ≠ Y’

D ≠ D’  
Y ≠ Y’

Figure 3.1: Variation Dimensions between Training and Evaluation.
Four possible experimental scenarios derived by the combination of vari-
ance in the input data (training D, evaluation D′) and in the output space
(training Y , evaluation Y ′).

models are trained and evaluated on a dataset assumed to stem from the

same underlying data distribution. In the experimental applications of RE,

the variation in output space can be caused by two factors. The first is the

misalignment of the label sets and/or of the annotation guidelines across

datasets collected from the same underlying distribution, which falls into

situation (c). For example, as we will discuss in more details in Chapter 5,

the case of SemEval-2018 Task 7 (Gábor et al., 2018) and SciERC (Luan

et al., 2018) which independently annotated the same data (NLP papers)

using two different sets of relation types:

• SemEval-2018 Task 7: compare, usage, part_whole, model-feature,

result, topic;

• SciERC: compare, used-for, part-of, feature-of, evaluated-for,

hyponym-of, conjunction.

The second factor which can cause variation in the output space, instead, is

the introduction of domain-specific relation types dependent on the input

data, which falls into situation (d). For example, if we train a model on

the SemEval-2018 Task 7 dataset mentioned above (with textual data from

scientific papers), and evaluate it on the CoNLL04 (Roth and Yih, 2004)

dataset composed of news articles, which includes the relation types kill,
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Input data (D)

stable varies

Output space 
(Y)

stable

situation (a) situation (b)

varies

situation (c) situation (d)

Notte was published in the Lucio Dalla album

part-of

The second track of Safari is A te

part-of

Notte was published in the Lucio Dalla album

part-of

Notte was published in the Lucio Dalla album

part-of

Notte was published in the Lucio Dalla album

part-of

The Roman Empire included also France

part-of

Elisa is employed by IT University of Copenhagen

role

The second track of Safari is A te

part_whole

Figure 3.2: Examples of Variation in Relation Extraction. Examples of
the four possible experimental scenarios derived by the combination of
variance in the input data and in the output space.

work-for, organization based-in, live-in and located-in.

In the work presented in this thesis, we first point out at the lack of

unified annotation standards in RE (see Chapter 5), and then in Chapter 6

we propose a unified annotation scheme that we employ for the annotation

of the six domains included in CrossRE (Bassignana and Plank, 2022a). In

all the subsequent experimental papers using CrossRE, we mainly focus

on the variation within the input data.1 As we will expand on in Chap-

ter 6, our vision with the annotation of CrossRE is to set the base for the

future creation of a “universal taxonomy” of labels, inspired by Universal

Dependency (Nivre et al., 2016) for syntactic connections. CrossRE’s label

set includes relation types which are enough coarse-grained to be uni-

versally present in all the domains (e.g., part-of, physical). This setup

falls into situation (b) in Figure 3.1, and sets a solid base for potential

future expansions of the guidelines to include domain-specific types—i.e.,

situation (d) which is out of scope for the experimental part of this thesis.

For example, in the ‘music’ domain part-of could be broken down into

song-part-of-album and musician-part-of-band.

1The only exception is the paper included in Chapter 11 where we perform cross-dataset
experiments by mapping different label sets into a unified taxonomy of relation types.
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Train

Evaluation

Train

Evaluation

CROSS-DOMAIN MULTI-DOMAIN

Figure 3.3: Cross-domain versus Multi-domain setup. In the cross-
domain setup the target domain/s is/are not included in the training data;
while it/they is/are included in the multi-domain training. Different colors
represent different domains.

3.1.1 Cross-domain versus Multi-domain

Typically, situations (b) and (d) in Figure 3.1, where the input data varies

from training time to evaluation, are referred to as cross-domain (see Fig-

ure 3.3 left). This indicates that the domain(s) included in the evaluation

is/are not included in the training set. An orthogonal setup that we explore

in Chapter 9, is the multi-domain training where the evaluation domain(s)

is/are included in the training, together with other ones (see Figure 3.3

right). While this setup allows to maximize the training data by includ-

ing data coming from multiple domains, the challenge lies in retrieving

domain-specific information at inference time.

3.2 Domains in Relation Extraction

As we mentioned so far, variation in the input data is often referred to

as domains. In NLP the term domain is used to refer to different kinds of

variation which can characterize textual data (Biber, 1988). The concept

is loosely defined in the field (Plank, 2016), but typically these variations

are delineated, for example, with respect to the topic, the data source,
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the medium or the style of a text. In Chapter 4 we include an in-depth

discussion of the use of the term domain in the literature. In the paper

included in Chapter 4 we consider the two widely adopted interpretations

as ‘topic’ and ‘source type’, and present an extensive analysis exploring

human misalignment when annotating for these two concepts.

In the context of RE, and broadly speaking in IE, the notion of domains
typically refers to topics. This is because the topic of a text determines

the information to extract (i.e., the label space). For example, within the

‘music’ domain we could have relation types connecting songs and artists,

e.g., <song, authored_by, artist>, while in the ‘news’ domain we could

likely find triplets as <person, born_in, location>. In order to measure

the similarity between two domains and get a sense of the distance between

them a standard way is computing the vocabulary overlap (Gururangan

et al., 2020; Liu et al., 2021b; Bassignana and Plank, 2022b).

3.3 Tackling Variation in Relation Extraction

Following the two types of variations described in Section 3.1 which can

occur from training to evaluation time, namely variation in the input data,

and variation in the output space (see Figure 3.1), different methodologies

have been used to tackle the different challenges.

3.3.1 Variation in the Input Data

Research in the field of Domain Adaptation (DA) which aims at developing

methodologies for diminishing the negative effect that variation in the

input data may introduce has a long history in NLP (Ben-David et al.,

2006). The early work by Blitzer et al. (2006) introduces Structural

Correspondence Learning (SCL) to automatically identify correspondences

among features from different domains, and investigate its use in part of

speech tagging. Later, Blitzer et al. (2007) adapted the SCL algorithm

to sentiment classification. Daumé III (2007) proposes to augment the

feature space of both the source and target data and use the result as input
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to a standard fully supervised learning algorithm. Within the field of RE,

previous work include feature-based systems (Nguyen and Grishman, 2014;

Nguyen et al., 2014), requiring a few labels in the target domain; other

work focuses on unsupervised DA methods (Plank and Moschitti, 2013; Fu

et al., 2017). Plank and Moschitti (2013) propose syntactic tree kernels

enriched by lexical semantic similarity to learn cross-domain patterns. Fu

et al. (2017), instead, introduce a domain adversarial neural network to

learn domain-independent representations.

Since the introduction of pre-trained language models, a common prac-

tice in DA is to include an additional training step between the traditional

pre-training of the language model and the final fine-tuning on the target

task. Because the data from the target domain annotated for the target task

is usually scarce, the second pre-training step is meant to start adapting the

language model towards a related task and/or towards a related domain.

For example, Phang et al. (2018) introduce STILT (Supplementary Training

on Intermediate Labeled-data Tasks), an intermediate training step on

labeled data in a task for which ample data is available. Inspired by Phang

et al. (2018), in the paper included in Chapter 8 we experiment with

including an additional training step before fine-tuning on data labeled for

RE in the target domain. We exploit the affinity between syntactic structure

and semantic RE by considering the shortest dependency path between

two entities. The additional training step is performed on silver syntax

data in the target domain obtained using an out-of-the-box syntactic parser

on unlabeled data (more details in Chapter 8)

Because labeled data is often difficult and expensive to obtain, different

types of unsupervised domain adaptation approaches have been devel-

oped (Ramponi and Plank, 2020). For example, Gururangan et al. (2020)

introduce two techniques where, similar to STILT, the base pre-trained

language model is additionally trained, this time on a second masked

language modeling objective. The first technique, DAPT (Domain Adaptive

Pre-Training) uses a large corpus of unlabeled domain-specific text (e.g.,

biomedical, news, or reviews); while the second one, TAPT (Task Adaptive
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Pre-Training) applies masked language modeling on the training set for

a given task. These two approaches strikes a different trade-off: TAPT

uses a smaller pre-training corpus than DAPT, but one that is much more

task-relevant.

3.3.2 Variation in the Output Space

In the field of RE, before the widespread use of generative approaches

(Huguet Cabot and Navigli, 2021; Xu et al., 2023), the way for dealing with

new unseen relation types with the discriminative methods mainly consists

of few-shot solutions. In this setup, a couple of instances with the new

relation types are annotated or created ad-hoc. This is not the focus of this

thesis, which mainly addresses the variation in the input space. However, it

is worth mentioning that since the seminal work by Han et al. (2018) which

introduced FewRel, the first RC dataset specifically designed for exploring

few-shot RC, more work followed in this direction. Gao et al. (2019)

published the FewRel 2.0 dataset, in which—by building upon FewRel—

they added a new test set from a different domain (biomedical literature,

while the original FewRel includes data from Wikipedia). Finally, Sabo

et al. (2021) criticize the unrealistic (synthetic) evaluation setup of FewRel

and FewRel 2.0 in terms of distribution of the labels in the datasets, and

introduce a few-shot version of TACRED (Zhang et al., 2017b), which

follows a real-world distribution of the relation types. More recently,

generative AI has revolutionized the way of approaching few-shot and zero-

shot RE, and the focus has been largely shifted towards prompt engineering

strategies (Wei et al., 2023; Wadhwa et al., 2023), but their effectiveness

is part of an on-going debate (see discussion in Section 2.2.3).
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Chapter 4

Can humans identify domains?

The work presented in this chapter is based on the paper: Maria Barrett*,

Max Müller-Eberstein*, Elisa Bassignana*, Amalie Brogaard Pauli*, Mike

Zhang*, and Rob van der Goot*. Can Humans Identify Domains? In

The 2024 Joint International Conference on Computational Linguistics, Lan-
guage Resources and Evaluation. European Language Resources Association

(ELRA), February 2024
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Abstract

Textual domain is a crucial property within the Natural Language Processing

(NLP) community due to its effects on downstream model performance.

The concept itself is, however, loosely defined and, in practice, refers to

any non-typological property, such as genre, topic, medium or style of a

document. We investigate the core notion of domains via human proficiency

in identifying related intrinsic textual properties, specifically the concepts

of genre (communicative purpose) and topic (subject matter). We publish

our annotations in TGeGUM: A collection of 9.1k sentences from the GUM

dataset (Zeldes, 2017) with single sentence and larger context (i.e., prose)

annotations for one of 11 genres (source type), and its topic/subtopic

as per the Dewey Decimal library classification system (Dewey, 1979),

consisting of 10/100 hierarchical topics of increased granularity. Each

instance is annotated by three annotators, for a total of 32.7k annotations,

allowing us to examine the level of human disagreement and the relative

difficulty of each annotation task. With a Fleiss’ kappa of at most 0.53 on

the sentence level and 0.66 at the prose level, it is evident that despite

the ubiquity of domains in NLP, there is little human consensus on how to

define them. By training classifiers to perform the same task, we find that

this uncertainty also extends to NLP models.

Keywords: domain, genre, topic, multi-annotation

4.1 Introduction

The concept of “domain” is ubiquitous in Natural Language Processing

(NLP), as differences between “sublanguages” have strong effects on model

transferability (Kittredge and Grisham, 1986). This issue of domain diver-

gence has prompted comprehensive surveys on how to best adapt language

models (LMs) trained on one or more source domains to more specific

targets (Ramponi and Plank, 2020; Ramesh Kashyap et al., 2021; Saun-

ders, 2022), and remains an open issue, even with LMs of increasing
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size (Ling et al., 2023; Singhal et al., 2023; Wu et al., 2023). Despite its

importance, what constitutes a domain remains loosely defined, typically

referring to any non-typological property that degrades model transfer-

ability. In practice, textual properties with the largest domain effects

relate to a document’s genre/medium/style (McClosky, 2010; Plank, 2011;

Müller-Eberstein et al., 2021b), topic (Lee, 2001; Karouzos et al., 2021),

or mixtures thereof (Aharoni and Goldberg, 2020). More broadly, do-

mains can be viewed as a high-dimensional space with variation across the

aforementioned properties, plus factors such as author personality, age, or

gender (Plank, 2011, 2016).

We attempt to gain a better understanding of the foundational concept

of domain, by taking a step back from modeling this phenomenon, and

instead investigating whether humans themselves can distinguish between

different instantiations of domain-related properties of textual data. In

linguistics literature, these properties are separated into register, style

and genre (Biber, 1988; Biber and Conrad, 2009, 2019), of which we

choose to focus on genre, as it distinguishes itself from register and style by

remaining consistent across complete texts. In addition, we examine the

orthogonal factor of topic, i.e., the subject matter of a text, which can be

expressed independently of genre (Kessler et al., 1997; Lee and Myaeng,

2002; Stein and Zu Eissen, 2006; Webber, 2009). We operationalize these

two factors analogously to van der Wees et al. (2015) as genre stemming

from different source types with distinct communicative styles, and topic

being the principal subject matter of a given text.

More formally, our main research question is: To what extent can
humans detect genres and topics from text alone, and how does this align
with machines? We investigate the human proficiency in detecting these

intrinsic properties by turning our attention to the Georgetown University

Multilayer Corpus (GUM; Zeldes, 2017),1 a large-scale multi-layer corpus

consisting of texts from 11 different source types (henceforth genre). These

act as gold annotations against which we compare the manual genre labels

1https://gucorpling.org/gum/
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Figure 4.1: Graphical illustration of our triple-annotation setup with gold
genre labels.

provided by 12 human annotators for the entirety of the corpus (Figure 4.1).

In addition, the annotators supply a new annotation layer regarding the

texts’ subject matter (henceforth topic). As no gold labels are available

for topic, they are annotated according to Dewey Decimal Classification

(DDC; Dewey, 1979), a library classification system that allows new books

to be added to a collection based on the subject matter. The DDC consists

of 10 topics, 100 fine-grained topics, and 1,000 even finer-grained topics,

of which we investigate the former two in detail and provide a preliminary

study on the latter.

To understand the importance of context, we have annotators label

genre and topic at both the sentence and prose level (defined as sequences

of five sentences), and compare annotator agreement. Due to the subjective

uncertainty associated with these types of characteristics, we gather three

annotations per instance, measure their agreement, and release them in

their unaggregated form as multi-annotations for future research.

Finally, we investigate the ability of machines to identify the same

characteristics by training multiple ablations of genre and topic classifiers.

Concretely, these experiments examine the difficulty of discerning each

property, whether metadata or human notions of genre are more easily
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recoverable, as well as which level of context is most appropriate for the

different ways in which the genre and topic label distributions can be

represented.

Overall, this work is the first to explore the discernability of domain by

both humans and machines. In Section 4.5, we further discuss the implica-

tions of our findings, both with respect to domain-sensitive downstream

applications, as well as for the NLP community’s more general definition of

domain. Our contributions thus include:

• TGeGUM (Topic-Genre GUM), a multi-layer extension of GUM, cov-

ering 9.1k sentences triple-annotated for a diverse set of 11 genres

and 10/100 topics (Section 4.3).2

• An in-depth exploratory data analysis of the human annotations

concerning annotator disagreement, uncertainty, and overall trends

for domain characteristics across different context sizes (Section 4.4).

• A case study on the capability of NLP models to discern the human

notions of genre and topic, as well as an analysis of which factors

affect classification performance (Section 4.5).

4.2 Related Work

Domains Initially coined as “sublanguages” (Kittredge and Lehrberger,

1982; Kittredge and Grisham, 1986), domains have long been a topic of

study in traditional linguistics and NLP (Lee, 2002; Lee and Myaeng, 2002;

Stein and Zu Eissen, 2006; Eisenstein et al., 2014; van der Wees et al.,

2015; Plank, 2016). Some of the early work mentioning domains as textual

categories include Sekine (1997); Ratnaparkhi (1999), which categorize

texts into, e.g., “general fiction”, “romance & love”, and “press:reportage”.

However, as also mentioned by Lee (2002); Lee and Myaeng (2002); Plank

(2011); van der Wees et al. (2015), the concept of domain is under-defined.

Plank (2011) considers domains as a multi-dimensional space, spanning
2Data and code can be found at bitbucket.org/robvanderg/humans-and-domains.
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all kinds of variability between texts, such as genre, topic, style, medium,

etc. In this work, we follow a definition of domains similar to van der Wees

et al. (2015), focusing on two of the largest dimensions of variability: i.e.,

genres (the communicative purpose and style) as well as topics (the subject

matter). The former is closely tied to the source of a text, such as academic

papers versus fiction books, while the latter may include subjects such as

sports, politics, and philosophy, which can occur in multiple genres.

Automatic Domain Detection In NLP, automatic domain detection is

essential for ensuring robust downstream performance, as it degrades with

increasing levels of domain shift (Ramponi and Plank, 2020). Since this

issue occurs independently of the application, domain classification has

been explored in many contexts. Generally, the problem is either phrased

in terms of a binary task, i.e., whether a target text matches the domain

of the training data or not (e.g., Tan et al., 2019; Pokharel and Agrawal,

2023), or a multi-label classification task, in which the exact domain is to

be determined (e.g., Müller-Eberstein et al., 2021a). Here, we use the latter

approach as it requires a more formalized operationalization of domain.

At a broader level, genre is frequently used as a proxy for domain,

as it has lower internal variability than many more specific dimensions,

including topic (Kessler et al., 1997; Webber, 2009). Its automatic detection

has been leveraged for selecting training data for transfer learning across

a broad range of applications, such as classification (Ruder and Plank,

2017; van der Goot et al., 2021a; Gururangan et al., 2020) and generative

tasks (Aharoni and Goldberg, 2020). Beyond English, genre has further

been shown to provide a cross-lingually consistent signal for enabling more

robust transfer in syntactic parsing (Müller-Eberstein et al., 2021a).

Topics provide a more granular differentiation between texts, also with

close ties to domain. Automatically detecting topics has more immedi-

ate practical implications, as knowledge of the subject matter is critical

for many downstream information extraction systems (Liu et al., 2021b;

Bassignana and Plank, 2022a) and more datasets with topic annotations

are available (Sandhaus, 2008; Maas et al., 2011; Wang and Manning,
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2012; Zhang et al., 2015); however, these works typically contain source

data from only a single corpus.

Going beyond prior work with limited sets of post-hoc topic labels for

single-genre corpora, we build on the general-purpose DDC system (Dewey,

1979) for libraries and apply its hierarchical set of 10/100 topics to a corpus

containing data from 11 genres. By building on the existing annotations of

the GUM dataset (Zeldes, 2017), we further enable research not only ascer-

taining to domain classification for its own sake, but also with applications

to other downstream NLP tasks.

Multi-annotations Given the subjective nature of domains and their as-

sociated properties of genre and topic, each text in our dataset is annotated

multiple times and retains individual labels without aggregating them.

This approach of multi-annotations (Plank, 2022) avoids obscuring human

uncertainty in the annotation process and has benefits both for tasks with

high variability, such as ours, as well as tasks for which a ground truth is

typically assumed.

E.g., Plank et al. (2014) map part-of-speech (POS) tags from Gimpel

et al. (2011) to the universal 12-tag set by Petrov et al. (2012), retaining

five crowdsourced POS labels per token.

For Relation Classification (RC), Dumitrache et al. (2018) obtained

annotations for 975 sentences for medical RC, where each sentence is

annotated by at least 15 annotators on average.

For Natural Language Inference (NLI), Nie et al. (2020) released

ChaosNLI: A dataset with 4,645 examples and 100 annotations per example

for some existing data points in the development set of SNLI (Bowman

et al., 2015), MNLI (Williams et al., 2018a), and Abductive NLI (Bhaga-

vatula et al., 2020). For a more in-depth overview of multi-annotation

datasets, we refer to Uma et al. (2021b).

39



4.3. The Dataset Chapter 4. Can humans identify domains?

4.3 The Dataset

4.3.1 Source Data

The source dataset on top of which we build our domain-related anno-

tations is the GUM corpus which in turn incorporates data from a wide

variety of sources. We use the portion of the GUM corpus released as

part of the Universal Dependencies project (UD; Nivre et al., 2017), i.e.,

excluding Reddit. Since a text’s source is closely tied to its communicative

purpose, we consider GUM’s data source metadata field of each instance as

the gold genre label. For the topic, no equivalent gold label is discernible

from the metadata.

The entire dataset is annotated both at sentence and prose level to

investigate the importance of context for genre and topic annotation. For

this purpose, we follow the gold sentence segmentation provided by GUM.

We opted for these blocks instead of paragraphs, as the latter are not natural

dividers for all text types and can have a high variety of conventions and

functions across genres. To avoid the same annotator observing the same

sentence individually as well as in prose, we shuffle the dataset such that

annotations of a sentence with and without context are distributed across

different annotators, while maintaining coverage of the full dataset.

4.3.2 Annotation Procedure

Since there are no official descriptions of the genres in GUM, our an-

notation guidelines refer to the descriptions from the homepages of the

websites of the source or the corresponding abstracts from Wikipedia.

For topic annotation, we follow the Dewey Decimal library classification

system (Dewey, 1979) consisting of 10/100/1,000 hierarchical topics of

increased granularity. We consider the 10 high-level and the 100 mid-level

classes for the coarse- and fine-grained topic annotations. We constrain

our guidelines such that topic-100 should always be a sub-type of topic-10.

For example, if topic-100 is “520 Astronomy”, then topic-10 should be

“500 Science”. When none of the topic-100 labels fit the fine-grained topic
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of the instance, the annotators were allowed to leave the more specific

topic blank, i.e., annotating topic-100 with the same label as topic-10. In

addition, we include the no-topic label for when it is not possible to identify

a specific topic from the provided text., such as for very short sentences,

like “Ok” or “I agree with that.”

We completed an initial annotation round of 20 instances with all anno-

tators and authors of this paper to evaluate the guidelines and annotation

setup. None of this data is included in the final dataset. We continued with

groups of three annotators annotating different subsets of the data. After

an introductory meeting, further unclarities were discussed asynchronously

throughout the process. Annotators were asked to pose their questions

in general terms and to not use direct examples as to not bias the other

annotators on specific instances. We did not conduct inter-annotator stud-

ies over the course of annotation and only had minor guideline revisions

during the annotation process since we are mostly interested in human

intuitions of genre and topic, and there are no gold labels for the topic

task.

Annotators could indicate whether they were unsure about the annota-

tion of a specific instance, and were also asked to provide notes/comments,

if applicable. The annotation rate started at approximately 80–150 in-

stances per hour. To ensure a similar amount of effort across annotators,

we asked them to aim for approximately 150 instances per hour (also

considering that annotation speed increases over time).

In total, we hired 12 annotators, who were paid 34,21 EUR per hour

(before tax) for a total of 32 hours per person over a period of 4 weeks.

The mean age was 27 (±2), and their highest completed education was

equally split between a bachelor’s and a master’s degree. All rated their

English skills as either C2/proficient or native. Seven annotators were

reported to be female, three male, and two other/non-binary.
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Instances Annotations
Sentence Prose Sentence Prose

Train 6,911 1,358 20,733 4,074
Dev. 1,117 217 3,351 651
Test 1,096 221 3,288 663

Total 9,124 1,796 27,372 5,388

Table 4.1: Dataset Statistics: Note that each instance has three associated
annotations.

4.3.3 Dataset Statistics

Table 4.1 shows the final dataset statistics of TGeGUM. The dataset includes

around 9.1K sentences, and 1.8K prose, each of them annotated by three

individual annotators for genre, coarse-grained topic, and fine-grained

topic.

In Figure 4.2, we report the sentence-level distribution of gold labels

and human annotations, reporting the average number of annotations per

label (total number of annotations divided by three annotators) to align

with the singular gold genre metadata. For topic-10 and topic-100 we only

report the human annotations as no gold labels exist.

Comparing gold and annotated genre labels, we observe a skew towards

conversation and textbook. We hypothesize that this is due to the small

amount of context an annotator receives. For example, the sentence “Is

that all that’s left?” with the gold genre label fiction is annotated by all

annotators as conversation. Another example is the sentence “Some of the

greatest poetry has been born out of failure and the depths of adversity in

the human experience.” with gold label interview. All annotators annotated

this example as textbook.

For topic, we note that despite skewness, almost all 100 topics are

used. The 300 Social sciences including, e.g., 320 Political science and 370
Education, stand out as being the most prevalent topics. The most frequent

label, however, is no-topic, indicating that it is challenging to identify a
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Figure 4.2: Frequency distributions of the labels in gold genre labels,
annotations of genres, annotations of topic-10, and annotations of topic-
100 (log scale) on sentence level. For the human annotations, the number
is divided by three in order to align with the (unique) gold label. The
mapping of topic-10 and topic-100 labels can be found in ??. The tag “No”
in the topic annotations refers to no-topic.

specific topic given only one sentence and that individual sentences can be

associated with different topics, depending on the surrounding context.

The genre distribution at the prose level (Subsection 4.7.4) reveals

a more accurate distribution for conversation-like utterances; however,

the general skew towards textbook remains. Concerning topic, the main

contrast to the sentence-level distributions is the reduction of the no-topic
label, confirming that more context is crucial for this task.

4.4 Exploratory Data Analysis

In addition to the previous aggregated overview, we are interested in

exploring whether domain characteristics are recoverable by humans in

a consistent manner. While we can compare human annotations to the

original gold labels for genre, no equivalent is available for topic. Therefore,

we place more emphasis on inter-annotator agreement, in the form of

Fleiss’ Kappa (Fleiss, 1971), to measure intuitive alignment and ease of

identification. Table 4.2 and Figure 4.3 shows this agreement across the

different genres, topics and levels of available context.
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Kappa Maj. Acc.
Genre Topic-10 Topic-100 Genre

Sentences 0.5260 0.5213 0.4239 67.68
Prose 0.6582 0.5238 0.3838 81.11

Table 4.2: Agreement scores across annotators, and accuracy of majority
vote among annotators compared to gold genre labels.

4.4.1 Human Genre Detection

Accuracy and Agreement Considering that annotation guidelines were

phrased to avoid any intentional alignment to an existing ground truth

(i.e., annotators were unaware of the existence of gold genre labels), an

accuracy of 67.68% at the sentence level shows that genre is recoverable

to a far higher degree than by random chance or by a majority baseline.

This further increases to 81.11% given more context at the prose level and

is also reflected in the increase from moderate inter-annotator agreement

(0.53) to substantial agreement (0.66).

The additional context appears to help differentiate genres that have

more similarities to each other. This phenomenon is especially pronounced

for spoken-language data, such as conversation, interview and vlog, which

differ with respect to genre-specific conventions such as who the speech is

directed towards (i.e., bi-directional, interviewee, video viewer), or how

formal the register is. Both properties are more easily discernible across

multiple turns.

Nonetheless, even given more context, high amounts of confusion re-

main between certain genres such as non-fiction texts of the type academic,
biography, and textbook. These are intuitively similar to each other and may

require even more context to distinguish. Generally, genres appear to lie

on a more continuous spectrum that is difficult to discretize in conceptually

similar cases.

Human Uncertainty In case of uncertainty, annotators were encouraged

to select a “best guess” label and to indicate uncertainty by ticking a check-
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Figure 4.3: Confusion matrix with all annotated pairs of labels for Genre
and Topic-10 (across all annotators) in our training data: The darker
the color, the higher the number of annotations for that label pair. The
diagonal can be seen as agreement, whereas off-diagonal is a proxy for
disagreement.

box. In addition to overall uncertainty, we also hypothesize that sentence

length affects accuracy due to the amount of information available. To

evaluate these two effects for genre detection, we measure the Pearson

correlation between human accuracy concerning the gold label, with 1)

sentence length, 2) the number of uncertainty flags (Table 4.3). As ex-

pected, longer sentences are annotated correctly more often. Figure 4.4

further highlights how spoken-language genres have a strong skew towards

shorter sentences, and for which annotators have the lowest agreements.

Additionally, sentences marked as “unsure” align with gold labels less often,

showing that annotators appear to have well-calibrated judgments of their

own uncertainty, even for this relatively difficult task.

4.4.2 Human Topic Detection

Agreement In the absence of gold labels, inter-annotator agreement

allows us to estimate the difficulty of discerning broader vs granular topics.
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Sent Prose

length vs unsure -0.1126∗ -0.0474
length vs correct 0.1267∗ -0.0385
unsure vs correct -0.2948∗ -0.3411

Table 4.3: Correlations across utterance length, correct predictions of
human majority vote, and the number of unsure annotations. * indicates
statistical significance for p < 0.05.

For the 10 broader topics, Table 4.2 shows a moderate agreement of 0.52

for both the sentence and prose levels. As expected with an order of

magnitude more labels, Topic-100 sees a drop in agreement to 0.42 and an

additional drop to 0.38 at the prose level. While this may seem counter-

intuitive due to topic’s higher specificity compared to genre, Figure 4.3

sheds some light on this peculiarity: In contrast to genre, topic has a

no-topic label (Subsection 4.3.2), which, in turn, is used frequently by all

annotators at the sentence level, due to the absence of any subject matter

in many shorter utterances—especially in speech. Given the additional

context, topic becomes more apparent, and agreement spreads toward

more topics along the diagonal. As such, sentence-level agreement mainly

hinges on no-topic, while prose-level annotations agree more with respect

to actual topics. This is less apparent for 10-topic kappa, for which this

effect cancels out, but is more prevalent with 100 topics, where the shift

away from no-topic at the prose level comes with a much wider spread of

topics, thereby reducing overall agreement, despite having a higher level

of true topic annotations.

Overall, topics which were most consistently identified include social
sciences, arts & recreation, technology, science and history & geography.

On the other hand, literature was least consistently annotated and most

frequently confused with the aforementioned topics, potentially due to its

broader scope compared to the others.
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Figure 4.4: Frequency of sentence lengths, measured by the number of
characters, per gold genre.

1,000 Topics After completing the full set of genre and topic-10/100

annotations with three annotators per instance, the remaining time of the

annotators was spent on a preliminary study to label the most fine-grained

categories of DDC. With 1,000 labels, this task is substantially more difficult.

We obtained a total of 904 sentences and 172 prose sequences with three

annotations each.3 Measuring inter-annotator agreement at this level of

granularity, we find a Fleiss’ Kappa of 0.32 for sentences and 0.26 for prose.

Although substantially lower than for coarser topic granularities as well as

genre, this score still indicates above-random agreement among annotators.

Similarly to the previous topic results, prose-level context allows humans to

detect more actual topics than no-topic, leading to lower overall agreement

but a broader coverage of actual topics.

In general, despite the importance of topic to downstream applications

(i.e., topic classification as a task in itself), there is no clear human con-

3From 3,918 total annotations, we discarded instances with less than three completed
annotations.
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sensus regarding discrete topic classification. Similarly to genre, topic

appears to be a concept for which human intuition shares some agreement

at a broader level, but is also spread along a continuum—especially as

granularity increases.

4.5 Modeling Domain

Following our examination of human notions of genre and topic, we inves-

tigate automatic methods’ ability to model the same properties. Ablating

across different setups for representing the multiple annotations per in-

stance (Subsection 4.5.1), we train models to classify genre and topic at

different levels of granularity (Subsection 4.5.2) and evaluate their ability

to learn the underlying distribution (Subsection 4.5.3). While pre-neural

work typically performed document-level classification (Webber, 2009;

Petrenz and Webber, 2011), contemporary trends have shifted towards

the sentence-level (Aharoni and Goldberg, 2020; Müller-Eberstein et al.,

2021b). Leveraging our multi-level annotations, we investigate genre and

topic classification at both the sentence and prose-level, mirroring our

human annotation setup.

4.5.1 Setup

Most work on modeling multiple annotators is based on tasks consisting of

only two or three labels, e.g., hate speech detection, or RTE (Uma et al.,

2021b). An exception is Kennedy et al. (2020), who use multiple classi-

fication heads to predict a score for a variety of aspects of hate speech,

which are then used to predict a final floating point score for hate speech

detection. Other related work predicts multiple task labels simultaneously

(e.g., Demszky et al., 2020; Kiesel et al., 2023; Piskorski et al., 2023), how-

ever these are typically discrete and do not model annotator certainty. We

propose a variety of methods to model the distribution of the annotations

(overview in Figure 4.5):
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Figure 4.5: The target value each model variant is trained to predict: 1)
Majority vote. 2) PerLabelRegr(ession) on label distributions. 3) PerLabel-
Class(ification), on score bins per label. 4) PerAnnotator, three different
annotations.

Majority Discretizes the labels using a majority vote, and uses a single

classification head to predict it. For the distribution similarity metric (see

below), we assign a score of 1.0 to the chosen label.

PerLabel-Regression Converts the human annotations to scores per label

and then predicts these as a regression task. Each label has its own decoder

head, trained using an MSE loss, and mapped to the [0;1] range afterwards.

PerLabel-Classification Converts the human annotations into score bins

and predicts them as four possible labels: “0.0”, “0.33”, “0.66”, “1.0”.

PerAnnotator One decoder head modeling each annotator, that predicts

their annotation as a discrete label. Afterwards, the three predictions are

converted to a distribution.
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We evaluate these models using the standard accuracy over each singular

predicted label (i.e., highest score or majority). In addition, we conduct a

finer-grained evaluation that takes the multi-annotations into account. For

this purpose, we propose a similarity metric for comparing the predicted

and annotated label distribution per instance. Let n be the number of label

types, and X and Y are label distributions that sum to 1, with a score for

each label. Then, the distributional similarity per instance can be computed

as:

distr_sim = 1−
∑n

l=0 |Xn − Yn|
2

.

The resulting score between 0 and 1 represents the distributions’ simi-

larity. Note that we compare model predictions to the human annotations,

which are not a gold standard; here, we aim to determine whether the

human ability to discern these concepts is easy to model.

We implement all our model variants in the MaChAmp (van der Goot

et al., 2021b) toolkit v0.4 using default parameters. MaChAmp is a toolkit

focused on multi-task learning for NLP, and allowed us to implement all

varieties of the tasks described earlier. Each way of phrasing the task

is implemented on top of a single language model for fair comparison.

From an initial evaluation of the bert-large-cased (Devlin et al., 2019),

luke-large-lite (Yamada et al., 2020), deberta-v3-large (He et al., 2021),

xlm-roberta-large (Conneau et al., 2020) LMs on the gold genre labels, we

identify that DeBERTa has the highest accuracy; hence we use it in the

following experiments.

4.5.2 Classification Results

We examine which notion of domain is more learnable and distinguishable

for a model; genre or topic? Since genre has associated ground truth labels,

we additionally examine whether the human annotators’ perception of

genre or the ground truth genre is easier to learn.

We establish a majority vote based on the human annotations; in case

of a tie, the first element in the annotation list is chosen as the label, both
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Accuracy Macro-F1 |N |

Sentence 67.68 59.92 1,117
Prose 81.11 74.75 217

Table 4.4: Performance of annotators’ majority vote compared with the
gold genre (development set).

for sentences and prose. This happens in ∼10% of cases for genre and

topic-10 (sentence and prose), and ∼20% cases for topic-100.

Table 4.4 shows accuracy and macro-F1 scores of the annotators’

majority vote evaluated against the gold genre. As noted previously, more

context (prose level) helps disambiguate the genre.

To evaluate how well a model can align with the human intuition

of genres and topics, we fine-tune an LM on the majority labels of the

annotators. We compare the performance on the gold genre labels (the

only task for which we have gold labels) and compare the accuracy and

macro-F1 scores (Table 4.5). We notice the following:

Sentences 1) Unsurprisingly, DeBERTa fine-tuned on the gold genre

labels (gold_genre) is better aligned with the ground truth genre than

the human majority vote, i.e., 73.20 (Table 4.5) versus 67.68 (Table 4.4)

accuracy at the sentence level (note that other LMs performed worse).

2) In contrast, the fine-tuned DeBERTa model has higher accuracy when

trained and tested on the human majority vote (maj_gerne) than when

using gold genre labels (gold_genre), i.e., 75.88 versus 73.20, although

macro-F1 is lower. This indicates that less common genre labels are easier

to learn from gold labels, while more frequent genres are easier to learn

based on human intuitions. 3) Despite topic-10 having fewer classes than

genre, the notion of topic appears to be more difficult for a model to learn

(lower F1). 4) The skew of the fine-grained topics (maj_topic-100) and the

difficulty of the long tail become apparent in the large divergence across

the accuracy and macro-F1 score.
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Accuracy Macro-F1

Se
nt

. gold_genre 73.20± 0.02 70.74± 0.02
maj_genre 75.88± 0.01 67.04± 0.01
maj_topic-10 75.56± 0.02 60.54± 0.07
maj_topic-100 64.55± 0.00 18.43± 0.02

Pr
os

e gold_genre 89.49± 0.02 88.02± 0.03
maj_genre 80.83± 0.01 74.97± 0.03
maj_topic-10 67.74± 0.01 50.35± 0.03
maj_topic-100 52.35± 0.01 16.04± 0.02

Table 4.5: Accuracy and Macro-F1 on test split, for DeBERTa models fine-
tuned and evaluated on gold genre, human majority vote for genre, and
human majority vote for topic-10/100 (standard deviations across five
seeds).

Prose 5) In contrast to the sentence level, our fine-tuned DeBERTa model

generalizes better to the gold genre labels (gold_genre) than the human

majority vote (maj_genre). At this level of context, the majority vote topic

is also harder for a model to learn than the majority vote genre.

4.5.3 Distributional Results

In Figure 4.6, we report the results of the models trained on all instances

(sentences and prose) with DeBERTaV3-large.4 The main trends show that

the model performs better on the genre task. Unsurprisingly, for topics, the

granularity of the labels impacts performance.

By modeling the annotation distributions (i.e., PerLabel-Regression/Classification),

we can outperform the majority vote model. However, distributional sim-

ilarity decreases with increased label granularity (i.e., from topic-10 to

topic-100), showing that it is difficult for models to calibrate to diverging

human judgments. Interestingly, the per-label models achieve comparable

or higher scores on the distr_sim metric, showing that the examined LMs

model label distributions more easily than annotator behavior.

4Training on sentences and prose separately leads to similar trends (Subsection 4.7.2).
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models trained on target labels based on Majority vote (maj), PerLabel-
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4.6 Conclusion

To examine the widely used but scarcely defined notion of domain, this

work provides the first investigation of human intuitions of this property

in the form of TGeGUM: a collection of 9.1k sentences annotated with

11 genres and 10/100 topics by three annotators per instance, using an

annotation procedure designed to capture human variability instead of

forcing alignment (Section 4.3).

Our exploratory analysis (Section 4.4) shows that despite the subjective

nature of this task, as reflected in a Fleiss’ Kappa of 0.53–0.66, humans

can identify certain domain characteristics consistently from one sentence

alone. Nonetheless, genres with a high similarity benefit substantially from

added context. This is even more crucial for identifying topics, where we

observe a shift from annotators not being able to discern any topic at all

to being able to reach an above-random agreement, even when presented

with 100 or 1,000 topics.
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Finally, our experiments of modeling these domain characteristics au-

tomatically (Section 4.5) show that genre is easier to model than topic.

For both the agreements between human annotators, and the performance

from the automatic model, we see that context is crucial for the genre

classification task, but not for topic classification, where adding context

even leads to decrease in scores if the label space is large.

Overall, this work highlights that despite the importance of “domain”,

there is little consensus regarding its definition, both in the NLP community

as well as in our human annotations. Taking a closer look at what intuition

predicted, further reveals that genres and topics are difficult to discretize

completely, and that a continuous space of domain variability may be more

suited for characterizing these phenomena.

Ethics Statement

Our approach to modeling human label variation is intrinsically linked

to the larger issue of human social bias. As highlighted by Plank (2022),

significant social implications are tied to the study of label variation. In

the context of our research, it is essential to acknowledge that variations in

labeling might stem from societal biases and disparities. To address this,

we recognize the necessity of addressing bias mitigation techniques as we

aim to create more equitable and just models. However, we also contend

that our focus on modeling generic subjects, such as genre and topic, may

carry less severe implications compared to more subjective tasks like hate

speech detection (Akhtar et al., 2021; Davani et al., 2022). The differences

in annotations within our work may primarily relate to two categories:

“Missing Information” and “Ambiguity” (Sandri et al., 2023).

Another ethical facet we must address is the potential biases present

in the classification system we use. In particular, the Dewey Decimal Clas-

sification System, which is the de-facto standard for libraries worldwide,

has been found to exhibit prejudice (Gooding-Call, 2021). For example,

the classification of information related to religion, specifically within class

200, demonstrates a clear skew, with a majority of subjects (six out of
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ten) reserved for Christianity-related topics. The remaining four slots are

designated for other dominant religions, with an other section meant to

encompass all other belief systems. This reveals an inherent bias toward

Christianity, which can affect the accessibility of non-dominant religions

and belief systems. There are alternatives to knowledge organization

systems like the Dewey Decimal Classification, as suggested by Franzen

(2022), to promote a more inclusive and equitable information landscape.
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4.7 Appendix

4.7.1 Confusion Matrices Genre

In Figure 4.7-Figure 4.9 we plot the confusion matrices of our DeBERTa

model trained on the gold genre labels. The conversation genre shows to

be the most difficult label; it is commonly confused with fiction, interview

and vlog; which also overlap in length (Section 4.4).
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Figure 4.7: Confusion matrix on the sentence level, numbers are summed
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Figure 4.8: Confusion matrix on the prose level, numbers are summed over
all five random seeds.
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Figure 4.9: Confusion matrix on all data, numbers are summed over all
five random seeds.

4.7.2 Sentence and Prose Results

In Figure 4.10 we show the results of our proposed models trained and

evaluated only on the sentence level data. Figure 4.11 has the same

evaluation on the prose level data.

4.7.3 Visualization of Embeddings

We encode sentences using Sentence-BERT (Reimers and Gurevych, 2019),

apply a PCA-downprojection, and color each sentence according to gold

genres, our majority-vote genre annotations, as well as majority-vote topic-

10 annotations. The results are shown in Figures 4.12–4.14.

4.7.4 Prose-level Statistics

Label statistics on the prose level are shown in Figure 4.15. While general

trends, such as the majority genres and topics remain the same as on

the sentence level, additional context spreads annotations more evenly,
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Figure 4.10: Results of our proposed models on the sentence level data.
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Figure 4.11: Results of our proposed models on the prose level data.
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Figure 4.12: PCA plot of sentence embeddings with the gold genres.

Figure 4.13: PCA plot of sentence embeddings with our annotation for
genres, majority vote is used for each instance.
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Figure 4.14: PCA plot of sentence embeddings with our annotation for
coarse topics, majority vote is used for each instance.

and allows for disambiguations such as for spoken data genres. This is

also reflected in the higher alignment between gold and annotated genre

labels—both in terms of number, but also in terms of accuracy (Table 4.2).

For topic, we further observe almost an order of magnitude fewer no-topic

annotations, which are consequently distributed across the spectrum of

actual topics.

4.7.5 Annotator Comments

Annotators were provided with a free-form field to provide optional com-

ments regarding each annotation. Of the final dataset, 3.9% of annotations

have an annotator comment attached, with a median length of 38 char-

acters. They primarily contain explanations of annotations which were

marked with high annotator uncertainty.
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Figure 4.15: Distribution of Labels (Prose). Frequency distributions
of the labels in gold genre labels, annotations of genres, annotations of
topic-10, and annotations of topic-100 (log scale). For the annotations, the
number is divided by three to get an average distribution. The mapping of
topic-10 and topic-100 labels can be found in ??. The tag “No” in the topic
annotations means “No topic”.

4.7.6 Guidelines

Goal/Task

In this annotation project, we are interested in knowing what the topic

and genre is of a sentence and whether we humans can identify these.

For Topics, we make use of the Dewey Decimal Classification (DDC) sys-

tem. For genres, we make use of the genres provided in the Georgetown

University Multilayer Corpus (GUM) corpus. The goal is to put the sen-

tence/paragraph at hand into the most probable class (determined by

you).

Genre has a one-layer annotation scheme, while Topic has a two-layer
annotation scheme, which we will refer to as L1 and L2. We want to

annotate for all three. There is an option for "Not Sure" (abbreviated to

"NS"). This is when you feel that the label for the sentence is not present

in the options. In addition, feel free to add any notes for clarification (e.g.,

clarify your choice or something else).
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Preliminaries

Below we give an introduction to the topics and genre labels of this an-

notation project. It takes around 15-20 minutes to read. Note that you

don’t have to remember the label numbers. This introduction is to make

you aware of the definition of the classes. All the labels are present in the

annotation spreadsheet

Introduction Genres

We make use of the text types (genres) in the GUM corpus. These genres

do not have a specific number like the topics above. Therefore we simply

enumerate them. The genres are the following:

• Academic

• Bio

• Conversation

• Fiction

• Interview

• News

• Speech

• Textbook

• Vlog

• Voyage

• Whow

Brief explanation of the genre classes

• Academic (writing) is nonfiction writing adhering to academic stan-

dards and disciplines. It includes research reports, monographs, and

undergraduate versions. It uses a formal style, references other aca-

demic work, and employs consistent rhetorical techniques to define

scope, situate in research, and make new contributions.

• A biography is a detailed description of a person’s life. It involves

more than just basic facts like education, work, relationships, and

death; it portrays a person’s experience of these life events. Unlike a

profile or curriculum vitae (résumé), a biography presents a subject’s

life story, highlighting various aspects of their life, including intimate
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details of experience, and may include an analysis of the subject’s

personality. Biographical works are usually non-fiction, but fiction

can also be used to portray a person’s life. One in-depth form of

biographical coverage is called legacy writing. Works in diverse

media, from literature to film, form the genre known as biography.

An authorized biography is written with the permission, cooperation,

and at times, participation of a subject or a subject’s heirs. An

autobiography is written by the person themselves, sometimes with

the assistance of a collaborator or ghostwriter.

• Conversation: naturally occurring spoken interaction. Represents

a wide variety of people of different regional origins, ages, occupa-

tions, genders, and ethnic and social backgrounds. The predominant

form of language use represented is face-to-face conversation, but lso

documents many other ways that that people use language in their

everyday lives: telephone conversations, card games, food prepa-

ration, on-the-job talk, classroom lectures, sermons, story-telling,

town hall meetings, tour-guide spiels, and more. Fiction refers to

creative works, particularly narrative works, that depict imaginary

individuals, events, or places. These portrayals deviate from history,

fact, or plausibility. In our data, fiction pertains to written narratives

like novels, novellas, and short stories.

• An interview is a structured conversation where one person asks

questions and another person answers them. It can be a one-on-

one conversation between an interviewer and an interviewee. The

information shared during the interview can be used or shared with

others.

• News is information about current events, shared through various

media like word of mouth, printing, broadcasting, electronic commu-

nication, and witness testimonies. It covers topics such as war, gov-

ernment, politics, education, health, environment, economy, business,

fashion, entertainment, sports, and unusual events. Government an-
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nouncements and technological advancements have accelerated news

dissemination and influenced its content.

• A (political) speech is a public address given by a political figure or

a candidate for public office, usually with the aim of persuading or

mobilizing an audience to support their ideas, policies, or campaigns.

Political speeches are an essential tool for politicians to communicate

their vision, articulate their positions, and connect with voters or

constituents.

• A textbook is a book containing a comprehensive compilation of

content in a branch of study with the intention of explaining it.

Textbooks are produced to meet the needs of educators, usually at

educational institutions. Schoolbooks are textbooks and other books

used in schools. Today, many textbooks are published in both print

and digital formats.

• A vlog, also known as a video blog or video log, is a form of blog for

which the medium is video. The dataset contains transcripts of the

speech occurring in the video.

• A travel/voyage guide is a wiki providing information for visitors or

tourists about a particular place. It typically includes details about

attractions, lodging, dining, transportation, and activities. It may

also contain maps, historical facts, and cultural insights. Guide wikis

cater to various travel preferences, such as adventure, relaxation,

budget, or specific interests like LGBTQ+ travel or dietary needs.

• A Wikihow how-to (whow) guide is an instructional document that

offers step-by-step guidance on accomplishing a specific task or reach-

ing a particular goal. It aims to assist individuals in learning and

comprehending the process involved in successfully completing the

task. These guides are typically written in a clear and concise manner,

simplifying complex processes into manageable steps. They often

include detailed explanations, diagrams, illustrations, or examples to
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enhance understanding. How-to guides cover various topics, such as

technical tasks, practical skills, creative endeavors, troubleshooting,

and more.

Introduction Topics

The DDC system is a widely used library classification system developed by

Melvil Dewey in the late 19th century. The DDC is based on the principle

of dividing knowledge (in our case sentences) into ten main classes, each

identified by a three-digit number; we only focus on the first two:

1. The ten main classes in the Dewey Decimal Classification system are

as follows:

• 000 Computer science, information & general works

• 100 Philosophy & psychology

• 200 Religion

• 300 Social sciences

• 400 Language

• 500 Science

• 600 Technology

• 700 Arts & recreation

• 800 Literature

• 900 History & geography

These higher level classes belong to L1 in the annotation spread-

sheet, and we added the NO-TOPIC label (see description below)

2. Each main class is further divided into subclasses using additional

digits (10s). For example, in the 500s (natural sciences and mathe-

matics), you’ll find 510 for mathematics, 520 for astronomy, 530 for
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physics, and so on. The system allows for more specific classification

of books and materials based on their subject matter.

See the following page: https://www.oclc.org/content/dam/oclc/

dewey/ddc23-summaries.pdf

This page separates the ten classes above into more finer-grained

classes. There is not an explanation for each of them, but usually the

name of the label encapsulates the subclass already. Note that the

subclasses overwrite the main classes (so you can’t pick 400 and 510,

then you’d have to change 510 to 500).

These subclasses belong to L2 in the annotation spreadsheet.

Note that for each fine-grained class we deem the main number/code

(e.g., 100, 200, 300) in L2 as the No-topic/Other category. The

"Other" class can only be chosen in the fine-grained label classes

(L2). Choosing this means that you believe that the current sentence

belongs to a specific class. But the label is not present.

The Dewey Decimal Classification system is used in many libraries

around the world to organize their collections and make it easier for users

to locate resources. It provides a systematic way of arranging materials and

enables efficient browsing and retrieval of information based on subject

areas.

Brief explanation of the topic classes (L1)

• 000 Computer science, information & general works is the most

general class and is used for works not limited to any one specific

discipline, e.g., encyclopedias, newspapers, general periodicals. This

class is also used for certain specialized disciplines that deal with

knowledge and information, e.g., computer science, library and infor-

mation science, journalism. Each of the other main classes (100-900)

comprises a major discipline or group of related disciplines. Note that
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in our experiments, we do not consider this a miscellaneous category,

we have "No-topic" for this.

• 100 Philosophy & psychology covers philosophy, parapsychology and

occultism, and psychology.

• 200 Religion is devoted to religion.

• 300 Social sciences covers the social sciences. Class 300 includes

sociology, anthropology, statistics, political science, economics, law,

public administration, social problems and services, education, com-

merce, communications, transportation, and customs.

• 400 Language comprises language, linguistics, and specific languages.

Literature, which is arranged by language, is found in 800.

• 500 Science is devoted to the natural sciences and mathematics.

• 600 Technology is technology.

• 700 Arts & recreation covers the arts: art in general, fine and dec-

orative arts, music, and the performing arts. Recreation, including

sports and games, is also classed in 700.

• 800 Literature covers literature, and includes rhetoric, prose, poetry,

drama, etc. Folk literature is classed with customs in 300.

• 900 History & geography is devoted primarily to history and geogra-

phy. A history of a specific subject is classed with the subject.

• No topic: For cases where the topic can not be determined, or even

guessed. For example for utterances that contain no natural language

or do not have enough context.

FAQ

• Should the colors of L1 and L2 in the annotation spreadsheet match?
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Yes, apart from that the colours should match, the first number of the

class to which the sentence belongs should also match.

For example, a sentence that belongs to Arts (700), is restricted to

anything in the 700 class, e.g., a painting (750).

• If a sentence has a clear topic in general, but the L2 category does

not match, how do we annotate?

The fine-grained (L2) topics have the priority, and since they have to

match you adjust the main topic accordingly.

• Does my choice of Topic depend on the Genre or vice versa?

No, by default, annotating for genre and topic should be a separate

task and should not influence each other.

• How do we distinguish between something that is in the No-topic (or

Others) class and NS ("not sure")?

Use the “others” category when you believe the current instance to

belong to a class which is not in the listed ones. Mark your choice

with “NS” when you have a guess, but you are not confident about it

(e.g., because the instance is very short, or you are not familiar with

the genre/topic)

If you are able to find L1, but none of the labels fit for the sentence

in L2, you should choose "Other" (e.g, 000, 100, 200, etc.) in the

same colour (class) of L2. The "Other" class can only be chosen in the

fine-grained label classes (L2). Choosing this means that you believe

that the current sentence belongs to a specific class. But the label is

not present. Otherwise, mark your best guess with “NS”.

• Is it better to label a sentence as "NO-TOPIC" if there is not a clear

label associated with it or are we encouraged to take a guess?

You are encouraged to take a guess. However, for cases where you

have no preference for any of the labels (i.e. a wild guess), label it as

NO-TOPIC.
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• There is already another "Other" class in Religion/Language (e.g.,

290 Other religion).

Good catch, imagine this situation. Let’s say the sentence is talking

about Buddhism. This falls under 290, because we’re talking about

another religion. However, if the sentence is "vaguely" talking about

religion and doesn’t fit within any of the labels, then choose 200

(Other).

• Where do ads/exam questions fit?

In whichever of the genres you would expect to come across adver-

tisements/exam questions. However, note that the data is scraped

from the main information channel of source (i.e., advertisements

next to a news text or before a vlog are not included).

• Can we use external resources?

External resources are allowed, but do not look up the literal sen-

tence.

• How to pick topics (L1/L2) for fiction (genre)?

Note that the genre and topic tasks should be seen as distinct tasks.

So, the genre fiction should not automatically lead to a literature

topic label (unless the fiction work is about literature).

• Some utterances seem to be taken from the same text; do we have to

give them the same label, or take the contexts into account?

No, each utterance should be judged independently.

Note for L3:

• For each L2, there is a finer-grained class namely L3. These numbers

go in the thousands. Now, try to pick the most likely thousands’ topic:

– You will have to refer to the PDF (L3-1000.pdf) for the right

classes.
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Figure 4.16: Example of annotation in Google Spreadsheets. NS = Not
Sure

– Please write the class number in the spreadsheet cell. There is

no dropdown menu.

• The "no-topic" option still exists. Use "NT";

• You should pick the fine-grained L3 topic that best fits the utterance.

This time you don’t have to match the L1-L2 categories, but we

ask you to NOT update your previous L1-L2 annotations, and just

annotate L3 independently.

4.7.7 Annotation Tool

We used Google Spreadheets for annotation. The setup is shown in Fig-

ure 4.16.
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Chapter 5

What Do You Mean by Relation
Extraction? A Survey on
Datasets and Study on
Scientific Relation
Classification

The work presented in this chapter is based on the paper: Elisa Bassignana

and Barbara Plank. What Do You Mean by Relation Extraction? A Survey on

Datasets and Study on Scientific Relation Classification. In Samuel Louvan,

Andrea Madotto, and Brielen Madureira, editors, Proceedings of the 60th
Annual Meeting of the Association for Computational Linguistics: Student
Research Workshop, pages 67–83, Dublin, Ireland, May 2022b. Association

for Computational Linguistics. doi: 10.18653/v1/2022.acl-srw.7. URL

https://aclanthology.org/2022.acl-srw.7
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Abstract

Over the last five years, research on Relation Extraction (RE) witnessed

extensive progress with many new dataset releases. At the same time,

setup clarity has decreased, contributing to increased difficulty of reliable

empirical evaluation (Taillé et al., 2020). In this paper, we provide a com-

prehensive survey of RE datasets, and revisit the task definition and its

adoption by the community. We find that cross-dataset and cross-domain

setups are particularly lacking. We present an empirical study on scientific

Relation Classification across two datasets. Despite large data overlap, our

analysis reveals substantial discrepancies in annotation. Annotation dis-

crepancies strongly impact Relation Classification performance, explaining

large drops in cross-dataset evaluations. Variation within further sub-

domains exists but impacts Relation Classification only to limited degrees.

Overall, our study calls for more rigour in reporting setups in RE and

evaluation across multiple test sets.

5.1 Introduction

Information Extraction (IE) is a key step in Natural Language Processing

(NLP) to extract information, which is useful for question answering and

knowledge base population, for example. Relation Extraction (RE) is a

specific case of IE (Grishman, 2012) with the focus on the identification of

semantic relations between entities (see Figure 5.1). The aim of the most

typical RE setup is the extraction of informative triples from texts. Given

a sequence of tokens [t0, t1..., tn] and two entities (spans), sA = [ti, . . . , tj ]

and sB = [tu, . . . , tv], RE triples are in the form (sA, sB, r), where r ∈ R

and R is a pre-defined set of relation labels. Because of the directionality

of the relations, (sB, sA, r) represents a different triple.

We survey existing RE datasets—outside the biomedical domain—with

an additional focus on the task definition.1 Existing RE surveys mainly

1We refer the reader to Luo et al. (2016) for a survey on biomedical RE and event
extraction.
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An entity-oriented approach to restricted-domain parsing is proposed.

sA: METHOD sB: TASK

USED-FOR

Figure 5.1: RE annotation sample. The sentence contains two annotated
spans denoting two entities, with respective types METHOD and TASK, and a
semantic relation between them labeled as USED-FOR.

focus on modeling techniques (Bach and Badaskar, 2007; Pawar et al.,

2017; Aydar et al., 2021; Liu, 2020). To the best of our knowledge, we are

the first to give a comprehensive overview of available RE datasets. We

also revisit RE papers from the ACL community over the last five years, to

identify what part(s) of the task definition recent work focuses on. As it

turns out, this is often not easy to determine, which makes fair evaluation

difficult. We aim to shed light on such assumptions.2

Moreover, recent work in NLP has shown that single test splits and in-

distribution evaluation overestimate generalization performance, arguing

for the use of multiple test sets or split evaluation (Gorman and Bedrick,

2019; Søgaard et al., 2021). While this direction has started to be followed

by other NLP tasks (Petrov and McDonald, 2012; Pradhan et al., 2013;

Williams et al., 2018b; Yu et al., 2019; Zhu et al., 2020a; Liu et al., 2021b),

for RE cross-dataset and cross-domain evaluation have received little atten-

tion. We explore this direction in the scientific domain and propose to study

the possible presence of distinctive sub-domains (Lippincott et al., 2010).

Sub-domains are differences between subsets of a domain that may be

expected to behave homogeneously. Using two scientific datasets, we study

to what degree: (a) they contain overlapping data; (b) their annotations

differ; and (c) sub-domains impact Relation Classification (RC)—the task

of classifying the relation type held between a pair of entities (details in

Section 5.3).

The contributions of this paper are:

• To the best of our knowledge, we are the first to provide a compre-
2Pyysalo et al. (2008) discuss similar difficulties in the biomedical domain.
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hensive survey on currently available RE datasets.

• We define RE considering its modularity. We analyze previous works

and find unclarity in setups; we call for more rigour in specifying

which RE sub-part(s) are tackled.

• We provide a case study on Relation Classification in the scientific

domain, to fill a gap on cross-domain and cross-dataset evaluation.

5.2 Relation Extraction Datasets Survey

RE has been broadly studied in the last decades and many datasets were

published. We survey widely used RE datasets in chronological order, and

broadly classify them into three domains based on the data source: (1)

news and web, (2) scientific publications and (3) Wikipedia. An overview

of the datasets is given in Table 5.1. Our empirical target here focuses on

the scientific domain as so far it has received no attention in the cross-

domain direction; a similar investigation on overlaps in data, annotation,

and model transferability between datasets in other domains is interesting

future work.

The CoNLL 2004 dataset (Roth and Yih, 2004) is one of the first works.

It contains annotations for named entities and relations in news articles.

In the same year, the widely studied ACE dataset was published by Dod-

dington et al. (2004). It contains annotated entities, relations and events

in broadcast transcripts, newswire and newspaper data in English, Chinese

and Arabic. The corpus is divided into six domains.

Another widely used dataset is The New York Times (NYT) Annotated

Corpus,3 first presented by Riedel et al. (2010). It contains over 1.8 million

articles by the NYT between 1987 and 2007. NYT has been created with a

distant supervision approach (Mintz et al., 2009), using Freebase (Bollacker

et al., 2008) as knowledge base. Two further versions of it followed

recently: Zhu et al. (2020b) (NYT-H) and Jia et al. (2019) published

3http://iesl.cs.umass.edu/riedel/ecml/
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Dataset Paper Data Source # Rel. Types

News and Web

CoNLL04 Roth and Yih (2004) News articles 5
ACE⋆ Doddington et al. (2004) News and conversations 24
NYT Riedel et al. (2010) New York Times articles 24-57⋄

SemEval-2007 Girju et al. (2007) Sentences from the web 7
SemEval-2010 Hendrickx et al. (2010) Sentences from the web 10
TACRED Zhang et al. (2017b) Newswire and web text 42
FSL TACRED Sabo et al. (2021) TACRED data 42
DWIE Zaporojets et al. (2021) Deutsche Welle articles 65

Scientific publications

ScienceIE Augenstein et al. (2017) Scientific articles 2
SemEval-2018 Gábor et al. (2018) NLP abstracts 6
SCIERC Luan et al. (2018) Abstracts of AI proceedings 7

Wikipedia

GoogleRE - Wikipedia 5
mLAMA⋆ Kassner et al. (2021) GoogleRE data 5
FewRel Han et al. (2018) Wikipedia 100
FewRel 2.0 Gao et al. (2019) FewRel data + Biomedical lit. 100 + 25
DocRED Yao et al. (2019) Wikipedia and Wikidata 96
SMiLER Seganti et al. (2021) Wikipedia 36

Table 5.1: Overview of the RE datasets for the English language grouped
by macro domains. (⋆): Multilingual datasets. (⋄): The original paper does
not state the number of considered relations and different work describe
different dataset setups.

manually annotated versions of the test set in order to perform a more

accurate evaluation.

RE has also been part of the SemEval shared tasks for four times so

far. The two early SemEval shared tasks focused on the identification of

semantic relations between nominals (Nastase et al., 2021). For SemEval-

2007 Task 4, Girju et al. (2007) released a dataset for RC into seven generic

semantic relations between nominals. Three years later, for SemEval-

2010 Task 8, Hendrickx et al. (2010) revised the annotation guidelines

and published a corpus for RC, by providing a much larger dataset (10k

instances, in comparison to 1.5k of the 2007 shared task).

Since 2017, three RE datasets in the scientific domain emerged, two

of the three as SemEval shared tasks. In SemEval-2017 Task 10 Augen-

stein et al. (2017) proposed a dataset for the identification of keyphrases

and considered two generic relations (HYPONYM-OF and SYNONYM-OF). The

dataset is called ScienceIE and consists of 500 journal articles from the
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Computer Science, Material Sciences and Physics fields. The year after,

Gábor et al. (2018) proposed a corpus for RC and RE made of abstracts of

scientific papers from the ACL Anthology for SemEval-2018 Task 7. The

data will be described in further detail in Section 5.4.1. Following the

same line, Luan et al. (2018) published SCIERC, which is a scientific RE

dataset further annotated for coreference resolution. It contains abstracts

from scientific AI-related conferences. From the existing three scientific RE

datasets summarized in Table 5.1, in our empirical investigation we focus

on two (SemEval-2018 and SCIERC). We leave out ScienceIE as it focuses

on keyphrase extraction and it contains two generic relations only.

The Wikipedia domain has been first introduced in 2013. Google

released GoogleRE,4 a RE corpus consisting of snippets from Wikipedia.

More recently, Kassner et al. (2021) proposed mLAMA, a multilingual

version (53 languages) of GoogleRE with the purpose of investigating

knowledge in pre-trained language models. The multi-lingual dimension is

gaining more interest for RE. Following this trend, Seganti et al. (2021)

presented SMiLER, a multilingual dataset (14 languages) from Wikipedia

with relations belonging to nine domains.

Previous datasets were restricted to the same label collection in the

training set and in the test set. To address this gap and make RE ex-

perimental scenarios more realistic, Han et al. (2018) published Few-

Rel, a Wikipedia-based few-shot learning (FSL) RC dataset annotated by

crowdworkers. One year later, Gao et al. (2019) published a new version

(Few-Rel 2.0), adding a new test set in the biomedical domain and the

None-Of-The-Above relation (cf. Section 5.3).

Back to the news domain, Zhang et al. (2017b) published a large-

scale RE dataset built over newswire and web text, by crowdsourcing

relation annotations for sentences with named entity pairs. This resulted

in the TACRED dataset with over 100k instances, which is particularly

well-suited for neural models. Sabo et al. (2021) used TACRED to make a

FSL RC dataset and compared it to FewRel 1.0 and FewRel 2.0, aiming at a

4https://code.google.com/archive/p/relation-extraction-corpus/downloads
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more realistic scenario (i.e., non-uniform label distribution, inclusion of

pronouns and common nouns).

All datasets so far present a sentence level annotation. To address this,

Yao et al. (2019) published DocRED, a document-level RE dataset from

Wikipedia and Wikidata. The difference with a traditional sentence-level

corpus is that both the intra- and inter-sentence relations are annotated,

increasing the challenge level. In addition to RE, DocRED annotates coref-

erence chains. DWIE by Zaporojets et al. (2021) is another document-level

dataset, specifically designed for multi-task IE (Named Entity Recognition,

Coreference Resolution, Relation Extraction, and Entity Linking).

Lastly, there are works focusing on creating datasets for specific RE as-

pects. Cheng et al. (2021), for example, proposed a Chinese document-level

RE dataset for hard cases in order to move towards even more challenging

evaluation setups.

Domains in RE Given our analysis, we observe a shift in target domains:

from news text in seminal works, over web texts, to emerging corpora in

the scientific domain and the most recent focus on Wikipedia. Similarly,

we observe the emerging trend for FSL.

Different datasets lend themselves to study different aspects of the task.

Concerning cross-domain RE, we propose to distinguish three setups:

1. Data from different domains, but same relation types, which are

general enough to be present in each domain (limited and often

confined to the ACE dataset) (e.g., Plank and Moschitti, 2013).

2. Stable data domain, but different relation sets (e.g., FewRel by Han

et al., 2018). Note that when labels change, approaches such as FSL

must be adopted.

3. A combination of both: The data changes and so do the relation

types (e.g., FewRel 2.0 by Gao et al., 2019).

In the case study of this paper, given the scientific datasets available,

we focus on the first setup.
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RAW
TEXT

ENTITIES 
(WITH TYPES) RELATIONS RELATIONS

WITH TYPES

NER/MD RI RC

RE

Figure 5.2: Relation Extraction pipeline. NER: Named Entity Recognition;
MD: Mention Detection; RI: Relation Identification; RC: Relation Classifica-
tion.

5.3 The Relation Extraction Task

Conceptually, RE involves a pipeline of steps (see Figure 5.2). Starting from

the raw text, the first step consists in identifying the entities and eventually

assigning them a type. Entities involve either nominals or named entities,

and hence it is either Named Entity Recognition (NER) or, more broadly,

Mention Detection (MD).5 After entities are identified, approaches start to

be more blurry as studies have approached RE via different angles.

One way is to take two steps, Relation Identification (RI) and sub-

sequent Relation Classification (RC) (Ye et al., 2019), as illustrated in

Figure 5.2. This means to first identify from all the possible entity pairs

the ones which are in some kind of relation via a binary classification task

(RI). As the proportion of positive samples over the negative is usually

extremely unbalanced towards the latter (Gormley et al., 2015), a priori

heuristics are generally applied to reduce the possible combinations (e.g.,

entity pairs involving distant entities, or entity type pairs not licensed by

the relations are not even considered). The last step (RC) is usually a multi-

class classification to assign a relation type r to the positive samples from

the previous step. Some studies merge RI and RC (Seganti et al., 2021)

into one step, by adding a no-relation (no-rel) label. Other studies

instead reduce the task to RC, and assume there exists a relation between

two entities and the task is to determine the type (without a no-rel label).

5Some studies divide the entity extraction into two sub-steps: identification (often called
MD), and subsequent classification into entity types.
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Regardless, RI is influenced by the RC setup: Relations which are not in

the RC label set are considered as negative samples in the RI phase. Some

studies address this approximation by distinguishing between the no-rel

and the None-Of-The-Above (NOTA) relation (Gao et al., 2019). Note that,

in our definition, the NOTA label differs from no-rel in the sense that a

relation holds between the two entities, but its type is not in the considered

RC label set.6

What Do You Mean by Relation Extraction? RE studies rarely address

the whole pipeline. We analyze all the ACL papers published in the last

five years which contain the Relation Extraction keyword in the title and

determine which sub-task is performed (NER/MD, RI, RC). Table 5.2 shows

such investigation. We leave out from this analysis (a) papers which make

use of distant supervision or which somehow involve knowledge bases, (b)

shared task papers, (c) the bioNLP field, (d) temporal RE, and (e) Open

RE.

The result shows that gold entities are usually assumed for RE, presum-

ably given the complexity of the NER/MD task on its own. Most importantly,

for end-to-end models, recent work has shown that ablations for steps like

NER are lacking (Taillé et al., 2020). Our analysis further shows that it

is difficult to determine the RI setup. While RC is always performed, the

situation is different for RI (or no-rel). Sometimes RI is clearly not done

(i.e., the paper assumes a scenario in which every instance contains at least

one relation), but most of the times it is either not clear from the paper,

or done in a simplified scenario (e.g., datasets which already clear out

most of the no-rel entity pair instances). As this blurriness hampers fair

evaluation, we propose that studies clearly state which step they include,

i.e., whether the work focus is on RC, RI+RC or the full RE pipeline and

how special cases (no-rel and NOTA) are handled. These details are utterly

important as they impact both model estimation and evaluation.

6Some studies name such relation Other (Hendrickx et al., 2010).
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Relation Extraction Paper
Task Performed

NER/MD RI RC

2021

Wang et al. (2021) ✓ ✓ ✓
Cui et al. (2021) ✓
Tang et al. (2021) (?) ✓
Xie et al. (2021) ✓ (?) ✓
Tian et al. (2021) ✓
Ma et al. (2021) ✓ ✓
Mathur et al. (2021) ✓
Yang et al. (2021) ✓
Huang et al. (2021b) (?) ✓
Huang et al. (2021a) (?) ✓

2020

Kruiper et al. (2020) ✓ ✓
Nan et al. (2020) ✓
Alt et al. (2020) ✓ ✓
Yu et al. (2020) ✓ ✓
Shahbazi et al. (2020) (?) ✓
Pouran Ben Veyseh et al. (2020) ✓

2019

Trisedya et al. (2019) ✓ (?) ✓
Guo et al. (2019) ✓ ✓
Yao et al. (2019) ✓
Zhu et al. (2019) ✓ ✓
Li et al. (2019) ✓ (?) ✓
Ye et al. (2019) ✓ ✓
Fu et al. (2019) ✓ ✓ ✓
Dixit and Al-Onaizan (2019) ✓ ✓ ✓
Obamuyide and Vlachos (2019) (?) ✓

2018

Christopoulou et al. (2018) ✓ ✓
Phi et al. (2018) ✓

2017

Lin et al. (2017) (?) ✓

Table 5.2: ACL paper analysis: over the last 5 years, which RE sub-task is
performed. (?) indicates that either the paper does not state if the step is
considered, either it is performed, but in a simplified scenario.
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Pipeline or Joint Model? The traditional RE pipeline is, by definition

of pipeline, prone to error propagation by sub-tasks. Joint entity and

relation extraction approaches have been proposed in order to alleviate

this problem (Miwa and Bansal, 2016; Zhang et al., 2017a; Bekoulis et al.,

2018b,a; Wang and Lu, 2020; Wang et al., 2021). However, Taillé et al.

(2020) recently discussed the challenge of properly evaluating such com-

plex models. They surveyed the evaluation metrics of recently published

works on end-to-end RE referring to the Strict, Boundaries, Relaxed eval-

uation setting proposed by Bekoulis et al. (2018b). They observe unfair

comparisons and overestimations of end-to-end models, and claim the

need for more rigorous reports of evaluation settings, including detailed

datasets statistics.

While some recent work shifts to joint models, it is still an open question

which approach (joint or pipeline) is the most robust. Zhong and Chen

(2021) found that when incorporating modern pre-trained language models

(e.g., BERT) using separate encoders can surpass existing joint models.

Since the output label space is different, separate encoders could better

capture distinct contextual information. At the moment it is not clear if

one approach is more suitable than the other for RE. For this reason and

because of our final goal, which is a closer look to sub-domains in the

scientific field, we follow the pipeline approach and, following most work

from Table 5.2, we here restrict the setup by focusing on the RC task.

Open Issues To summarize, open issues are: 1) The unclarity of RE

setups, as illustrated in Table 5.2 —specially regarding RI—leads to prob-

lematic evaluation comparisons; 2) A lack of cross-domain studies, for all

three setups outlined in Section 5.2.

5.4 Scientific Domain Data Analysis

In this section, we present the two English corpora involved in the experi-

mental study (Section 5.4.1), explain the label mapping adopted for the

cross-dataset experiments (Section 5.4.2), discuss the overlap between the
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datasets and the annotation divergence between them (Section 5.4.3), and

introduce the sub-domains considered (Section 5.4.4).

5.4.1 Datasets

SemEval-2018 Task 7 (Gábor et al., 2018) The corpus contains 500

abstracts of published research papers in computational linguistics from

the ACL Anthology. Relations are classified into six classes. The task was

split into three sub-tasks: (1.1) RC on clean data (manually annotated),

(1.2) RC on noisy data (automatically annotated entities) and (2) RI+RC

(identifying instances + assigning class labels). For each sub-task, the

training data contains 350 abstracts and the test data 150. The train set

for sub-task (1.1) and (2) is identical.

SCIERC (Luan et al., 2018) The dataset consists of 500 abstracts from

scientific publications annotated for entities, their relations and coreference

clusters. The authors define six scientific entity types and seven relation

types. The original paper presents a unified multi-task model for entity

extraction, RI+RC and coreference resolution. SCIERC is assembled from

different conference proceedings. As the data is released with original

abstract IDs, this allows us to identify four major sub-domains: AI and

ML, Computer Vision (CV), Speech Processing, and NLP, sampled over a

time frame from 1980 to 2016. Details of the sub-domains are provided in

Table 5.9 in Appendix 5.7.1. To the best of our knowledge, we are the first

to analyze the corpus at this sub-domain level.

5.4.2 Cross-dataset Label Mapping

We homogenize the relation label sets via a manual analysis performed

after an exploratory data analysis, as we find that most of the labels in

SemEval-2018 and SCIERC have a direct correspondent, and hence we

mapped them as shown in Table 5.3. The gold label distribution of the

relations on the two datasets is shown in Figure 5.4 in Appendix 5.7.2. We
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SemEval-2018 SCIERC

Considered in
this study

COMPARE COMPARE
USAGE USED-FOR
PART_WHOLE PART-OF
MODEL-FEATURE FEATURE-OF
RESULT EVALUATE-FOR*

Not-considered
TOPIC -
- HYPONYM-OF
- CONJUNCTION

Table 5.3: Label mapping. (*): Same semantic relation, but inverse
direction. We homogenized the two versions by flipping the head with the
tail.

Sample 1: Different number of entity (and relation) annotations

SemEval-2018
We evaluate the utility of this constraint in two different algorithms.

SCIERC
We evaluate the utility of this constraint in two different algorithms .

EVALUATE-FOR

Sample 2: Different entity annotations

SemEval-2018
We propose a detection method for orthographic variants caused by transliteration in a large corpus .

PART_WHOLE

SCIERC
We propose a detection method for orthographic variants caused by transliteration in a large corpus.

USED-FOR

Sample 3: Different relation annotations

SemEval-2018
The speech-search algorithm is implemented on a board with a single Intel i860 chip , which provides a factor of 5 speed-up over a SUN 4 for straight C code .

MODEL-FEATURE

SCIERC
The speech-search algorithm is implemented on a board with a single Intel i860 chip , which provides a factor of 5 speed-up over a SUN 4 for straight C code .

USED-FOR PART-OF COMPARE

USED-FOR

USED-FOR

Table 5.4: Annotated sentence pairs from SemEval-2018 and SCIERC. The
underlined spans are the entities.

decided to leave out the two generic labels from SCIERC and one relation

from SemEval-2018 which does not have any correspondent and is rare.

5.4.3 Overlap of the Datasets and Annotation Divergences

Our analysis further reveals a high overlap in articles between SemEval-

2018 and SCIERC corresponding to 307 ACL abstracts.7 Interestingly, the

overlap contains a huge annotation divergence. In more detail, we identify

three main annotation disagreement scenarios between the two datasets

(represented by the 3 samples in Table 5.4):

7Note that in our study, regarding SemEval-2018, for fair comparison with SCIERC,
which is manually annotated, we consider the dataset related to sub-task (1.1).
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• Sample 1: The annotated entities differ and so the annotated relations
do as well. SemEval-2018 annotates just one entity and thus there can

not even exist a relation; as the corresponding sentence in SCIERC is

annotated with two entities, it contains a relation.

• Sample 2: The amount of annotated entities and the amount of anno-
tated relations are the same, but the annotations do not match. The

relations involve non-mutual entities and so do not correspond.

• Sample 3: The annotated entities are the same, but the relation an-
notations differ. This involves conflicting annotations, e.g., the bold

arrow shows the same entity pair annotated with a different relation

label.

Table 5.5 shows the annotation statistics from the two corpora and

their overlap. Overall both datasets contain the same amount of abstracts,

but the amount of annotated relations differs substantially. The overlap

between the two corpora reports a similar trend. Even the fairer count of

the common labels (see Table 5.3) reveals that the annotation gap still holds

(ratio of 1:1.8). In more detail, the entity pairs annotated in both dataset

by using a strict criterion (i.e., entity spans with the same boundaries) are

only 394 (considering relations from the whole relation sets). Out of them,

only 327 are labeled with the same relation type, meaning that there are

67 conflicting instances as the bold arrow in Table 5.4 (Sample 3).

5.4.4 Experimental Sub-domains

We use the metadata described in Section 5.4.1 to divide SCIERC into four

sub-domains. Figure 5.5 in Appendix 5.7.2 shows the label distribution over

the new SCIERC split. As we are particularly interested in the annotation

divergence impact, we leave out of this study 193 abstracts from SemEval-

2018 which are not in overlap with SCIERC.

We assume a setup which takes the NLP domain as source training

domain in all experiments, as it is the largest sub-domain in both datasets.
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Whole corpus

SemEval-2018 SCIERC

# abstracts 500 500
# relations 1,583 4,648

Datasets Overlap (307 abstracts)

# relations 1,087 2,476
# common relations 1,071 1,922

Same entity pair 394
Same entity pair + same relation type 327

Table 5.5: SemEval-2018 and SCIERC annotation comparison. The com-
mon relations are the ones with a direct correspondent in both datasets
(see Table 5.3).

Dataset Sub-domain train dev test

SemEval-2018 NLP 257 50 50

SCIERC

NLP 257 50 50
AI-ML - - 52
CV - - 105
SPEECH - - 35

Table 5.6: Sub-domains and relative amount of abstracts.

The considered sub-domains and their relative amount of data are reported

in Table 5.6.

5.5 Experiments

5.5.1 Model Setup

Since the seminal work by Nguyen and Grishman (2015b), Convolutional

Neural Networks (CNNs) are widely used for IE tasks (Zeng et al., 2014;

Nguyen and Grishman, 2015b; Fu et al., 2017; Augenstein et al., 2017;

Gábor et al., 2018; Yao et al., 2019). Similarly, since the advent of

contextualized representations (Peters et al., 2018; Devlin et al., 2019),
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BERT-like representations are commonly used (Seganti et al., 2021), but

non-contextualized embeddings (i.e., GloVe, fastText) are still widely

adopted (Yao et al., 2019; Huang et al., 2021b). We compare the best CNN

setup to fine-tuning a full transformer model. For the latter we use the

MaChAmp toolkit (van der Goot et al., 2021b)

Our CNN follows Nguyen and Grishman (2015b). We tests both non-

contextualized word embeddings—fastText (Bojanowski et al., 2017)—and

contextualized ones—BERT (Devlin et al., 2019) and the domain-specific

SciBERT (Beltagy et al., 2019). Further details about the model implemen-

tation and hyperparameter settings can be found in Appendix 5.7.3. We

use macro F1-score as evaluation metric. All experiments were run over

three different seeds and the results reported are the mean. 8

5.5.2 Cross-dataset Evaluation

We test the following training configurations:9 (1) cross-dataset: Train-

ing on SemEval-2018 and testing on SCIERC, and vice versa; (2) cross-
annotation: Training on a mix of SemEval-2018 and SCIERC overlap:

(2.1) exclusive: Considering either abstracts from the two corpora, (2.2)

repeated labeling: Including every abstract twice, once from each dataset;

this approach repeats instances with different annotations and is a simple

method to handle divergences in annotation (Sheng et al., 2008; Uma

et al., 2021a), (2.3) filter: Double annotation of the abstracts as in (2.2),

but filtering out conflicting annotations.

Results Table 5.7 reports the results of the experiments. The cross-dataset
experiments (1) confirm the expected drop across datasets, in both direc-

tions (Sem: 40.28 → 34.81 and SCI: 34.29 → 31.37). Considering the

cross-annotation setups, results are mixed in the exclusive version (2.1).

The overall amount of training data is the same as the cross-dataset experi-

ments, but there is less dataset-specific data, which hurts SemEval-2018.

8https://github.com/elisabassignana/scientific-re
9The development set follows the train set distributions.
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Model CNN Transformer [tuned]

Word embedding FastText BERT SciBERT SciBERT SciBERT

↓Test | Train (NLP) → Sem SCI [1⁄2 + 1⁄2] 2A 2A w/o CR 2A w/o CR 2A w/o CR 2A 2A w/o CR

SemEval NLP 40.28 34.81 39.91 50.17 48.95 42.54 49.27 79.16 77.79
SCIERC NLP 31.37 34.29 36.29 39.36 41.48 38.63 51.99 67.36 69.90
SCIERC AI-ML 37.00 50.44 46.78 49.52 49.66 40.81 51.14 72.48 76.80
SCIERC CV 33.32 41.30 37.24 44.59 45.60 38.51 48.18 73.55 76.11
SCIERC SPEECH 29.60 35.00 33.71 35.39 35.11 31.62 42.72 64.17 65.21

avg. 34.31 39.17 38.79 43.81 44.16 38.34 48.66 71.34 73.56

Table 5.7: Macro F1-scores of the cross-dataset and cross-domain exper-
iments. (2.1) [1⁄2 + 1⁄2] refers to the case in which the train is made half
by SemEval-2018 and half by SCIERC; (2.2) 2A means double annotation
from the two datasets; (2.3) CR are the conflicting relations (bold sample
in Table 5.4).

In contrast, regarding (2.2) and (2.3), in both setups improvements are

evident on both test sets. Compared to (2.1), the training data amount is ef-

fectively doubled and the model benefits from it. Removing the conflicting

instances results in a slightly smaller train set, but an overall higher average

performance (43.81 → 44.16). The improvement of (2.3) over (2.2) is

significant, which we test by the almost stochastic dominance test (Dror

et al., 2019). Details about significance are in Appendix 5.7.4.

5.5.3 Contextualized Word Embeddings

We pick the best performing training scenario (cross-annotation filter, 2.3)

and compare fastText with contextualized embeddings: BERT and the

domain-specific SciBERT. The central columns of Table 5.7 report the

results. While BERT does not bring relevant improvements over the best

fastText setup, SciBERT confirms the strength of domain-specific trained

language models (improvement of 4.5 F1 points and almost stochastic
dominance). Compared to the CNN, full transformer fine-tuning results in

the best model (rightmost columns). We tested different setups to feed

the input to the transformer (see appendix 5.7.5), finding two entity spans

and the full sentence as best setup. The full fine-tuned transformer model

confirms the dominance of training setup (2.3) over (2.2).
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Figure 5.3: PCA representation of the CNN hidden state (just before the
linear layer) using SciBERT.

5.5.4 Cross-domain Evaluation

Next, we look at cross-domain variation: Training on NLP, and testing on

all sub-domains. The lower rows in Table 5.7 show the results. If we focus

on the SciBERT models, we observe that there is some drop in performance

from NLP, but mostly to CV and SPEECH. Interestingly, in some cases,

AI-ML even outperforms the in-domain performance. Over all models, the

SPEECH domain shows the clearest drop in transfer from NLP.10 From an

analysis of the predictions of the RC trained on SciBERT, we notice that the

classifier struggles with identifying the most frequent USAGE relation (see

Appendix 5.7.2) across sub-domains (confusion from lowest to highest:

AI-ML, CV and SPEECH), and it is most confused with MODEL-FEATURE.

Figure 5.6 in Appendix 5.7.6 contains the detailed confusion matrices. The

overall evaluation suggests that in this setup sub-domain variation impacts

RC performance to a limiting degree only.

In order to confirm this qualitatively, we (1) inspect whether model-

internal representations are able to capture sub-domain variation, and we
10We note that the data amount for speech is the smallest in respect to the other sub-

corpora, which might have an impact.
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Domain # word types # overlap % overlap

NLP 5,646 - -
AI-ML 1,895 917 48.39%
CV 3,387 1,205 35.58%
SPEECH 1,398 715 51.14%

Table 5.8: Vocabulary overlap between NLP and the other sub-domains. #
word types, # overlap in word types, and % overlap as relative percentages.
Note that the amount of abstracts varies, cf. Table 5.6.

(2) test whether sub-domain variation is identifiable. To answer (1), we

visualise the PCA representation of the CNN trained on setup (2.3) with

SciBERT. The result is shown in Figure 5.3. The plot confirms that the

representations do not contain visible clusters: The relation instances from

each sub-domain are equally spread over it, and thus the performance of

the relation classifier is similar for each of them. Our intuition is that the

unified label set contains relations general enough to be equally covered

by every sub-domain.

We explore the sub-domains more deeply apart from the RC task.

To answer (2), we built a domain classifier to investigate how hard it

is to tear apart the sub-domains. We hypothesize that, if sub-domains

are distinguishable, a classifier should be able to easily distinguish them

by looking at the coarsest level (the abstract). The classifier consists of a

linear layer on top of the SciBERT encoder and achieves a F1-score of 62.01,

over a random baseline of 25.58. This shows that the sub-domains are

identifiable at the abstract level but with modest performance. As we would

expect, SPEECH and NLP are highly confused (Figure 5.7 in Appendix 5.7.7

reports the confusion matrix) and the large vocabulary overlap shown in

Table 5.8 between these sub-domains confirms this observation. Overall,

sub-domains are identifiable but have limited impact on the RC task in the

setup considered.
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5.6 Conclusions

We present a survey on datasets for RE, revisit the task definition, and

provide an empirical study on scientific RC. We observe a domain shift

in RE datasets, and a trend towards multilingual and FSL for RE. Our

analysis shows that our surveyed ACL RE papers focus mostly on RC and

assume gold entities. Other steps are more blurry, concluding with a call

for reporting RE setups more clearly.

As testing on only one dataset or domain bears risks of overestimation,

we carry out a cross-dataset evaluation. Despite large data overlaps, we

find annotations to substantially differ, which impacts classification results.

Sub-domains extracted from meta-data instead only slightly impact perfor-

mance. This finding on sub-domain variation is specific to the explored RC

task on the scientific setup considered. Our study contributes to the first of

three cross-domain RE setups we propose (Section 5.2) to aid further work

on generalization for RE.

Limitations and Ethical Considerations

This work focuses on a limited view of the whole RE research field. Our

dataset survey excludes specific angles of RE such as temporal RE or

bioNLP, as they are large sub-fields which warrant a dedicated analysis

in itself. From a methodological point of view, in our analysis we did

not further cover weakly-supervised (e.g., distant supervision) and un-

supervised approaches. Finally, given that our study points out gaps in RE,

specifically cross-dataset, our experiments are still limited to RC only and

next steps are to extend to the whole pipeline and to additional datasets

and domains.

The data analyzed in this work is based on existing publicly-available

datasets (based on published research papers).
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5.7 Appendix

5.7.1 SCIERC Conference Division

The metadata relative to the IDs of the SCIERC abstracts contains informa-

tion about the proceedings in which the papers have been published. We

use this information to divide SCIERC into four sub-domains as shown in

Table 5.9.

5.7.2 Data Analysis

Figure 5.4 reports the gold label distribution over SemEval-2018 and

SCIERC respectively.

Figure 5.5, instead, contains the gold label distributions of SCIERC

sub-domains over the five matching labels between the two datasets (see

Table 5.3).

5.7.3 Model Details

Our RC model is a CNN with four layers (Nguyen and Grishman, 2015b).

The layers consist of lookup embedding layers for word embeddings and

entity position information (detailed below), convolutional layers with

n-gram kernel sizes (2, 3 and 4), a max-pooling layer and a linear softmax

relation classification layer with dropout of 0.5. Each input to the network
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Conference # abs

Artificial Intelligence - Machine Learning (AI-ML) 52

NeurIPS 20
Neural Information Processing Systems
IJCAI 14
International Joint Conference on Artificial Intelligence
ICML 10
International Conference on Machine Learning
AAAI 8
Association for the Advancement of Artificial Intelligence

Computer Vision (CV) 105

CVPR 66
Conference on Computer Vision and Pattern Recognition
ICCV 23
International Conference on Computer Vision
ECCV 16
European Conference on Computer Vision

Speech 35

INTERSPEECH 25
Annual Conference of the International Speech
Communication Association
ICASSP 10
International Conference on Acoustics, Speech, and
Signal Processing

Natural Language Processing (NLP) 308

ACL 307
Association for Computational Linguistics
IJCNLP 1
International Joint Conference on Natural Language
Processing

Table 5.9: SCIERC division into conferences and relative amount of
abstracts for each of them.
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(a) SemEval-2018 (b) SCIERC

Figure 5.4: Gold label distribution in the SemEval-2018 sub-task (1.1) and
SCIERC datasets.

Figure 5.5: Gold label distribution of the five considered relations over
SCIERC sub-domains.

95



5.7. Appendix Chapter 5. What Do You Mean by RE?

is a sentence containing a pair of entities—which positions in the sentence

are given—and a label within R, the set of five considered relations.

We experiment with three types of pre-trained word embeddings: one

non-contextualized, fastText (Bojanowski et al., 2017), and two contextu-

alized representations, BERT (Devlin et al., 2019) and the domain-specific

SciBERT (Beltagy et al., 2019). For word split into subword-tokens, we

adopt the strategy of keeping only the first embedding for each token. For

every token we also consider two position embeddings following Nguyen

and Grishman (2015b). Each of them encodes the relative distance of the

token from each of the two entities involved in the relation.

Hyperparameters were determined by tuning the model on a held-out

development set.

All experiments were ran on an NVIDIA® A100 SXM4 40 GB GPU and

an AMD EPYC™ 7662 64-Core CPU.

5.7.4 Significance Testing

We compare our setups using Almost Stochastic Order (ASO; Dror et al.,

2019).11 Given the results over multiple seeds, the ASO test determines

whether there is a stochastic order. The method computes a score (ϵmin)

which represents how far the first is from being significantly better in

respect to the second. The possible scenarios are therefore (a) ϵmin =

0.0 (truly stochastic dominance) and (b) ϵmin < 0.5 (almost stochastic
dominance). Table 5.10 reports the ASO scores with a confidence level of

α = 0.05 adjusted by using the Bonferroni correction (Bonferroni, 1936).

See Section 5.5 for the setup details.

5.7.5 Transformer setups

The MaChAmp toolkit (van der Goot et al., 2021b) allows for a flexible

amount of textual inputs (separated by the [SEP] token) to train the

transformer and test the fine-tuned model on. We used SciBERT (Beltagy

et al., 2019) and tested the following input configurations:
11Implementation by Ulmer (2021).

96



Chapter 5. What Do You Mean by RE? 5.7. Appendix

2A
[f

as
tT

ex
t]

*

2A
w

/o
C

R
[f

as
tT

ex
t]

*

2A
w

/o
C

R
[B

ER
T]

*

2A
w

/o
C

R
[S

ci
B

ER
T]

*

2A
[S

ci
B

ER
T]

†

2A
w

/o
C

R
[S

ci
B

ER
T]

†

2A [fastText]* - 1.0 0.0 1.0 1.0 1.0

2A w/o CR [fastText]* 0.0 - 0.0 1.0 1.0 1.0

2A w/o CR [BERT]* 1.0 1.0 - 1.0 1.0 1.0

2A w/o CR [SciBERT]* 0.0 0.0 0.0 - 1.0 1.0

2A [SciBERT]† 0.0 0.0 0.0 0.0 - 1.0

2A w/o CR [SciBERT]† 0.0 0.0 0.0 0.0 0.0 -

Table 5.10: ASO scores of the main experimental setups described in
Section 5.5. (*) CNN model. (†) full fine-tuned transformer model. Read
as row → column.

1. The two entities:

[ ent-1 [SEP] ent-2 ]

2. The sentence containing the two entities:

[ sentence ]

3. The two entities and the sentence containing them:

[ ent-1 [SEP] ent-2 [SEP] sentence ]

4. For the third setup, we introduce a marker between the two entities,

resulting in a 2-inputs configuration:

[ ent-1 [MARK] ent-2 [SEP] sentence ]

5. Finally—following Baldini Soares et al. (2019)—we augment the

input sentence with four word pieces to mark the beginning and

the end of each entity mention ([E1-START], [E1-END], [E2-START],

[E2-END]):

[ sentence-with-entity-markers ]
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↓Test | Input Setup → 1 2 3 4 5

SEMEVAL NLP 58.15 42.08 77.79 74.85 75.12
SCIERC NLP 51.42 42.16 69.90 69.09 71.32
SCIERC AI-ML 54.63 40.35 76.80 75.08 74.93
SCIERC CV 53.16 41.09 76.11 74.73 74.21
SCIERC SPEECH 49.59 40.42 67.21 66.78 67.56

avg. 53.39 41.22 73.56 72.11 72.63

Table 5.11: Macro F1-scores of the RC using SciBERT (Beltagy et al., 2019)
within the MaChAmp toolkit (van der Goot et al., 2021b). Setups 1-5
described in Appendix 5.7.5.

Table 5.11 reports the results of the experiments using MaChAmp on

the setups described above.

5.7.6 Scientific Sub-domain Analysis

Figure 5.6 contains the confusion matrices of the CNN trained with SciBERT

for the AI-ML, CV and SPEECH sub-domains. For fair comparison between

the different data amounts the numbers reported are percentages.

5.7.7 Conference Classifier

Figure 5.7 represents the confusion matrix relative to the conference classi-

fier described in Section 5.5.4.
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(a) AI-ML (52 abstracts) (b) CV (105 abstracts)

(c) SPEECH (35 abstracts)

Figure 5.6: Percentage confusion matrices of the CNN on SCIERC sub-
domains.

Figure 5.7: Confusion matrix of the conference classification experiment.
The numbers reported are the average over three runs on different seeds.
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Chapter 6

CrossRE: A Cross-Domain
Dataset for Relation Extraction

The work presented in this chapter is based on the paper: Elisa Bassignana

and Barbara Plank. CrossRE: A Cross-Domain Dataset for Relation Extrac-

tion. In Yoav Goldberg, Zornitsa Kozareva, and Yue Zhang, editors, Findings
of the Association for Computational Linguistics: EMNLP 2022, pages 3592–

3604, Abu Dhabi, United Arab Emirates, December 2022a. Association for

Computational Linguistics. doi: 10.18653/v1/2022.findings-emnlp.263.

URL https://aclanthology.org/2022.findings-emnlp.263
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Abstract

Relation Extraction (RE) has attracted increasing attention, but current RE

evaluation is limited to in-domain evaluation setups. Little is known on

how well a RE system fares in challenging, but realistic out-of-distribution

evaluation setups. To address this gap, we propose CROSSRE, a new, freely-

available cross-domain benchmark for RE, which comprises six distinct text

domains and includes multi-label annotations. An additional innovation is

that we release meta-data collected during annotation, to include explana-

tions and flags of difficult instances. We provide an empirical evaluation

with a state-of-the-art model for relation classification. As the meta-data

enables us to shed new light on the state-of-the-art model, we provide

a comprehensive analysis on the impact of difficult cases and find corre-

lations between model and human annotations. Overall, our empirical

investigation highlights the difficulty of cross-domain RE. We release our

dataset, to spur more research in this direction.1

6.1 Introduction

Relation Extraction (RE) is the task of extracting structured knowledge

from unstructured text. Although the fact that the task has attracted in-

creasing attention in recent years, there is still a large gap in comprehensive

evaluation of such systems which include out-of-domain setups (Bassig-

nana and Plank, 2022b). Despite the drought of research on cross-domain

evaluation of RE, its practical importance remains. Given the wide range

of applications for RE to downstream tasks which can vary from question

answering, to knowledge-base population, to summarization, and to all

kind of other tasks which require extracting structured information from

unstructured text, out-of-domain generalization capabilities are extremely

beneficial. It is essential to build RE models that transfer well to new

unseen domains, which can be learned from limited data, and work well

1https://github.com/mainlp/CrossRE
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even on data for which new relations or entity types have to be recognized.

One direction which is gaining attention is to study RE systems un-

der the assumption that new relation types have to be learned from few

examples (few-shot learning; Han et al., 2018; Gao et al., 2019). One

other direction is to study how sensitive a RE system is under the as-

sumption that the input text features change (domain shift; Plank and

Moschitti, 2013). There exists a limited amount of studies that focus on

the latter aspect, and—to the best of our knowledge—there exists only one

paper that proposes to study both, few-shot relation classification under

domain shift (Gao et al., 2019). However, this last work considers only

two domains—Wikipedia text for training and biomedical literature for

testing—and has been criticized for its unrealistic setup (Sabo et al., 2021).

In this paper, we propose CROSSRE, a new challenging cross-domain eval-

uation benchmark for RE for English (samples in Figure 6.1). CROSSRE is

manually curated with hand-annotated relations covering up to 17 types,

and includes multi-label annotations. It contains six diverse text domains,

namely: news, literature, natural sciences, music, politics and artificial

intelligence. One of the challenges of CROSSRE is that both entities and

relation type distributions vary considerably across domains. CROSSRE

is heavily inspired by CrossNER (Liu et al., 2021b), a recently proposed

challenging benchmark for Named Entity Recognition (NER). We extend

CrossNER to RE and collect additional meta-data including explanations

and flags of difficult instances. To the best of our knowledge, CROSSRE

is the most diverse RE datasets available to date, enabling research on

domain adaptation and few-shot learning. In this paper we contribute:

• A new, comprehensive, manually-curated and freely-available RE

dataset covering six diverse text domains and over 5k sentences.

• We release meta-data collected during annotation, and the annotation

guidelines.

• An empirical evaluation of a state-of-the-art relation classification

model and an experimental analysis of the meta-data provided.
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He then went to live at Chalcedon, whence in 367 he was 

banished to Mauretania for harbouring the rebel Procopius.
e1: location

e3: writere2: country

For many years starting from 1986, Miller directed the 

development of WordNet, a large computer-readable electronic  

reference usable in applications such as search engines.
e3: product

e2: product

e1: researcher

Ent A Ent B Relation Exp SA UN

e1 e2 role - - -

e3 e2 usage - - X

Ent A Ent B Relation Exp SA UN

e3 e1 physical harboured_in - -

He then went to live at Chalcedon, whence in 367 he was 

banished to Mauretania for harbouring the rebel Procopius.
e1: location

e3: writere2: country

For many years starting from 1986, Miller directed the 

development of WordNet, a large computer-readable electronic  

reference usable in applications such as search engines.
e3: product

e2: product

e1: researcher

Ent A Ent B Relation Exp SA UN

e1 e2 role - - -

e3 e2 usage - - X

Ent A Ent B Relation Exp SA UN

e3 e1 physical harboured_in - -

Figure 6.1: CROSSRE Samples from Literature and Artificial Intelligence
Domains. At the top, the relation is enriched with the EXPLANATION (Exp)
"harboured_in". At the bottom, instead, the second relation is marked with
UNCERTAINTY (UN) by the annotator.

6.2 Related Work

Despite the popularity of the RE task (e.g. Nguyen and Grishman, 2015b;

Miwa and Bansal, 2016; Baldini Soares et al., 2019; Wang and Lu, 2020;

Zhong and Chen, 2021), the cross-domain direction has not been widely

explored. There are only two datasets which can be considered an ini-

tial step towards cross-domain RE. The ACE dataset (Doddington et al.,

2004) has been analyzed considering its five domains: news (broadcast

news, newswire), weblogs, telephone conversations, usenet and broadcast

conversations (Plank and Moschitti, 2013; Nguyen and Grishman, 2014,

2015a). In contrast to ACE, the domains in CROSSRE are more distinctive,

with specific and more diverse entity types in each of them.

More recently, the FewRel 2.0 dataset (Gao et al., 2019), has been

published. It builds upon the original FewRel dataset (Han et al., 2018)—

collected from Wikipedia—and adds a new test set in the biomedical

domain, collected from PubMed.

6.3 CrossRE

6.3.1 Motivation

RE aims to extract semantically informative triples from unstructured

text. The triples comprehend an ordered pair of text spans which represent
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Figure 6.2: CROSSRE Label Distribution. Percentage label distribution
over the 17 relation types divided by CROSSRE’s six domains. Detailed
counts and percentages in Appendix 6.7.4.

named entities or mentions, and the semantic relation which holds between

them. The latter is usually taken from a pre-defined set of relation types,

which typically changes across datasets, even within the same domain. The

absence of standards in RE leads to models which are designed to extract

specific relations from specific datasets. As a consequence, the ability to

generalize over out-of-domain distributions and unseen data is usually

lacking. While such specialized models could be useful in applications

where particular knowledge is required (e.g. the bioNLP field), in most

of the cases a more generic level is enough to supply the information

required for the downstream task. In conclusion, RE models that are able

to generalize over domain-specific data would be beneficial in terms of

both costs of developing and training RE systems designed to work in pre-

defined scenarios. To fill this gap, and in order to encourage the community

to explore more the cross-domain RE angle, we publish CROSSRE, a new

dataset for RE which includes six different domains, with a unified label

set of 17 relation types.2

6.3.2 Dataset Overview

CROSSRE includes the following domains: news (\), politics (ÿ), natural

science (
), music (Y), literature (_) and artificial intelligence (Æ;

2Our data statement (Bender and Friedman, 2018) can be found in Appendix 6.7.1.
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AI). Our semantic relations are annotated on top of CrossNER (Liu et al.,

2021b), a cross-domain dataset for NER which contains domain-specific

entity types.3 The news domain (collected from Reuters News) corresponds

to the data released for the CoNLL-2003 shared task (Tjong Kim Sang and

De Meulder, 2003), while the other five domains have been collected from

Wikipedia. The six domains have been proposed and defined by previous

work, and shown to contain diverse vocabularies. We refer to Liu et al.

(2021b) for details on e.g. vocabulary overlap across domains.

During our relation annotation process, we additionally correct some

mistakes in named entities previously annotated in CrossNER (entity type,

entity boundaries), but only revise existing entity mentions involved in a

semantic relation, as well as add new entities involved in semantic relations

(see samples in Appendix 6.7.3).

The final dataset statistics are reported in Table 6.1. We keep the

train/dev/test data split by Liu et al. (2021b) and because of resource

constraints, we fix as lower bound the sentence amount of the smallest

domain (AI). We pursue their design choice of making training sets rel-

atively small as cross-domain models are expected to do fast adaptation

with a small-scale of target domain data samples. Our annotations are

at the sentence-level, and the number of relations indicates the amount

of directed entity pairs which are annotated with at least one of the 17

relation labels.

The final dataset contains 17 relation labels for the six domains: PART-

OF, PHYSICAL, USAGE, ROLE, SOCIAL, GENERAL-AFFILIATION, COMPARE, TEM-

PORAL, ARTIFACT, ORIGIN, TOPIC, OPPOSITE, CAUSE-EFFECT, WIN-DEFEAT,

TYPE-OF, NAMED, and RELATED-TO. The latter, very generic, encapsulates all

the semantic relations occurring with an extremely low frequency. With this

label we make a step forward in respect to Sabo et al. (2021) which merge

the ‘other’ and ‘no-relation’ cases into the ‘None-of-the-above’ (NOTA) label.

We provide the description of each relation type in Appendix 6.7.2, and the

full annotation guidelines in our repository. The resulting label distribution

3https://github.com/zliucr/CrossNER/tree/main/ner_data
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SENTENCES RELATIONS

train dev test tot. train dev test tot.

\ 164 350 400 914 175 300 396 871
ÿ 101 350 400 851 502 1,616 1,831 3,949

 103 351 400 854 355 1,340 1,393 3,088
Y 100 350 399 849 496 1,861 2,333 4,690
_ 100 400 416 916 397 1,539 1,591 3,527
Æ 100 350 431 881 350 1,006 1,127 2,483

tot. 668 2,151 2,446 5,265 2,275 7,662 8,671 18,608

Table 6.1: CROSSRE Statistics. Number of sentences and number of
relations annotated for each domain.

is illustrated in Figure 6.2, showing that relations vary substantially across

domains. We will return to this point in the experimental section and

provide further details in the next Section. After that, we describe the

process that resulted in the final annotation guidelines and relation types.

This includes the details on annotation agreement.

As mentioned, our guidelines allow for multi-label annotations (Jiang

et al., 2016). This means that each entity pair can be assigned to multiple

relation types—except for the RELATED-TO label which is exclusive and

has to be used when none of the other 16 labels fit the data (see example

in Appendix 6.7.5). The combination of labels enables more precise an-

notations which better represent the meaning expressed in the text (e.g.

domain-specific scenarios), by keeping the relation label set relatively small

and generic, as motivated in Section 6.3.1. Overall, 6% of the relations in

CROSSRE are annotated with multiple labels, specifically: \ 2%, ÿ 15%,


 5%, Y 4%, _ 2%, and Æ 4%. Note that because of the directionality

of the relations, entity pairs containing the same entities, but reverse order,

do not count as multi-labeled.

6.3.3 Label Distributions

CROSSRE includes the same label set over its six domains. This implemen-

tation choice is motivated by the aim of studying cross-domain RE models

which are able to generalize over domain-specific data, and abstract to
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non-domain-specific relations. The result is a dataset with divergent label

distributions across the different domains. Figure 6.2 shows the label

distribution over CROSSRE.

From the individual distributions emerges the distinctiveness of each

domain. News includes mainly OPPOSITE and WIN-DEFEAT relations re-

ferring to wars, countries being against each other, or sport news about

matches between different teams; PHYSICAL, as many instances include

the actual location of the news, and ROLE given that most instances in

news are about describing business relationships between organizations or

countries.

The politics domain contains OPPOSITE and WIN-DEFEAT, typically polit-

ical parties and politician being against each other and winning, or losing

the elections; the elections, mentioned quite often, usually supply informa-

tion about the time and so are linked to other entities with the TEMPORAL

relation. Last, the politics domain presents a high amount of ROLE relations

as most of the sentences describe business relations between politicians

and political parties or organizations.

Natural science presents a more homogeneous distribution. Distinc-

tively, but similar to AI, which also contain technical text, a higher per-

centage of relations in respect to the other domains are annotated as

RELATED-TO, as they would require specialized labels. Furthermore, similar

to AI, the ORIGIN label stands out by linking ideas, algorithms, and inven-

tions described in such domains to scientists and researchers. In AI the

NAMED relation is also distinctively used, given the wide use in this field of

acronyms preceded by their extension.

Last, music and literature have a particular high number of ARTIFACT

labels describing songs, albums and books made and written by bands,

musicians and writers, and GENERAL-AFFILIATION relations linking songs,

albums, musicians, books and writers to specific music and literary genres.
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6.3.4 Annotation Guidelines Definition Process

We bootstrap the dataset starting with a traditional top-down process,

using an initial set of existing labels (Doddington et al., 2004; Hendrickx

et al., 2010; Gábor et al., 2018; Luan et al., 2018), but continue by fol-

lowing a bottom-up approach (data-driven annotation), with the goal to

annotate all the semantic relations present in the data, while balancing

a trade-off between specificity (to domain-specific labels) and generaliz-

ability (Pustejovsky and Stubbs, 2012). The whole process (annotation

guideline definition and data annotation) lasted around seven months, and

is depicted next.

The guidelines have been defined via an iterative process including a

total of seven annotation rounds (two preliminary and five official rounds).

The two preliminary rounds have been completed by in-house NLP experts,

with one round in the entire lab. The latter has been particularly crucial

for collecting different points of view about the relations present in the

dataset. After those, a hired expert with a linguists degree (who is the

official annotator of the dataset) entered the process and the five official

rounds began. These last rounds have been performed by the linguist

together with one NLP expert, in consultation with a third NLP expert

during the plenary discussion rounds.

The annotators in the official rounds were allowed to use the labels from

the defined set, and were asked to explain their choice with a more fine-

grained type (written in free text, typically as a predicate like ‘won_award’).

In addition, they were initially allowed to define new relation labels if a

case was not fitting in any of the proposed ones. Each annotation round

was carried out individually by each annotator and was followed by a

plenary discussion. During the latter the given guidelines were reviewed

and modified for the next annotation round. The process continued until

the current high annotation agreement was achieved (see Section 6.3.5),

after which the professional annotator continued to annotate the rest. This

took close to 5 months of near full-time (0.8 fte) employment.
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EXPLANATION (EXP)

On 12 April 2019 a new Eurosceptic party, the Brexit Party was officially launched by former UK Independence Party Leader Nigel Farage .

e1: political party e2: political party e3: politician

(e1, e3, ORIGIN, EXP: founded_by) (e3, e1, ROLE, EXP: founder_of) (e3, e2, ROLE, EXP: former_leader_of)

SYNTAX AMBIGUITY (SA)

Variants of the back-propagation algorithm as well as unsupervised methods by Geoff Hinton and colleagues at the University of Toronto can be used [...]

e1: algorithm e2: misc e3: researcher e4: university

(e1, e3, ORIGIN, SA: True) (e2, e3, ORIGIN) (e3, e4, ROLE) (e3, e4, PHYSICAL)

UNCERTAINTY of the annotator (UN)

DNA methyltransferase is recruited to the site and adds methyl groups to the cytosine of the CpG dinucleotides .

e1: enzyme e2: misc e3: chemical compound e4: misc

(e1, e2, RELATED-TO, UN: True) (e2, e3, PART-OF, UN: True) (e3, e4, PART-OF, UN: True)

Table 6.2: Samples of Meta-data Annotations. Annotation samples from
CROSSRE which have been enriched with meta-data: EXPLANATION of the
relation type assigned, SYNTAX AMBIGUITY which poses a challenge for the
annotator, and UNCERTAINTY of the annotator.

6.3.5 Annotation Agreement

With the aim of a more fine-grained analysis of the annotation agreement,

we split RE into its two task components: Relation Identification (RI) and

Relation Classification (RC). The first is the identification task which given

a sentence and two marked entities determines if there exist one of the 17

semantic relation between them. The second, more fine-grained, takes the

positive sample from RI and, given the label set, classifies the instances into

the specific relation types. Such division supported the guideline definition

process in order to understand whether the label descriptions were not

specific enough, or whether there was unclarity in detecting the presence

of a relation at all.

As described in Section 6.3.4, the guideline definition has been an

iterative process with five annotation rounds and Figures 6.3 and 6.4 report

the annotation agreement between the linguist and the NLP expert. As

the entity order is part of the annotation guidelines, we furthermore tease

apart the directionality component for a deeper analysis of the annotation

agreement.

In Figure 6.3 we see that when considering the direction—(e1, e2) ̸=
(e2, e1)—the RI agreement is lower as we are considering one additional

constraint in respect to the looser setup where (e1, e2) = (e2, e1). In
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Figure 6.3: RI Annotation Agreement. F1 score of the identified relations
during the official annotation rounds.
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Figure 6.4: RC Annotation Agreement. Macro-F1 score of the assigned
labels over the entity pairs identified by both annotators during the official
annotation rounds.

Figure 6.4 RC presents, instead, an inverse trend which is motivated by

the fact that if the annotators agree on the direction, they will more likely

assign the same relation label.

Several interesting observation emerge during the process. First, the

drop in round 2 for RC indicates that it was at first easier to identify a

relation between two entities (as RI agreement increases) than determining

the exact label (RC agreement decreases). Therefore, between round 2

and 3 the discussion was centered around specifying the relation type

descriptions and their respective directionality in more detail. The effect of

this is visible in the next rounds, which resulted at first in an annotation

agreement drop for RI (and consequently slight drop in RC agreement),

but starting from round 3 onwards we observe a steady increase: This is

also the point that marked the final version of the annotation guidelines,
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which remained stable and the annotators were trained to use them over

rounds 3, 4, 5. The converging agreements (w/ and w/o direction) of

round 5 for both RI and RC indicate that the annotators achieved high data

quality, annotating relations correctly.

The last annotation round (Round 5) included 72 sentences (12 from

each of the six domains) for a total of 2,284 tokens resulting in high agree-

ment. In particular, RI agreement considering the direction of the entity

pairs is 94.16 F1 and without considering it 96.44 F1. The RC agreement

considering the direction is 86.65 Macro-F1, and without considering it

86.39 Macro-F1. Furthermore, as we check and correct the entity spans

from the previous NER datasets (see Section 6.3.2), we additionally com-

pute the entity annotation agreement. Regarding entities, the Span-F1 with

respect to the original data source is 90.79 and 91.81 respectively for the

official annotator and the NLP expert, while the Span-F1 between them in-

creases to 94.43, indicating that there is high consistency in correcting the

entities. In light of the increasing interest to question the strong assumption

of one unique gold label (Plank et al., 2014; Basile et al., 2021), we also

release the doubly-annotated data from the last round in our repository to

spurge research on learning with human label variation.

6.3.6 Meta-data Annotation

By embracing the subjectivity of manually-curated datasets, we collect meta-
data (see data samples in Table 6.2). We hope this facilitates future analyses

of the dataset, including new annotation iterations, and interpretability of

the predictions.

We include an EXPLANATION field for adding notes or specifications

regarding the label assigned. In the first example in Table 6.2, the first

relation (ORIGIN) is motivated by e1 having been founded by e3. Similarly

the second relation, which includes the same entities, but with inverse

order given the directionality of the ROLE label—note that this is not

counted as multi-labeled as also the order has to match. In the last triple

ROLE assumes a different meaning and it is specified in the EXP field by
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\ ÿ 
 Y _ Æ tot.

EXP 138 479 421 777 1,036 448 3,299
SA 0 32 20 169 31 25 277
UN 6 17 126 23 37 238 447

Table 6.3: Meta-data Statistics. Amount of annotations which have
been marked with the following metadata: EXPLANATION (EXP), SYNTAX

AMBIGUITY (SA), and UNCERTAINTY of the annotator (UN). The counts
refer to the sum over train, dev, and test.

‘former_leader_of’. Furthermore, we include two check-boxes. One is for

identifying the presence of SYNTAX AMBIGUITY, which poses a challenge for

the annotator. In the second example in Table 6.2, while we can confidently

state that e2 has been originated by e3, the scenario for e1 is ambiguous,

and therefore the first triple is marked with ‘SA: True’. The other check-

box, named UNCERTAINTY, allows the indication of low confidence by the

annotator on the relation identified or on the label assigned. For instance,

the third example in Table 6.2 (from the science domain) contains technical

text which may require deeper knowledge of an expert in the field, and

so our annotator (a linguist) flagged the relations in it as UNCERTAINTY.

The meta-data described have been extremely useful for the guideline

definition process.

Table 6.3 reports the statistics of the meta-data annotations. The

domains where our annotator is less confident are natural science and AI,

and these are also the ones which contain more technical text specific to

the two respective fields.

6.4 Baseline Experiments

We provide the evaluation of a state-of-the-art model on the proposed

dataset. To establish baselines, we train models over each of the proposed

domains. Two major challenges affecting the dataset are the multi-label

annotation setup and the highly sparse label distribution distinctive of each

domain.
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6.4.1 Experimental Setup

Within this first empirical evaluation of CROSSRE, and given the chal-

lenges highlighted above, we follow previous work (Han et al., 2018;

Baldini Soares et al., 2019; Gao et al., 2019) and focus on Relation Classifi-

cation (RC) only, leaving the complete RE task for future work. The goal of

RC is to assign the correct relation types to the ordered entity pairs which

have been identified as being semantically connected.

6.4.2 Model

Our RC model follows the current state-of-the-art by Baldini Soares et al.

(2019). Given a sentence s and an ordered pair of entity mentions (e1, e2),

we augment s with four entity markers estart1 , eend1 , estart2 , eend2 which delimit

the start and end of the entity spans. Following Zhong and Chen (2021)

we enrich the entity markers with information about the entity types. For

example, given the following sentence s and entity mention pair (e1, e2):

Cunningham played his entire 11-year career with the Philadelphia Eagles
e1: person e2: organization

s is augmented as:

<E1:person> Cunningham </E1:person> played his entire 11-year career with the

<E2:organization> Philadelphia Eagles </E2:organization>

The above version of s is then fed into a pre-trained encoder (BERT; Devlin

et al., 2019) and we denote the output representation by ŝ. The output

representations of the two start markers are concatenated in [ŝestart1
, ŝestart2

]

and used for the relation type classification via a feed-forward neural

network. Given a set of n relation labels, the latter consists of a linear layer

with output size n, followed by a softmax activation function. Considering

the amount of multi-labeled instances being only around the 6% over the

whole dataset, ignoring them by using a single-head model which can be

trained more easily resulted in the best choice.4 We run our experiments

over five random seeds. See Appendix 6.7.6 for hyperparameters settings.

4We previously tested a multi-head model for enabling multi-label predictions, but the
per-label data is not enough to effectively train each of the head classifier.
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\ ÿ 
 Y _ Æ avg.

MICRO-F1 46.36 58.26 40.10 75.96 67.70 45.40 55.63

MACRO-F1 16.52 20.33 25.29 39.19 37.74 30.66 28.29

WEIGH.-F1 37.59 53.53 35.84 73.16 63.08 41.52 50.79

Table 6.4: CROSSRE Baselines. Results achieved by our baseline model
on the RC task. Reported are the averages over five random seeds (see
Table 6.11).

6.4.3 Results

Evaluation For a better evaluation of the baseline, given the highly

imbalanced label distributions of the six domains, we follow Harbecke

et al., 2022 and compute the micro-averaged F1, as well as the macro-

averaged F1 and the weighted F1. The macro-average does not consider

the classes with a support set of 0 in the test set.5 The per-class data scarcity

of most of the labels over the different domains (see Table 6.9) means

the Macro-F1 is lower with respect to the other two metrics. However,

it provides a more realistic scenario of the per-class performance of the

model, and of the difficulty that the sparsity of the relation types adds in

an already challenging classification task with 17 labels.

General Scores Table 6.4 reports the scores achieved by our RC model.

The news domain is the only one based on CoNLL-2003 as opposed to the

other five domains (CrossNER). The instances are mostly news headlines or

very short news reports and so, even if the amount of annotated sentences

is comparable with the other domains, the semantic relations present in

these data are considerably fewer (see Table 6.1). This, in addition to

the most imbalanced label distribution—predominantly ROLE, PHYSICAL,

OPPOSITE, WIN-DEFEAT and PART-OF (see Figure 6.2)—leads news to be

one the most challenging domain in term of Macro-F1. In contrast, the

music domain, with the highest amount of annotated relations, achieves

the highest scores in respect to the other domains.

5Evaluation code in our repository.
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\ ÿ 
 Y _ Æ

ARTIFACT - 0.0 17.93 85.74 86.13 52.55
CAUSE-EFFECT - - 0.0 0.0 0.0 0.0

COMPARE - 0.0 45.39 0.0 0.0 0.0
GEN.-AFF. 0.0 24.49 29.19 87.04 84.46 3.07

NAMED 34.67 54.56 53.53 10.3 48.66 65.11
OPPOSITE 9.38 4.41 0.0 0.0 2.67 0.0

ORIGIN - 0.0 26.7 32.79 0.0 42.51
PART-OF 0.0 2.2 19.71 38.33 11.06 49.11

PHYSICAL 45.8 71.12 73.06 91.23 76.43 76.79
RELATED-TO 0.0 0.0 41.51 11.81 8.98 27.44

ROLE 58.84 59.67 40.15 65.57 63.38 61.56
SOCIAL - 0.0 0.0 0.0 50.34 0.0

TEMPORAL 0.0 85.72 0.0 32.68 63.45 51.66
TOPIC - 0.0 1.14 0.0 9.48 30.73

TYPE-OF - 0.0 6.57 79.29 59.73 18.68
USAGE - - 0.0 56.15 0.0 12.2

WIN-DEFEAT 0.0 2.77 75.06 75.31 76.75 29.78

Table 6.5: Per-class Results. Detailed F1 scores for each relation type.
Reported are the averages over five random seeds (see Table 6.11). ‘-’
indicates the class is not present in the test set.

Per-label Performance In Table 6.5 we report the per-label F1 scores

for a more detailed analysis. Several labels have just few samples in the

training sets and so are very difficult to learn, leading to an F1 of 0.0. These

cases push down the Macro-F1 scores in Table 6.4. Overall, the amount

of instances per-label—see Figure 6.2 for percentages and Table 6.9 for

counts—are good indicators for the individual scores in Table 6.5. For

example GENERAL-AFFILIATION achieves high F1 both in the music and in

the literature domains (87.04 and 84.46 respectively). This is similar in

TEMPORAL in the politics domain (85.72). However, we notice that some la-

bels are more challenging than others: While the ROLE label contains more

instances than the TEMPORAL one in the politics domain, it only achieves

a score of 59.67. Given the imbalanced train/dev/test split over the six

domains, and in order to give a more realistic idea of the distributions,

we report as an example the label distribution over the train/dev/test

split of the politics domain in Appendix 6.7.7. We additionally notice that

the same label can have different levels of challenge depending on the
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\ ÿ 
 Y _ Æ

SA 0 15 8 150 6 20
UN 1 9 62 19 8 68

SA or UN 1 23 69 167 12 88

Table 6.6: Test Set Statistics. Amount of annotations which have been
marked with SYNTAX AMBIGUITY (SA) and with UNCERTAINTY (UN) in the
test sets.

domain. For example, NAMED corresponds to similar percentages in the

domains of news and music (3.62% and 3.34% respectively), but given

the disparate total amount of in-domain relations these correspond to very

different amounts: 32 in news and 164 in music. However, the NAMED

label achieves an F1 score of 34.67 in the news domain, and only 10.3 in

the music domain.

6.5 Meta-data Analysis

In this section, we use the meta-data collected during the annotation of

the dataset for further analysis. We consider SYNTAX AMBIGUITY (SA) and

UNCERTAINTY of the annotator (UN) and examine the performance of our

baseline model on such instances. Table 6.6 reports the meta-data statistics

on the six test sets. Given the almost absence of samples in the news

domain, we leave it out from this analysis. Table 6.7 shows the results

of our model when evaluated on samples only with SA and UN, both, or

none, compared to ALL. For this ablation study we do not report the Macro-

F1 because changing the evaluation set would mislead the analysis (as

mentioned, the Macro-F1 only considers classes present in the evaluation

set).

With the low amount of instances in politics an literature, results are

less pronounced and differences with the overall scores are absent in most

cases. Therefore, we focus here on the remaining three domains—natural

science 
, music Y, AI Æ. We observe slightly but consistently higher
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scores when taking out the cases marked with UN, showing that they are

challenging not only for the human but also the system. Those are the

cases identified as most challenging, specially considering the annotator’s

background (i.e. natural science and AI, mostly on CAUSE-EFFECT, PART-OF,

USAGE). The results in respect to the SA annotations are mixed: There

is not a unified trend over domains or metrics. We attribute this to the

fact that our model does not explicitly build upon syntactic features (e.g.

syntactic trees; Plank and Moschitti, 2013). Finally, the scores from the data

which consider the combination of SA and UN increase over the baseline

in the science domain, where taking out both SA and UN individually

increase over the ALL setup. In the music domain, where SA are frequent,

excluding them result in a little drop of Micro-F1 (75.96→74.67). In fact,

the model is good on SA in the music domain: The majority of cases are on

the GENERAL-AFFILIATION label, which achieves high per-label F1 (87.04).

We attribute it to the fact that in this domain there are many lists of entities

and relative attributes, which structurally can be ambiguous, but often

involve a similar relation structure. AI presents a similar trend as music,

but the scores from the combination of SA and UN increase a bit in both

metrics.

In conclusion, we do gain informative insights from the collected meta-

data—especially when the annotator is unsure about the annotated rela-

tion, and also to understand whether syntactic ambiguity detected by the

annotator impacts system accuracy.

6.6 Conclusion

We present CROSSRE, a new challenging manually-curated corpus for RE.

It is the first dataset for RE covering six diverse text domains (news, poli-

tics, natural science, music, literature, AI) with annotations spanning 17

relation types. Some annotations are enriched with meta-data information

(explanation for the choice of the assigned label, identification of syntax

ambiguity, and uncertainty of the annotator). Throughout the annotation

process and in the empirical validation, this meta-data proves to be use-
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ÿ 
 Y _ Æ

M
IC

R
O

F1
ALL 58.26 40.10 75.96 67.70 45.40

SA
w/ 54.67 12.50 95.25 76.67 87.00

w/o 58.27 40.26 74.67 67.66 44.68

UN
w/ 66.67 20.97 27.00 67.50 27.34

w/o 58.21 40.97 76.38 67.70 46.58

SA OR w/ 57.39 20.29 87.04 70.00 40.67
UN w/o 58.26 41.11 75.12 67.68 45.82

W
E

IG
H

T
E

D
F1

ALL 53.53 35.84 73.16 63.08 41.52

SA
w/ 57.16 13.33 94.91 74.57 87.00

w/o 53.62 36.00 71.66 63.06 40.97

UN
w/ 61.78 12.91 30.46 64.46 19.13

w/o 53.50 36.68 73.59 63.11 42.95

SA OR w/ 55.62 13.18 86.79 64.24 32.43
UN w/o 53.62 36.83 72.13 63.10 42.38

Table 6.7: Meta-data Analysis. F1 scores on the instances which have
been marked with SYNTAX AMBIGUITY (SA), UNCERTAINTY (UN), or at least
one of the two. We report also the baselines of Table 6.4 (ALL).

ful and insightful. As it aids the analysis of the provided baseline, we

invite the research community to both collect and release such additional

information.

We perform an empirical evaluation of CROSSRE by applying state-of-

the-art RC methods (Baldini Soares et al., 2019; Zhong and Chen, 2021),

and show the challenges of its highly imbalanced label distributions over

the domains.

The cross-domain dimension is currently under-explored in the RE field.

With this dataset we invite future work on cross-domain RE evaluation, the

exploration of domain-adaptive techniques (e.g. DAPT; Gururangan et al.,

2020) and other adaptation methods to improve the baseline set out in this

work for the different data domains.
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Limitations

Because of resource constraints (time and costs, see next Section), the

proposed dataset is limited to one annotator. However, as our annota-

tion process details show, we expect the quality to be high, nevertheless,

preferably if resources were available, gaining larger subsets with multiple

annotations would be a promising next step. Crucially, we involved the

annotator in the guideline definition process, which was very fruitful and

inspired us to collect syntax ambiguity information as well.

We identify as a second limitation the fact that five out of six of our

domains belong to the same data source (Wikipedia). However, the advan-

tage is that Wikipedia data can be redistributed freely. We acknowledge

the already challenging setup of our dataset, but invite future work on the

inclusion of different data sources whenever possible.

Ethics Statement

The data included in our newly proposed dataset correspond to a sub-set

of the data collected and freely published by Liu et al. (2021b) within the

CrossNER project.
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to ≈ 1$ per annotated relation.
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6.7 Appendix

6.7.1 Data Statement CROSSRE

Following (Bender and Friedman, 2018) we outline below the data state-

ment fo CROSSRE.

A. CURATION RATIONALE: Collection of Reuters News and Wikipedia

pages annotated with the aim of studying Relation Extraction.

B. LANGUAGE VARIETY: The language is English. For additional details

we refer to Tjong Kim Sang and De Meulder, 2003 and to Liu et al.,

2021b who did the data collection.

C. SPEAKER DEMOGRAPHIC: Unknown.

D. ANNOTATOR DEMOGRAPHIC: One sprofessional annotator with a

background in Linguistics and one NLP expert with a background

in Computer Science. Age range: 25–30; Gender: both female;

Race/ethnicity: white European; Native language: Danish, Italian;

Socioeconomic status: higher-educated.

E. SPEECH SITUATION: We refer to Tjong Kim Sang and De Meulder,

2003 and to Liu et al., 2021b.

F. TEXT CHARACTERISTICS: The texts are news from Reuters News, and

Wikipedia pages about politics, natural science, literature, artificial

intelligence.

G. RECORDING QUALITY: N/A

H. OTHER: N/A
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I. PROVENANCE APPENDIX: The data statements of the previous datasets (Tjong

Kim Sang and De Meulder, 2003; Liu et al., 2021b) are not available.

6.7.2 Relation Label Description

Below we report the description of each relation type we use to annotate

CROSSRE. We refer to our repository for the complete annotation guide-

lines, including directionality of the relations, samples. and instruction on

what to annotate.

• PART-OF Something that is part of something else (e.g. song_part_of_album,

task_ part_of_field).

• PHYSICAL Answer the question Where? (e.g. location, near, destina-

tion, located_in, based_in, residence, released_in, come_from).

• USAGE Something which make use of something else in order to

accomplish its scope, includes an agent using an instrument.

• ROLE Two entities which are linked by a business related role (e.g.

management, founder, affiliate_partner, member_of, citizen_of, par-

ticipant, nominee_of).

• SOCIAL Two entities linked by a non-business related role (e.g. parent,

sibling, spouse, friend, acquaintance).

• GENERAL-AFFILIATION Religion, ethnicity, genre (e.g. book_genre,

music_genre).

• COMPARE Something that is compared with something else.

• TEMPORAL Something that happens or exist during an event.

• ARTIFACT Something concrete which is the result of the work of

someone (e.g. written_by, made_by).

• ORIGIN Something abstract which is originated by something else

(e.g. invented, idea, title_obtained_by).
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• TOPIC The topic or focus of something.

• OPPOSITE Something that is physically or idealistically opposite, con-

trary, against or inverse of something else.

• CAUSE-EFFECT An event or object which leads to an effect.

• WIN-DEFEAT Someone or something who has won or lost a compe-

tition, an award or a war (default is victory, in case of defeat it is

specified in the ‘Explanation’ field).

• TYPE-OF The type, property, feature or characteristic of something.

• NAMED Two spans which refer to the same entity (e.g. nickname,

acronym, second name or abbreviation of something or someone).

• RELATED-TO Two semantically connected entities which do not fall in

any of the previous cases.

6.7.3 Entity Alteration Samples

In Table 6.8 we report one sample for each entity alteration type that we

perform in respect to the original entity annotations from CrossNER (Liu

et al., 2021b) and CoNLL-2003 (Tjong Kim Sang and De Meulder, 2003).

In the first sample, we correct the entity type of e1 from ‘conference’ to

‘organisation’. In the second sample, we extend e2—which originally only

contains an adjective—in order to include also the following noun. We

do this because, following previous work on RE, our relation labels do

not hold between adjectives only. Last, in the third sample we add the

annotation for marking ‘Squealer’ as an entity.

6.7.4 Detailed Label Statistics

Table 6.9 contains the detailed label statistics (counts and percentages) for

each domain.
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ENTITY TYPE

Finally, every other year, ELRA organizes a major conference LREC , the International Language Resources and Evaluation Conference .

e1: conference e2: conference e3: conference

Finally, every other year, ELRA organizes a major conference LREC , the International Language Resources and Evaluation Conference .

e1: organisation e2: conference e3: conference

ENTITY BOUNDARIES

China controlled most of the match and saw several chances missed until the 78th minute when Uzbek striker Igor Shkvyrin took advantage [...]

e1: country e2: misc e3: person

China controlled most of the match and saw several chances missed until the 78th minute when Uzbek striker Igor Shkvyrin took advantage [...]

e1: country e2: misc e3: person

NEW ENTITIES

Tamsin Greig narrated, and the cast included Nicky Henson as Napoleon , Toby Jones as the propagandist Squealer, and Ralph Ineson as Boxer .

e1: person e2: person e3: person e4: person e5: person e6: person

Tamsin Greig narrated, and the cast included Nicky Henson as Napoleon , Toby Jones as the propagandist Squealer , and Ralph Ineson as Boxer .

e1: person e2: person e3: person e4: person eA: person e5: person e6: person

Table 6.8: Samples of Modified Entity Annotations. Instances with the
original annotations from CrossNER (Liu et al., 2021b) and corresponding
sentences from CROSSRE with the corrected entities.

News Politics Nat. Science Music Literature AI

Count % Count % Count % Count % Count % Count %

ARTIFACT 1 0.11 6 0.13 70 2.16 612 12.48 620 17.26 99 3.8
CAUSE-EFFECT 0 0.0 1 0.02 106 3.28 4 0.08 7 0.19 9 0.35

COMPARE 0 0.0 29 0.64 90 2.78 7 0.14 13 0.36 76 2.92
GENERAL-AFFILIATION 13 1.47 123 2.71 133 4.11 1,349 27.5 642 17.87 104 3.99

NAMED 32 3.62 338 7.45 251 7.76 164 3.34 209 5.82 306 11.74
OPPOSITE 106 11.98 154 3.4 28 0.87 21 0.43 32 0.89 21 0.81

ORIGIN 1 0.11 114 2.51 270 8.35 71 1.45 114 3.17 178 6.83
PART-OF 47 5.31 273 6.02 246 7.61 421 8.58 243 6.76 517 19.83

PHYSICAL 276 31.19 634 12.98 481 14.87 782 15.93 348 9.69 259 9.93
RELATED-TO 27 3.05 116 2.56 270 8.35 62 1.26 173 4.81 254 9.75

ROLE 275 31.07 1,695 37.38 716 22.14 767 15.64 578 16.09 269 10.32
SOCIAL 3 0.34 42 0.93 33 1.02 27 0.55 97 2.7 2 0.08

TEMPORAL 2 0.23 744 16.41 41 1.27 78 1.59 117 3.26 65 2.49
TOPIC 3 0.34 17 0.37 95 2.94 13 0.27 97 2.7 88 3.38

TYPE-OF 3 0.34 80 1.76 249 7.7 214 4.36 42 1.17 130 4.99
USAGE 1 0.11 1 0.02 55 1.7 95 1.94 25 0.7 199 7.63

WIN-DEFEAT 95 10.73 167 3.68 100 3.09 222 4.53 236 6.57 30 1.15

total 885 4,534 3,234 4,909 3,593 2,606

Table 6.9: Relation Label Statistics. Absolute count and relative percent-
age of each relation label. Note that, because of the multi-label setup, these
numbers are higher in respect to the relation counts in Table 6.1.
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MULTI-LABEL ANNOTATION

He was the last former Prime Minister to lose his seat until Tony Abbott lost his seat of Warringah in 2019 Australian federal election , [...]

e1: politician e2: location e3: election

(e1, e3, TEMPORAL) (e1, e3, WIN-DEFEAT)

Table 6.10: Example of Multi-label Annotation. Example from CROSSRE
of an ordered entity pair which has been annotated with multiple relation
labels.

Parameter Value

Encoder bert-base-cased
Classifier 1-layer FFNN

Loss Cross Entropy
Optimizer Adam optimizer

Learning rate 2e−5

Batch size 32
Seeds 4012, 5096, 8878, 8857, 9908

Table 6.11: Hyperparameters Setting. Model details for reproducibility of
the baseline.

6.7.5 Multi-label annotation

In Table 6.10 we report an example of multi-label annotation in which e1,

a politician entity, is related to e3, an election. The entity pair is annotated

both as TEMPORAL because it provides temporal information about Tony
Abbott’s existence, and also as WIN-DEFEAT, to capture the fact that he lost

the election mentioned in e3.

6.7.6 Reproducibility

We report in Table 6.11 the hyperparameter setting of our RC model (see

Section 6.4.2). All experiments were ran on an NVIDIA® A100 SXM4 40

GB GPU and an AMD EPYC™ 7662 64-Core CPU.

6.7.7 Label Distribution Per-Domain

Given the imbalance of the label distribution (see Figure 6.2) and of the

train/dev/test splits (see Table 6.1), we report in Figure 6.5 as a sample

the specific label distribution of the politics domain.
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17 relation types over the train/dev/test split.
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Chapter 7

Multi-CrossRE A Multi-Lingual
Multi-Domain Dataset for
Relation Extraction

The work presented in this chapter is based on the paper: Elisa Bassig-

nana, Filip Ginter, Sampo Pyysalo, Rob van der Goot, and Barbara Plank.

Multi-CrossRE A Multi-Lingual Multi-Domain Dataset for Relation Extrac-

tion. In Tanel Alumäe and Mark Fishel, editors, Proceedings of the 24th
Nordic Conference on Computational Linguistics (NoDaLiDa), pages 80–85,

Tórshavn, Faroe Islands, May 2023a. University of Tartu Library. URL

https://aclanthology.org/2023.nodalida-1.9
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7.1. Introduction Chapter 7. Multi-CrossRE

Abstract

Most research in Relation Extraction (RE) involves the English language,

mainly due to the lack of multi-lingual resources. We propose MULTI-

CROSSRE, the broadest multi-lingual dataset for RE, including 26 languages

in addition to English, and covering six text domains. MULTI-CROSSRE is

a machine translated version of CrossRE (Bassignana and Plank, 2022a),

with a sub-portion including more than 200 sentences in seven diverse

languages checked by native speakers. We run a baseline model over the

26 new datasets and—as sanity check—over the 26 back-translations to

English. Results on the back-translated data are consistent with the ones

on the original English CrossRE, indicating high quality of the translation

and the resulting dataset.

7.1 Introduction

Binary Relation Extraction (RE) is a sub-field of Information Extraction

specifically aiming at the extraction of triplets from text describing the

semantic connection between two entities. The task gained a lot of atten-

tion in recent years, and different directions started to be explored. For

example, learning new relation types from just a few instances (few-shot

RE; Han et al., 2018; Gao et al., 2019; Sabo et al., 2021; Popovic and

Färber, 2022), or evaluating the models over multiple source domains

(cross-domain RE; Bassignana and Plank, 2022b,a). However, a major

issue of RE is that most research so far involves the English language only.

After the very first multi-lingual work from the previous decade—the

ACE dataset (Doddington et al., 2004) including English, Arabic and

Chinese—recent work has started again exploring multi-lingual RE. Seganti

et al., 2021 published a multi-lingual dataset, built from entity translations

and Wikipedia alignments from the original English version. The latter

was collected from automatic alignment between DBpedia and Wikipedia.

The result includes 14 languages, but with very diverse relation type

distributions: Only English contains instances of all the 36 types, while
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Figure 7.1: Example sentence with color-coded entity markup. From
top to bottom: The original English text, its translation to German, and
translation back to English. In the first translation step the entity classifica-
tion is not transferred to German. In the second translation step the entity
machine learning is (wrongly) expanded by a comma—later corrected in
our post-processing.

the most low-resource Ukrainian contains only 7 of them (including the

‘no_relation’). This setup makes it hard to directly compare the perfor-

mance on different languages. Kassner et al., 2021 translated TREx (El-

sahar et al., 2018) and GoogleRE,1 both consisting of triplets in the form

(object, relation, subject) with the aim of investigating the knowledge

present in pre-trained language models by querying them via fixed tem-

plates. In the field of distantly supervised RE, Köksal and Özgür, 2020 and

Bhartiya et al., 2022 introduce new datasets including respectively four

and three languages in addition to English.

In this paper, we propose MULTI-CROSSRE, to the best of our knowl-

edge the most diverse RE dataset to date, including 27 languages and

six diverse text domains for each of them. We automatically translated

CrossRE (Bassignana and Plank, 2022a), a fully manually-annotated multi-

domain RE corpus, annotated at sentence level. We release the baseline

results on the proposed dataset and, as quality check, on the 26 back-

translations to English. Additionally, we report an analysis where native

speakers in seven diverse languages manually check more than 200 trans-

lated sentences and the respective entities, on which the semantic relations

are based. MULTI-CROSSRE allows for the investigation of sentence-level

RE in the 27 languages included in it, and for direct performance com-

parison between them. Our contributions are: 1 We propose a practical

1https://code.google.com/archive/p/relation-extraction-corpus
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SENTENCES RELATIONS

train dev test tot. train dev test tot.

\ 164 350 400 914 175 300 396 871
ÿ 101 350 400 851 502 1,616 1,831 3,949

 103 351 400 854 355 1,340 1,393 3,088
Y 100 350 399 849 496 1,861 2,333 4,690
_ 100 400 416 916 397 1,539 1,591 3,527
Æ 100 350 431 881 350 1,006 1,127 2,483

tot. 668 2,151 2,446 5,265 2,275 7,662 8,671 18,608

Table 7.1: CrossRE Statistics. Number of sentences and number of rela-
tions for each domain.

approach to machine-translate datasets with span-based annotations and

apply it to produce MULTI-CROSSRE, the first multi-lingual and multi-

domain dataset for RE including 27 languages and six text domains.2 2

Multi-lingual and multi-domain baselines over the proposed dataset. 3

Comprehensive experiments over the back-translations to English. 4 A

manual analysis by native speakers over more than 200 sentences in seven

diverse languages.

7.2 MULTI-CROSSRE

CrossRE As English base, we use CrossRE (Bassignana and Plank, 2022a),3

a recently published multi-domain dataset. CrossRE is entirely manually-

annotated, and includes 17 relation types spanning over six diverse text

domains: artificial intelligence (Æ), literature (_), music (Y), news (\),

politics (ÿ), natural science (
). The dataset was annotated on top of

CrossNER (Liu et al., 2021b), a Named Entity Recognition (NER) dataset.

Table 7.1 reports the statistics of CrossRE.

Translation Process With the recent progress in the quality of machine

translation (MT), utilizing machine-translated datasets in training and

evaluation of NLP methods has become a standard practice (Conneau et al.,

2https://github.com/mainlp/CrossRE
3Released with a GNU General Public License v3.0.
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2018; Kassner et al., 2021). As long as the annotation is not span-bound,

producing a machine-translated dataset is rather straightforward. The task

however becomes more involved for datasets with annotated spans, such

as the named entities in our case of the CrossRE dataset, or e.g. the answer

spans in a typical question answering (QA) dataset. Numerous methods

have been developed for transferring span information between the source

and target texts (Chen et al., 2022). These methods are often tedious and

in many cases rely on language-specific resources to obtain the necessary

mapping. Some methods also require access to the inner state of the MT

system, e.g. its attention activations, which is generally not available when

commercial MT systems are used.

In this work, we demonstrate a practical and simple approach to the

task of machine translating a span-based dataset. We capitalize on the

fact that DeepL,4 a commercial machine translation service very popular

among users thanks to its excellent translation output quality, is capable

of translating document markup. This feature is crucial for professional

translators—the intended users of the service—who need to translate not

only the text of the source documents, but also preserve their formatting.

In practice, this means that the input of DeepL can be a textual document

with formatting (a Word document) and the service produces its translated

version with the formatting preserved.

For the CrossRE dataset, we only need to transfer the named entities,

which can be trivially encoded as colored text spans in the input documents,

where the color differentiates the individual entities. This is further facili-

tated by the fact that the entities do not overlap in the dataset, allowing

for a simple one-to-one id-color mapping. Observing that oftentimes the

entities are over-extended by a punctuation symbol during translation, the

only post-processing we apply is to strip from each translated entity any

trailing punctuation not encountered in the suffix of the original named

entity. The process is illustrated in Figure 7.1, with details about two

typical issues with this approach (later analysed in Section 7.4).5

4https://www.deepl.com/translator
5The overall translation process cost is ≈ 60C.
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Æ _ Y \ ÿ 
 avg.

English 20.8 36.4 30.7 10.1 20.0 21.6 23.3

Table 7.2: CrossRE Baseline Results. Macro-F1 scores of the RC baseline
over the original CrossRE English dataset.

7.3 Experiments

Model Setup In order to be able to directly compare our results with the

original CrossRE baselines on English, we follow the model and task setup

used by Bassignana and Plank, 2022a. We perform Relation Classifica-

tion (Han et al., 2018; Baldini Soares et al., 2019; Gao et al., 2019), which

consists of assigning the correct relation types to the ordered entity pairs

which are given as semantically connected. The model follows the current

state-of-the-art architecture by Baldini Soares et al., 2019 which augments

the sentence with four entity markers estart1 , eend1 , estart2 , eend2 surrounding

the two entities. Following Zhong and Chen (2021) the entity markers are

enriched with information about the entity types. The augmented sentence

is then passed through a pre-trained encoder (XLM-R large; Conneau et al.,

2020), and the classification made by a linear layer over the concatenation

of the start markers [ŝestart1
, ŝestart2

]. We run all our experiments over five

random seeds. See Appendix 7.6.1 for reproducibility and hyperparameters

settings.

Results The original CrossRE study reports the baseline experiments by

using the mono-lingual BERT (Devlin et al., 2019) language encoder. In

order to be able to compare the original baseline with the results on our

MULTI-CROSSRE dataset, we re-run the English experiments by using the

multi-lingual XLM-R large (Conneau et al., 2020) language encoder, and

report the results in Table 7.2.
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In Table 7.3 we report the results of our experiments over MULTI-

CROSSRE. The left-most columns are the results of the models trained and

evaluated over the translated data (from English to language X). As a sanity

check, we back-translated the data from each of the 26 new languages to

English (from language X to English). We train and evaluate new models

on this data in the middle columns. Finally, on the right-most columns

we evaluate the same models—trained on back-translated data—over the

original CrossRE test sets. We sort the languages by increasing distance to

English, computed as the cosine distance between the syntax, phonology

and inventory vectors of lang2vec (Littell et al., 2017).

For our analysis we consider the average of the six domains.6 Our scores

on the translated data reveal a relatively small drop in respect to the English

baseline in Table 7.2. The difference range goes from an improvement of

+1.6 Macro-F1 points on French, to a maximum drop of −4.4 on Japanese—

which has the largest lang2vec distance with respect to English (0.41).

The results of the models trained on the back-translated data present

essentially the same trend between evaluating on the back-translations

and on the original CrossRE English data—with a Pearson’s correlation

coefficient of 0.88—confirming the high quality of the proposed translation.

The only exception if Finnish, with a difference of 2.8 points between the

two evaluations. All the other languages report a smaller difference in

a range between 0.0 and 0.6. The lang2vec distance is not informative

of the quality of the individual translations (Pearson’s correlation −0.59).

However, other factors should be taken into account, e.g. the language

model performances on each individual language.

7.4 Manual Analysis

We performed a manual analysis for further inspecting the quality and

usability of MULTI-CROSSRE for studying multi-lingual RE. We manually

6Bassignana and Plank, 2022a discuss the lower scores of news (\) attributing them to
the data coming from a different data source and the fewer amount of relation instances
with respect to the other domains.
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checked 210 sentences from a diverse set of seven languages, including one

North Germanic (Danish), one Uralic (Finnish), one West Slavic (Czech),

two Germanic (German and Dutch), one Latin (Italian), and one Japonic

(Japanese). For each of them, native speakers annotated the following:

1 In how many sentences is the overall meaning preserved? 2 How

many entities are transferred to language X? 3 How many entities are

correctly translated? 4 How many entities are marked with the correct

entity boundaries?

We annotated 30 sentences for each language. Table 7.4 reports the

statistics of our analysis. Overall, we find a surprisingly high quality of

entity translations (96% are judged as correct by our human annotators).

Out of the seven languages, Japanese is the one suffering the most by the

translation process and, as we discussed above, this is reflected in the lowest

scores in Table 7.3. Some entities are not transferred. These are mostly due

to compounds typical for some languages. For example, the English snippet

“the Nobel laureate” (where only Nobel is marked as entity), is translated

to Danish as “nobelpristageren”, and to Dutch as “Nobelprijswinnaar”. In

Italian, which in this regard behaves more similarly to English, all the

entities are correctly transferred. In Appendix 7.6.2 we report the total

per-language percentages of transferred entities and relations. Regarding

the entity translations and the entity boundaries, the latter is a bigger

challenge for the translation tool, often including surrounding function

words—e.g. the writer Pat Barker in Danish is extended to the entity Pat
Barker er. These could easily be post-processed, but since the Relation

Classification model relies on the injected entity markers, it is not much

influenced by this type of error (see baseline discussion in Section 7.3).

7.5 Conclusion

We introduce MULTI-CROSSRE, the most diverse RE dataset to date, includ-

ing 26 languages in addition to the original English, and six text domains.

The proposed span-based MT approach could be easily applied to similar

cases. We report baseline results on the proposed resource and, as quality
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Language Sent. Transl. # entities Ent. Transl. Ent. Bound.

English 30 160 - -

Czech 28 158 152 143
Danish 27 158 143 136
Dutch 28 158 156 141

Finnish 30 150 141 137
German 27 151 148 139

Italian 29 160 157 152
Japanese 19 150 145 82

Table 7.4: Statistics of the Manual Analysis. At the top, total amount
of original English sentences and annotated entities within them. Below,
for each sample set, amount of correct instances in the four categories
of sentence translation, number of entities, entity translations, and entity
boundaries.

check, we back-translate MULTI-CROSSRE to English and run the baseline

model again over it. Our manual analysis reveals that the higher chal-

lenge during the translation is transferring the correct entity boundaries.

However, given the model architecture, this does not influence the scores.
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Parameter Value

Encoder xlm-roberta-large
Classifier 1-layer FFNN

Loss Cross Entropy
Optimizer Adam optimizer

Learning rate 2e−5

Batch size 32
Seeds 4012, 5096, 8878, 8857, 9908

Table 7.5: Hyperparameters Setting. Model details for reproducibility of
the baseline.

7.6 Appendix

7.6.1 Reproducibility

We report in Table 7.5 the hyperparameter setting of our RC model (see

Section 7.3). All experiments were ran on an NVIDIA® A100 SXM4 40 GB

GPU and an AMD EPYC™ 7662 64-Core CPU.

7.6.2 Per-language Analysis

In table 7.6 we report the percentages of entities which are transferred

during the translation process from the original English to language X, and

the percentage of relations which do not involve missing entities (i.e. are

transferred during the translation process).
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Language % Entities % Relations

German 96.7 91.4
Danish 97.5 93.9

Portuguese_BR 99.8 99.5
Portuguese_PT 99.8 99.6

Dutch 98.5 95.8
Ukrainian 99.1 97.7

Swedish 97.6 94.1
Slovenian 99.1 98.0

Italian 99.8 99.5
Romanian 98.8 96.7
Bulgarian 99.5 98.9

French 99.6 99.4
Slovak 99.2 98.1

Indonesian 99.8 99.5
Latvian 99.4 98.6
Spanish 99.3 98.3

Hungarian 98.2 95.8
Greek 98.8 98.0

Estonian 97.9 94.6
Lithuanian 99.4 98.8

Polish 99.4 98.6
Finnish 96.0 90.7

Czech 99.0 98.0
Chinese 99.3 98.4
Turkish 99.4 98.5

Japanese 94.9 88.9

Table 7.6: Transferred Entities and Relations. Percentages of entities and
of relations transferred during the translation process for each language.
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Chapter 8

Silver Syntax Pre-training for
Cross-Domain Relation
Extraction

The work presented in this chapter is based on the paper: Elisa Bassig-

nana, Filip Ginter, Sampo Pyysalo, Rob van der Goot, and Barbara Plank.

Silver Syntax Pre-training for Cross-Domain Relation Extraction. In Anna

Rogers, Jordan Boyd-Graber, and Naoaki Okazaki, editors, Findings of the
Association for Computational Linguistics: ACL 2023, pages 6984–6993,

Toronto, Canada, July 2023b. Association for Computational Linguistics.

doi: 10.18653/v1/2023.findings-acl.436. URL https://aclanthology.

org/2023.findings-acl.436
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Abstract

Relation Extraction (RE) remains a challenging task, especially when con-

sidering realistic out-of-domain evaluations. One of the main reasons for

this is the limited training size of current RE datasets: obtaining high-

quality (manually annotated) data is extremely expensive and cannot

realistically be repeated for each new domain. An intermediate training

step on data from related tasks has shown to be beneficial across many

NLP tasks. However, this setup still requires supplementary annotated

data, which is often not available. In this paper, we investigate inter-

mediate pre-training specifically for RE. We exploit the affinity between

syntactic structure and semantic RE, and identify the syntactic relations

which are closely related to RE by being on the shortest dependency path

between two entities. We then take advantage of the high accuracy of

current syntactic parsers in order to automatically obtain large amounts of

low-cost pre-training data. By pre-training our RE model on the relevant

syntactic relations, we are able to outperform the baseline in five out of six

cross-domain setups, without any additional annotated data.

8.1 Introduction

Relation Extraction (RE) is the task of extracting structured knowledge,

often in the form of triplets, from unstructured text. Despite the increasing

attention this task received in recent years, the performance obtained so far

are very low (Popovic and Färber, 2022). This happens in particular when

considering realistic scenarios which include out-of-domain setups, and

deal with the whole task—in contrast to the simplified Relation Classifica-

tion which assumes that the correct entity pairs are given (Han et al., 2018;

Baldini Soares et al., 2019; Gao et al., 2019). One main challenge of RE

and other related Information Extraction tasks is the "domain-specificity":

Depending on the text domain, the type of information to extract changes.

For example, while in the news domain we can find entities like person
and city, and relations like city of birth (Zhang et al., 2017b), in scien-
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[...] in a number of European countries including the United Kingdom [...]

nmod

TYPE-OF

[...] John Madsen , the Professor of Electrical Engineering at the University of Sydney [...]

appos nmod

ROLE

Figure 8.1: Syntactic and Semantic Structures Affinity. Shortest depen-
dency path (above), and semantic relation (below) between two semantic
entities.

tific texts, we can find information about metrics, tasks and comparisons
between computational models (Luan et al., 2018). While high-quality,

domain-specific data for fine-tuning the RE models would be ideal, as for

many other NLP tasks, annotating data is expensive and time-consuming.1

A recent approach that leads to improved performance on a variety of

NLP tasks is intermediate task training. It consists of a step of training on

one or more NLP tasks between the general language model pre-training

and the specific end task fine-tuning (STILT, Supplementary Training on

Intermediate Labeled-data Tasks; Phang et al., 2018). However, STILT

assumes the availability of additional high quality training data, annotated

for a related task.

In this paper, we explore intermediate pre-training specifically for cross-

domain RE and look for alternatives which avoid the need of external

manually annotated datasets to pre-train the model on. In particular, we

analyze the affinity between syntactic structure and semantic relations, by

considering the shortest dependency path between two entities (Bunescu

and Mooney, 2005; Fundel et al., 2006; Björne et al., 2009; Liu et al., 2015).

We replace the traditional intermediate pre-training step on additional

annotated data, with a syntax pre-training step on silver data. We exploit

1For example, Bassignana and Plank, 2022a report a cost of 19K USD ( ≈ 1$ per
annotated relation) and seven months of annotation work for an RE dataset including 5.3K
sentences.
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Linear-fractional programming ( LFP ) is a generalization of linear programming ( LP ) .

amod

nsubj

puntc

appos

punct

cop

det

root

case

amod

nmod

punct

appos

punct

punct

Linear-fractional programming ( LFP ) is a generalization of linear programming ( LP ) .

nsubj
appos nmod appos

NAMED

TYPE-OF

NAMED

Figure 8.2: Pre-training Example. Given the dependency tree (above),
we filter in for pre-training only the UD labels which are on the shortest
dependency path between two semantic entities (below).

the high accuracy of current syntax parsers, for obtaining large amount

of low-cost pre-training data. The use of syntax has a long tradition in

RE (Zhang et al., 2006; Qian et al., 2008; Nguyen et al., 2009; Peng et al.,

2015). Recently, work has started to infuse syntax during language model

pre-training (Sachan et al., 2021) showing benefits for RE as well. We

instead investigate dependency information as silver data in intermediate

training, which is more efficient. To the best of our knowledge, the use

of syntax in intermediate pre-training for RE is novel. We aim to answer

the following research questions: 1 Does syntax help RE via intermediate

pre-training (fast and cheap approach)? and 2 How does it compare with

pre-training on additional labeled RE data (expensive)? We release our

model and experiments.2

8.2 Syntax Pre-training for RE

Syntactic parsing is a structured prediction task aiming to extract the

syntactic structure of text, most commonly in the form of a tree. RE

is also a structured prediction task, but with the aim of extracting the

semantics expressed in a text in the form of triplets—entity A, entity B,

2https://github.com/mainlp/syntax-pre-training-for-RE
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and the semantic relation between them.3 We exploit the affinity of these

two structures by considering the shortest dependency path between two

(semantic) entities (see Figure 8.1).

The idea we follow in this work is to pre-train an RE baseline model

over the syntactic relations—Universal Dependency (UD) labels—which

most frequently appear on the shortest dependency paths between two

entities (black bold arrows in Figure 8.2). We assume these labels to

be the most relevant with respect to the final target task of RE. In order

to feed the individual UD relations into the RE baseline (model details

in Section 8.3.1) we treat them similarly as the semantic connections.

In respect to Figure 8.2, we can formalize the semantic relations as the

following triplets:

• NAMED(LFP,Linear-fractional programming)

• TYPE-OF(linear programming,Linear-fractional programming)

• NAMED(LP,linear programming).

Accordingly, we define the syntax pre-training instances as:

• appos(programming,LFP)

• nsubj(generalization,programming)

• nmod(generalization,programming)

• appos(programming,LP).

In the next section we describe the detailed training process.

8.3 Experiments

8.3.1 Setup

Data In order to evaluate the robustness of our method over out-of-

domain distributions, we experiment with CrossRE (Bassignana and Plank,

3In this project, we follow previous work, and assume gold entities, leaving end-to-end
RE for future work.
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Figure 8.3: Shortest Dependency Path Length. Statistics of the short-
est dependency path length between two entities over the train sets of
CrossRE (Bassignana and Plank, 2022a).

2022a),4 a recently published multi-domain dataset. CrossRE includes 17

relation types spanning over six diverse text domains: news, politics, natu-

ral science, music, literature and artificial intelligence (AI). The dataset was

annotated on top of a Named Entity Recognition dataset—CrossNER (Liu

et al., 2021b)—which comes with an unlabeled domain-related corpora.5

We used the latter for the syntax pre-training phase.

UD Label Selection In order to select the UD labels which most frequently

appear on the shortest dependency path between two semantic entities,

we parsed the training portions of CrossRE. Our analysis combines RE

annotations and syntactically parsed data. We observe that the syntactic

distance between two entities is often higher than one (see Figure 8.3),

meaning that the shortest dependency path between two entities includes

multiple dependencies—in the examples in Figure 8.1, the one above has

distance one, the one below has distance two. However, the shortest

dependency paths contain an high frequency of just a few UD labels (see

Figure 8.4) which we use for syntax pre-training: nsubj, obj, obl, nmod,

appos. See Appendix 8.6.1 for additional data analysis.

4Released with a GNU General Public License v3.0.
5Released with an MIT License.
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Figure 8.4: UD Label Distribution Over the Shortest Dependency Paths.
Statistics of the UD labels which are on the shortest dependency path
between two entities over the six train sets of CrossRE (Bassignana and
Plank, 2022a).

Model Our RE model follows the current state-of-the-art architecture

by Baldini Soares et al., 2019 which augments the sentence with four

entity markers estart1 , eend1 , estart2 , eend2 before feeding it into a pre-trained

encoder (BERT; Devlin et al., 2019). The classification is then made by a

1-layer feed-forward neural network over the concatenation of the start

markers [ŝestart1
, ŝestart2

]. We run our experiments over five random seeds

and report the average performance. See Appendix 8.6.2 for reproducibility

and hyperparameters settings of our model.

Training The training of our RE model is divided into two phases. In

the first one—which we are going to call syntax pre-training—we use the

unlabeled corpora from CrossNER for pre-training the baseline model over

the RE-relevant UD labels. To do so, 1 we sample an equal amount of

sentences from each domain6 (details in Section 8.4), and 2 use the

MaChAmp toolkit (van der Goot et al., 2021b) for inferring the syntactic

tree of each of them. We apply an additional sub-step for disentangling

the conj dependency, as illustrated in Appendix 8.6.3. Then, 3 we filer

in only the nsubj, obj, obl, nmod, and appos UD labels and 4 feed those

connections to the RE model (as explained in the previous section). Within

6Regarding the news domain, which does not have a corresponding unlabeled corpus
available, we sampled from the train set of CrossNER which is not included in CrossRE.
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TEST

TRAIN news politics science music literature AI avg.

B
A

S
E

LI
N

E

news 10.98 1.32 1.24 1.01 1.49 1.42 2.91
politics 16.07 11.30 6.74 7.24 7.29 5.54 9.03
science 6.54 5.95 8.57 7.13 6.65 7.29 7.02

music 3.99 9.91 9.22 19.01 10.43 8.53 10.18
literature 11.30 9.60 9.79 12.49 17.17 9.79 11.69

AI 6.58 7.42 11.03 7.11 6.15 15.57 8.98

S
Y

N
TA

X

news 6.67 1.15 0.72 0.61 1.13 0.75 1.84
politics 13.72 12.09 7.47 7.15 7.78 6.24 9.08
science 8.46 7.08 8.69 8.19 7.52 8.91 8.14

music 3.35 10.65 9.35 18.63 11.62 10.34 10.66
literature 11.85 9.84 10.35 13.58 18.64 9.94 12.37

AI 8.87 8.59 11.87 8.29 7.68 15.93 10.21

S
C

IE
R

C

news 11.88 2.30 2.09 1.13 1.82 2.16 3.56
politics 14.25 13.55 6.52 7.12 7.42 7.07 9.32
science 8.27 10.31 13.59 9.09 7.78 11.11 10.03

music 5.41 11.84 10.85 21.39 12.26 11.22 12.16
literature 12.36 8.05 8.87 13.13 16.44 9.40 11.37

AI 11.00 10.12 14.03 8.93 8.50 18.89 11.91

Table 8.1: Performance Scores. Macro-F1 scores of the baseline model,
compared with the proposed syntax pre-training approach, and—as
comparison—with the traditional pre-training over the manually anno-
tated SciERC dataset (Luan et al., 2018).

the RE model architecture described above, each triplet corresponds to one

instance. In this phase, in order to assure more variety, we randomly select

a maximum of five triplets from each pre-train sentence.

In the second training phase—the fine-tuning one—we replace the

classification head (i.e. the feed-forward layer) with a new one, and in-

dividually train six copies of the model over the six train sets of CrossRE.

Note that the encoder is fine-tuned in both training phases. Finally, we test

each model on in- and out-of-domain setups.

8.3.2 Results

Table 8.1 reports the results of our cross-domain experiments in terms

of Macro-F1. We compare our proposed approach which adopts syntax
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pre-training with the zero-shot baseline model.7 Five out of six models

outperform the average of the baseline evaluation, including in- and out-

of-domain assessments. The average improvement—obtained without any

additional annotated RE data—is 0.71, which considering the low score

range given by the challenging dataset (with limited train sets, see dataset

size in Appendix 8.6.4), and the cross-domain setup, is considerable. The

model fine-tuned on the news domain is the only one not outperforming

the baseline. However, the performance scores on this domain are already

extremely low for the baseline, because news comes from a different

data source with respect to the other domains, has a considerable smaller

train set, and present a sparse relation types distribution, making it a

bad candidate for transferring to other domains (Bassignana and Plank,

2022a).

As comparison, we report the scores obtained with the traditional in-

termediate pre-training which includes additional annotated data. We

pre-train the language encoder on SciERC (Luan et al., 2018), a manually

annotated dataset for RE. SciERC contains seven relation types, of which

three overlap with the CrossRE relation set. In this setup, the improve-

ment over the baseline includes the news, but not the literature domain.

Nevertheless, while the gain is on average slightly higher with respect

to the proposed syntax pre-training approach, it comes at a much higher

annotation cost.

8.4 Pre-training Data Quantity Analysis

We inspect the optimal quantity of syntactic data to pre-train our RE model

on by fine-tuning this hyperparameter over the dev sets of CrossRE. The

plot in Figure 8.5 reports the average performance of the six models when

pre-trained on increasing amounts of syntactic dependencies.8 Starting

from 8.4K instances onward, the performance stabilizes above the baseline.

7While utilizing the model implementation by Bassignana and Plank, 2022a, our score
range is lower because we include the no-relation case, while they assume gold entity pairs.

8Pre-training performance in Appendix 8.6.5.
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Figure 8.5: Pre-train Data Quantity Analysis. Average (dev) performance
of the six models when pre-trained over increasing amounts of syntactic
instances.

Figure 8.6: Per-Domain Pre-train Data Quantity Analysis. Individual
(dev) performance of the model fine-tuned on AI when pre-trained over
increasing amounts of syntactic instances.

We select the peak (20.4K, albeit results are similar between 18-20.4K) for

reporting our test set results in Table 8.1. While we are interested in the

robustness of our method across multiple domains, and therefore consider

the average (Figure 8.5), domain-optima could be achieved by examining

individual domain performance. As example, we report in Figure 8.6 the

plot relative to the model fine-tuned on AI, which is the one obtaining the

highest gain. The model fine-tuned on AI generally gains a lot from the

syntax pre-training step, with its peak on 15.6K pre-training instances.
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8.5 Conclusion

We introduce syntax pre-training for RE as an alternative to the traditional

intermediate training which uses additional manually annotated data.

We pre-train our RE model over silver UD labels which most frequently

connect the semantic entities via the shortest dependency path. We test

the proposed method over CrossRE and outperform the baseline in five

out of six cross-domain setups. Pre-training over a manually annotated

dataset, in comparison, only slightly increases our scores in five out of six

evaluations, but at a much higher cost.

Limitations

While we already manage to outperform the baseline, the pre-training data

quantity is relatively small (∼20K instances). Given the computational cost

of training 30 models—six train sets, over five random seeds each—and

testing them within in- and cross- domain setups, we break the inspection

of the optimal pre-training data amount at 24K instances. However we do

not exclude that more pre-training instances would be even more beneficial

for improving even more over the baseline.

Related to computation cost constrains, we test our syntax pre-training
approach over one set of UD labels only (nsubj, obj, obl, nmod, appos).

Different sets could be investigated, e.g. including acl and compound, which

present a lower, but still considerable amount of instances (see Figure 8.4).

Finally, while approaching RE by assuming that the gold entities are

given is a common area of research, we leave for future work the inspection

of the proposed method over end-to-end RE.
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rel-to artifactcause-
eff

comparegen-
aff

named oppositeorigin part-
of

physicalrole social temporaltopic type-
of

usage win-
def

U
n

iv
er

sa
lD

ep
en

de
n

ci
es

nsubj 89 106 2 12 120 54 61 53 75 115 248 33 54 10 18 30 68
obj 78 51 1 6 76 36 48 41 83 55 129 9 48 17 14 37 86

iobj 0 0 0 0 0 1 0 0 0 1 3 0 0 0 0 0 0
ccomp 5 7 0 4 7 10 8 2 2 2 9 0 0 0 0 0 0
xcomp 6 9 0 3 15 5 5 9 5 11 17 1 16 3 1 2 10

obl 88 62 5 14 92 53 25 44 77 202 224 19 121 17 26 6 11
advcl 10 9 4 8 47 21 19 10 18 14 41 3 15 2 6 7 2

advmod 0 3 0 0 1 0 0 0 1 0 0 0 1 0 0 0 0
nmod 100 140 2 12 181 57 47 58 148 276 386 29 72 43 35 19 48
appos 26 89 0 2 85 108 11 23 41 72 112 9 12 6 6 1 20

nummod 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
acl 40 24 0 0 39 30 10 25 48 33 74 0 11 24 2 13 15

amod 5 1 0 2 31 5 3 3 5 2 3 0 3 2 0 3 4
det 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0

conj 1 4 0 0 3 1 0 1 2 3 11 0 1 1 0 0 0
flat 2 3 0 0 1 12 8 0 2 11 37 8 7 1 0 0 3

compound 29 24 0 5 70 27 5 7 54 53 57 2 9 2 5 10 22
list 0 1 0 0 2 2 0 0 0 0 2 0 2 0 0 0 0

parataxis 5 7 0 0 30 14 0 0 14 5 17 1 8 1 5 0 1
orphan 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

punct 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

Table 8.2: UD Label Distribution Over the Shortest Dependency Paths
per Relation Type. Statistics of the UD labels which are on the shortest
dependency path between two entities divided by the 17 relation types of
CrossRE (Bassignana and Plank, 2022a).
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8.6 Appendix

8.6.1 UD Analysis for RE

We inspect the same statistics as Figure 8.4 and Figure 8.3—UD labels

on the shortest dependency paths, and shortest dependency path lengths

respectively—but instead of at domain level, at semantic relation type level.

Table 8.2 and Table 8.3 report this analysis, revealing similar trends over

the 17 types.
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related-
to

artifact cause-
eff

compare gen-
aff

named oppositeorigin part-
of

physical role social temporaltopic type-
of

usage win-
def

Sh
or

te
st

D
ep

en
de

n
cy

Pa
th

Le
n

gt
h 1 3 43 0 0 73 92 1 19 26 72 64 0 5 7 17 0 12

2 29 43 0 3 59 23 25 28 51 85 127 10 41 6 11 6 31
3 36 71 2 1 33 14 21 29 57 75 136 17 30 14 3 14 34
4 42 24 2 4 52 20 13 12 37 41 104 7 28 6 17 12 17
5 17 12 0 5 36 12 14 8 18 28 33 5 10 8 2 4 3
6 9 7 0 4 18 6 4 5 8 12 10 0 2 1 2 1 2
7 4 0 0 0 4 3 0 0 2 6 4 0 5 0 0 0 5
8 0 0 0 0 0 3 1 0 0 1 1 0 3 0 0 0 0
9 0 1 0 0 0 1 0 0 0 0 2 0 0 0 0 0 0

10 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0
11 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0

Table 8.3: Shortest Dependency Path Length per Relation Type. Statis-
tics of the shortest dependency path length between two semantic entities
divided by the 17 relation types of CrossRE (Bassignana and Plank, 2022a).

Parameter Value

Encoder bert-base-cased
Classifier 1-layer FFNN

Loss Cross Entropy
Optimizer Adam optimizer
Batch size 12, 24

Learning rate 1e−5 (pre-train)
Learning rate 2e−5 (fine-tuning)

Seeds 4012, 5096, 8878, 8857, 9908

Table 8.4: Hyperparameters Setting. Model details for reproducibility of
the baseline.

8.6.2 Reproducibility

We report in Table 8.4 the hyperparameter setting of our RE model (see

Section 8.3.1). All experiments were ran on an NVIDIA® A100 SXM4 40

GB GPU and an AMD EPYC™ 7662 64-Core CPU. Within this computation

infrastructure the baseline converges in ∼ 7 minutes. The the syntax pre-
training step takes ∼ 10 minutes, to which we have to add ∼ 7 minutes in

order to obtain the complete training time.

We train MaChAmp v0.4 on the English Web Treebank v2.10 with

XLM-R large (Conneau et al., 2020) as language model with all default

hyperparameters of MaChAmp.
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[...] opinion-based recommender system utilize various techniques including text mining , information retrieval , sentiment analysis [...]

nmod conj
conj

[...] opinion-based recommender system utilize various techniques including text mining , information retrieval , sentiment analysis [...]

nmod
nmod

nmod

Figure 8.7: Example of conj Alteration. Original UD dependencies
(above), and disentangled conjunction dependencies reflecting the se-
mantic relation annotations (below).

SENTENCES RELATIONS

train dev test tot. train dev test tot.

news 164 350 400 914 175 300 396 871
politics 101 350 400 851 502 1,616 1,831 3,949
science 103 351 400 854 355 1,340 1,393 3,088

music 100 350 399 849 496 1,861 2,333 4,690
literature 100 400 416 916 397 1,539 1,591 3,527

AI 100 350 431 881 350 1,006 1,127 2,483

tot. 668 2,151 2,446 5,265 2,275 7,662 8,671 18,608

Table 8.5: CrossRE Statistics. Number of sentences and number of rela-
tions for each domain of CrossRE (Bassignana and Plank, 2022a).

8.6.3 Handling of Conj

In UD, the first element in a conjuncted list governs all other elements of

the list via a conj dependency and represents the list syntactically w.r.t.

the remainder of the sentence. CrossRE (Bassignana and Plank, 2022a)

relations, on the other hand, directly link the two entities involved in

the semantic structure. To account for this difference, we propagate the

conjunction dependencies in order to reflect the semantic relations, as

shown in Figure 8.7.

8.6.4 CrossRE Size

We report in Table 8.5 the dataset statistics of CrossRE (Bassignana and

Plank, 2022a) including the number of sentences and of relations.
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Figure 8.8: Pre-train Performance. Pre-train performance of the RE model
over increasing amounts of dependency instances

8.6.5 Syntax Pre-training Performance

Figure 8.8 reports the performance of the RE model during the syntax
pre-training phase, over increasing amounts of pre-training dependency

instances. The scores are computed on a set including 600 sentences

(100 per domain) not overlapping with the train set used in the syntax

pre-training phase.
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Chapter 9

How to Encode Domain
Information in Relation
Classification

The work presented in this chapter is based on the paper: Elisa Bassig-

nana, Viggo Unmack Gascou, Frida Nøhr Laustsen, Gustav Kristensen,

Marie Haahr Petersen, Rob van der Goot, and Barbara Plank. How to

Encode Domain Information in Relation Classification. In The 2024 Joint
International Conference on Computational Linguistics, Language Resources
and Evaluation. European Language Resources Association (ELRA), 2024a
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Abstract

Current language models require a lot of training data to obtain high

performance. For Relation Classification (RC), many datasets are domain-

specific, so combining datasets to obtain better performance is non-trivial.

We explore a multi-domain training setup for RC, and attempt to improve

performance by encoding domain information. Our proposed models

improve > 2 Macro-F1 against the baseline setup, and our analysis reveals

that not all the labels benefit the same: The classes which occupy a similar

space across domains (i.e., their interpretation is close across them, for

example physical) benefit the least, while domain-dependent relations (e.g.,

part-of) improve the most when encoding domain information.

Keywords. Relation Classification, Domain, Multi-domain training, Ro-

bustness

9.1 Introduction

Relation Classification (RC) is the task of identifying the semantic relation

between two given entities. The task is beneficial for many different down-

stream tasks which involve Natural Language Understanding. For example,

question answering, knowledge base population, or summarization. In

addition to the wide variety of downstream applications, as most informa-

tion extraction tasks, RC is topic-specific, meaning that depending on the

topic the information to extract can vary a lot. For example, in the music

domain we may want to extract that a song is included in a musical album,

while in the politics domain we may have a politician winning a political

election. While current deep learning models require a lot of training data,

collecting and annotating text from every domain is time-consuming and

expensive.

In this project, we explore the critical setup of multi-domain training

with the aim of identifying the best setup for maximizing the training data

(by including data coming from different domains), without losing domain-
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specific information. To do so, we compare multiple ways of enriching the

input instances with domain information (see Section 9.2).

Encoding information about where a certain utterance originates from

has been previously explored in other Natural Language Processing fields.

In the multi-lingual space, Conneau and Lample (2019) exploited language

embeddings for multi-lingual model training. Ammar et al. (2016) first

proposed to use language embeddings for training a multi-lingual syntactic

parser for seven European languages, and showed improved performance.

Later work also successfully trained parsers with the so called treebank

embeddings for datasets within the same language (Stymne et al., 2018)

or language family (Smith et al., 2018). Other work have used special

language ids to mark the language of each instance in the context of

machine translation (Liu et al., 2020). To the best of our knowledge, these

approaches have been exploited mostly in multi-lingual setups and syntactic

tasks. In this work, we explore a gap and test their effectiveness for

encoding domain information in a semantic setup: Relation Classification.

We compare “dataset embeddings” and “domain markers” from previous

work with a new approach exploiting domain-specific entity types. Our

contributions are:

• CrossRE 2.0, an extension of the CrossRE dataset (Bassignana and

Plank, 2022a) with 3.3k new annotations in the news domain in

order to balance data across domains;

• We propose the first multi-domain training baseline on CrossRE;

• We test previous work for encoding dataset information in RC, and

compare it with a new RC-specific technique; We present an in-depth

analysis of the results obtained.
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9.2 Domain Encoding for Relation Classification

9.2.1 Dataset Embeddings

The dataset embedding model tries to encode information about the do-

main with ad-hoc embeddings on the encoder side. Dataset embeddings

are vector representations learned at training time that aim at capturing

distinctive properties of multiple data sources into a continuous vector,

without losing their heterogeneous characteristics. Originally they were

often concatenated to the word embedding and then used in e.g., a Bi-

LSTM (Stymne, 2020; Wagner et al., 2020; van der Goot et al., 2021a).

However, since large language models have become the standard, this has

become trickier, as they have a pre-determined input size. To enable usage

of dataset embeddings, van der Goot and de Lhoneux (2021) propose to

sum them to the input representation. In our setup, we treat each domain

as a separate data source.

9.2.2 Special Domain Markers

An intuitive and simple alternative way of encoding the domain is by using

special tokens appended to the input text itself. This has been previously

done in machine translation in order to mark the different languages (Liu

et al., 2020). We concatenate a special token at the beginning of each

instance containing the corresponding domain (e.g., [MUSIC] or [NEWS]).

These domain markers are treated by the tokenizer as special tokens, i.e.,

they are not tokenized into subwords, so the model learns a representation

for each of them during training.

9.2.3 Entity Type Information

The domain-specific entity types carry out information which can be rele-

vant for identifying the correct relation label. Following Zhong and Chen

(2021) we add entity type information in the representation of the input

(see model description in Section 9.3.2). We test two different approaches
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to do this. First, we use the 39 fine-grained types proposed by Liu et al.

(2021b) including e.g., musician or political party, which are domain-

specific. In the second setup we map these fine-grained types into five

coarse-grained types. For example, musician and political party are mapped

to person and organization respectively. While this last approach shades do-

main information, it guarantees a more condensed entity type distribution,

and it can be combined with the other two setups.

9.3 Experimental Setup

9.3.1 Data

CrossRE (Bassignana and Plank, 2022a),1 is a manually-annotated dataset

for multi-domain RC including 17 relation types spanning over six diverse

text domains: news (\), politics (ÿ), natural science (
), music (Y),

literature (_), and artificial intelligence (Æ). The dataset was annotated

on top of CrossNER (Liu et al., 2021b), a Named Entity Recognition (NER)

dataset. Table 9.1 reports the statistics of CrossRE. While the train, dev,

and test splits include similar amounts of sentences across the six domains,

the number of annotated relations varies over a wider range. The reason

for this includes different average sentence lengths, and different relation

densities across the domains. In the original dataset, the news domain

is particularly small. This domain comes from a different source with

respect to the other five—the CoNLL-2003 dataset (Tjong Kim Sang and

De Meulder, 2003) and Wikipedia (Liu et al., 2021b) respectively.

9.3.1.1 CrossRE 2.0

With the aim of mitigating the effect of dataset size on the model perfor-

mance, which influences the comparison of results across domains, we

expand the news domain of CrossRE. We follow the annotation guidelines

1Released with a GNU General Public License v3.0.
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SENTENCES RELATIONS

train dev test tot. train dev test tot.

\ 217 1,320 3,053 4,590 156 1,043 2,115 3,314

\ 164 350 400 914 175 300 396 871
ÿ 101 350 400 851 502 1,616 1,831 3,949

 103 351 400 854 355 1,340 1,393 3,088
Y 100 350 399 849 496 1,861 2,333 4,690
_ 100 400 416 916 397 1,539 1,591 3,527
Æ 100 350 431 881 350 1,006 1,127 2,483

tot. 885 3,471 5,499 9,855 2,431 8,705 10,786 21,922

Table 9.1: CrossRE 2.0 Statistics. Number of sentences and number of
relations of the news extension (first row), and statistics of the original
domains of CrossRE (below).

by Bassignana and Plank (2022a)2 and manually annotate more than 4.5k

sentences from the CoNLL-2003 dataset (Tjong Kim Sang and De Meulder,

2003)—the original data source of this domain. The data is annotated

by a hired linguist compensated fairly according to national salary scales,

who got extensive training for the task. We refer to Bassignana and Plank

(2022a) for the discussion on the annotation agreement because for consis-

tency we employed the same annotator who annotated the original version

of CrossRE. Table 9.1 reports the statistics of our extension, with over 3k

annotated relations and an overall total in news (including the original

dataset) of 4.1k, which is in line with the other domains. The dataset

extension is public available in the CrossRE repository.3 We train the model

in a multi-domain setup, i.e., mixing the six training sets of CrossRE.

9.3.2 Model Architecture

We use the baseline model of the original CrossRE paper.4 Following the

model architecture first proposed by Baldini Soares et al. (2019), the im-

plementation by Bassignana and Plank (2022a) augments the sentence

2https://github.com/mainlp/CrossRE/blob/main/crossre_annotation/
CrossRE-annotation-guidelines.pdf

3https://github.com/mainlp/CrossRE/
4https://github.com/mainlp/CrossRE
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\ ÿ 
 Y _ Æ avg.
de

v

BASELINE 25.45 31.35 39.46 39.69 38.84 38.09 35.48

DATASET EMB. 15.38 22.22 24.77 32.64 30.95 29.80 25.96
DOMAIN MARK. 26.36 32.77 40.31 42.65 40.59 38.71 36.90
FINE-GRAIN. 23.67 32.67 35.35 38.76 38.23 35.94 34.10
COARSE-GRAIN. 24.46 31.56 38.59 39.33 38.09 37.90 34.99
DOM. + COARSE 24.52 32.02 39.63 42.19 40.01 37.17 35.92

te
st BASELINE 24.73 34.12 39.67 39.96 44.64 35.71 36.47

DOMAIN MARK. 26.72 37.62 43.57 41.48 44.88 37.69 38.66

Table 9.2: Performance Scores. Macro-F1 scores of the explored setups.
DOM. + COARSE indicates the combination of special domain markers
with the coarse-grained entity types.

with four entity markers estart1 , eend1 , estart2 , eend2 surrounding the two en-

tities. When exploiting the entity types, the information is injected in

the entity markers (e.g., [E1:person]) The augmented sentence is then

passed through a pre-trained encoder, and the classification is made by

a linear layer over the concatenation of the start markers [ŝestart1
, ŝestart2

].

We run our experiments over five random seeds and report the average.

All hypermarameters follow Bassignana and Plank (2022a). Our code is

available on GitHub.5

9.4 Results

Table 9.2 reports the Macro-F1 results of our experiments. The dataset

embeddings setup fails to beat the baseline. The main reason for this is the

limited amount of training data in our setup, which challenges the model

in learning them. 6 The dataset embeddings are summed to the word,

segment, and position embeddings, which are then updated all at once

in the forward pass. Additionally, in settings where they are successful,

these embeddings are usually used to disambiguate datasets coming from

difference data sources or languages. Here instead we are at a more fine-

5Project repository https://github.com/viggo-gascou/multi-domain-rc
6We manually inspected the dataset embeddings before and after training.
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grained level, trying to model different topics, with data extracted from

the same source (except for news).

Concatenating a special domain marker at the beginning of the sen-

tence results in the best performance (36.90 Macro-F1), with the highest

improvement in the music domain (+2.96) and sometimes small yet con-

sistent improvements across all domains. The fine-grained entity types

lead to decreased performance, because their distribution is very sparse

across the six domains. For example, out of the 39, the news domain from

CoNLL 2003 only includes person, location, organization and miscellaneous,
resulting in a performance decrease of -1,78. Using the coarse-grained

entity types—shared across all the domains—results in a slightly better

average Macro-F1 (34.99) than employing the fine-grained ones (34.10),

but it does not improve over the baseline either. As this setup lacks domain

information, we try combining the coarse-grained entity representation

with the special domain markers. Within this setup results are mixed across

the domains: While most of them (except AI) improve over the coarse-

grained entity type (without domain information), only politics, science,

music and literature overcome the baseline. The overall average across the

domains results in a minor improvement of +0.44.

We evaluate the best setup (the special domain markers) on the test set

in order to confirm our findings. Following the trend on the development

set, the improvement over the baseline is +2.19 Macro-F1. The lower

performance range of news over the other domains (both in dev and test)

indicates that the different data source has a high impact even with the

more uniform data distribution across domains proposed with our dataset

extension.

9.5 Analysis

Domain Representation To inspect how much domain information the

out-of-the-box embeddings contain, in Figure 9.1 we plot the PCA rep-

resentations of the untrained embeddings (with bert-base-cased, the

encoder used by the RC model) of the instances in the development set.
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Figure 9.1: Domain Representation. PCA plot of the untrained embed-
dings of the instances in the development set, colored by domain.
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Figure 9.2: Relation Representation. PCA plot of the trained embeddings
of the most frequent relation labels in the development set, colored by
relation labels and shaped by domain.
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We do not include the news domain in this plot because given its different

data source (consisting of shorter sentences, typically news headlines), the

news instances are very distant from the other domains, resulting in an

high overlap of the latter. The current setup allows us to shed light on

the remaining five domains, besides news which we already know is very

distinctive. The domains are already relatively distinguishable with the

untrained encoder. The two technical domains, science and AI, marginally

overlap; politics is completely detached; and only music and literature

overlap significantly. Our intuition is that encoding additional domain

information (see Section 9.2) may not be particularly relevant.

Relation Representation We dive deeper into analyzing the relations and

explore whether in the baseline setup (i.e., without additional domain in-

formation) the representation of instances coming from different domains,

but belonging to the same class, are close to each other. In Figure 9.2 we

plot the PCA representation of the trained baseline model of the instances

with the most frequent relation labels in the development set, separated

by class and domain. The main finding from this plot is that most of the

classes are quite clustered, independently from the domain they belong

to. For example, the physical relation on the right side has instances from

all the domains. Similarly, the artifact and the role labels towards the

bottom-left corner of the plot. Interestingly, the general-affiliation relation

presents clustered representations of the instances in the literature and

music domains, but it still dominates the upper left side of the plot. Less

surprisingly, the related-to label, listed as None-Of-The-Above (NOTA) in

the guidelines, has a more sparse distribution across the plot.

The labels which present a less defined cluster (i.e., the ones whose

meaning shifts the most across domains) are the ones which benefit the

most from the special domain markers. For example, related-to improves

from a baseline value of 20.99 F1 up to 24.21 in the special domain markers

setup; named goes from 68.25 to 71.30 F1; and part-of improves from

32.79 to 35.54 F1. In contrary, the relation labels which present a better

defined cluster already within the baseline (see Figure 9.2) do not benefit
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much from the additional encoding of domain information. For example,

the per-label F1 scores of the physical, general-affiliation, and role relations

in the baseline and special domain markers setups are respectively 77.16

and 77.51, 54.09 and 54.46, 65.60 and 65.11.

9.6 Conclusion

We explore how to encode domain information in a multi-domain train-

ing setup for the domain-specific task of RC. We propose CrossRE 2.0, a

dataset extension of CrossRE (Bassignana and Plank, 2022a) for balancing

the amount of data across the six domains included in it. We manage to

improve the multi-domain training baseline by > 2 Macro-F1 with a sim-

ple, but effective technique which encodes domain information in special

domain markers concatenated at the beginning of each input. Our analysis

reveals that not all of the relation labels benefit the same from the domain

encoding: The most generic, with a diverse interpretation across domains

(e.g., part-of) are the ones which gain the most in terms of per-label F1.

9.7 Ethics Statement

We do not foresee any potential risk related to this work. The data we

use is published freely by Liu et al. (2021b) and Bassignana and Plank

(2022a).

For the dataset extension, we hired an expert with a linguistics degree

employed following national salary rates. The cost of the annotation

process amounts to ≈ 1$ per annotated relation.
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Chapter 10

What’s wrong with your
model? A Quantitative
Analysis of Relation
Classification

The work presented in this chapter is based on the paper: Elisa Bassignana,

Rob van der Goot, and Barbara Plank. What’s wrong with your model?

A Quantitative Analysis of Relation Classification. In Proceedings of the
12th Joint Conference on Lexical and Computational Semantics (*SEM 2024),

Mexico City, Mexico, 2024b. Association for Computational Linguistics
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Abstract

With the aim of improving the state-of-the-art (SOTA) on a target task,

a standard strategy in Natural Language Processing (NLP) research is to

design a new model, or modify the existing SOTA, and then benchmark its

performance on the target task. We argue in favor of enriching this chain

of actions by a preliminary error-guided analysis: First, explore weaknesses

by analyzing the hard cases where the existing model fails, and then target

the improvement based on those. Interpretable evaluation has received

little attention for structured prediction tasks. Therefore we propose the

first in-depth analysis suite for Relation Classification (RC), and show

its effectiveness through a case study. We propose a set of potentially

influential attributes to focus on (e.g., entity distance, sentence length).

Then, we bucket our datasets based on these attributes, and weight the

importance of them through correlations. This allows us to identify highly

challenging scenarios for the RC model. By exploiting the findings of

our analysis, with a carefully targeted adjustment to our architecture, we

effectively improve the performance over the baseline by >3 Micro-F1.

10.1 Introduction

A major trend in NLP research aims at designing more sophisticated setups

and model architectures in order to improve the state-of-the-art (SOTA) on

a target task. The improvements are usually based on intuitions that target

limitations of the previous SOTA on the task. The most common procedure

follows the steps of (1) intuition, (2) modeling, (3) experiments, (4)
results, and (5) analysis of the results. The latter is occasionally enriched

with ablation or case studies with the main aim of proving the validity

of the initial intuition and the effectiveness of the proposed methodology.

We claim that conducting a preliminary in-depth analysis can help find

good intuitions, and therefore guide better modeling and reducing the

probability of negative experiments, usually not reported in the paper.

Following previous error-guided analysis (Ribeiro et al., 2020; Fu et al.,
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2020a; Das et al., 2022), we argue in favor of changing the standard chain

of actions listed above: First perform an exhaustive quantitative analysis of

the previous SOTA to identify failure cases and challenging scenarios, and

then effectively target the baseline improvement in order to tackle those.

We introduce an in-depth performance analysis suite in the context of

Relation Classification (RC). Within the field of Information Extraction (IE),

which broadly aims at extracting structured knowledge from unstructured

text, the goal of RC aims at classifying the semantic relation between two

named entities. We pick this task because, despite its popularity, the task

is far from being solved or reaching high performance, especially when

considering realistic challenging setups—e.g. cross-domain (Bassignana

and Plank, 2022a), or document-level (Popovic and Färber, 2022). We

inspect the research approach of some of the most cited papers in the field

from recent years, on top of which current SOTA are based: Baldini Soares

et al. (2019) introducing the widely adopted entity markers, Zhong and

Chen (2021) introducing the typed entity markers and proposing a pipeline

approach for end-to-end Relation Extraction (RE), and Ye et al. (2022)

at the time of writing holding the SOTA on three of the most established

datasets in the field. We also inspect the research approach of papers

published in the last year at major NLP conferences (ACL, NAACL, EMNLP,

AACL, EACL) that propose new SOTA models for RC, or for the related

tasks of end-to-end RE and few-shot RC (Tan et al., 2022; Liu et al., 2022;

Zhou and Chen, 2022; Wang et al., 2022b; Zhenzhen et al., 2022; Guo

et al., 2022; Wang et al., 2022c; Zhang et al., 2022c; Zhang and Lu, 2022;

Tang et al., 2022; Zhang et al., 2022a; Wang et al., 2022a; Duan et al.,

2022; Guo et al., 2023; Wan et al., 2023). We find that that the common

procedure consists of the five steps earlier mentioned. Specifically, we

found that in most cases, the intuition (step 1) that is used as a starting

point and as a motivation for the model improvement is based on generic

observations of the model architecture, instead of on a quantitative analysis

which could lead to more effective targeted improvements.

In this work, we propose a systematic quantitative analysis of a SOTA
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RC model to detect sets of challenging instances sharing common charac-

teristics (e.g., entity distance). The goal is to identify hard-to-handle setups

for the SOTA architecture. Importantly, our approach is easily reproducible

in future setups with different models, and/or on different datasets. The

relevance of performing an in-depth analysis is supported by a demonstra-

tion of how the acquired information can help to effectively address the

weaknesses of the baseline and design a new SOTA. Our contributions are:1

• We provide a tool for comprehensive quantitative analyses of RC

model performance.

• We exploit the proposed analysis for investigating the performance

of a SOTA RC architecture across 36 in- and cross-domain setups.

• Based on the findings of the analysis, we perform a case study im-

proving the previous SOTA by over 3 points Micro-F1.

10.2 Related Work

Analysis of NLP Models In this study, we are inspired by the recent trend

targeting the evaluation of NLP models. Ribeiro et al. (2020) propose a

task-agnostic methodology for testing general linguistic capabilities of NLP

models by generating ad-hoc test instances; they test their approach over

three tasks: sentiment analysis, Quora question pair, machine comprehen-

sion. Liu et al. (2021a) presents a software package for diagnosing the

strengths and weaknesses of a single system, allowing for interpretation of

relationships between multiple systems, and examining prediction results.

They go a bit deeper into the task specificity, therefore their system cur-

rently supports the tasks of text classification (sentiment, topic, intention),

aspect sentiment classification, Natural Language Inference (NLI), Named

Entity Recognition (NER), Part-of-Speech (POS) tagging, chunking, Chi-

nese Word Segmentation (CWS), semantic parsing, summarization, and

machine translation. Furthermore, Fu et al. (2020a) and Fu et al. (2020b)
1Project repository: https://github.com/mainlp/RC-analysis
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introduce the concept of interpretable task-specific evaluation. The first

target the comparison of a set of NER systems. The latter, instead, perform

a deep evaluation of CWS systems proving that despite the excellent per-

formance achieved on some datasets, there is no perfect system for CWS.

This concept has also been applied by Fu et al. (2021) for interpreting

the results over a set of sequence tagging setups (NER, CWS, POS, chunk-

ing). Within the field of Information Extraction, previous work explored

error-driven analysis for the automatic categorization of model prediction

errors (Das et al., 2022).

Analysis of RC Models Error analysis and in-depth evaluations of NLP

systems are tied to specific tasks because of the peculiarities of each of

them in terms of linguistic challenges, input type, and expected output.

Relation Classification and related tasks (e.g., end-to-end RE) have received

little attention in the context of systematic quantitative evaluation. Pre-

Large Language Models, Katiyar and Cardie (2016) performed a manual

evaluation of bi-directional LSTMs for the extraction of opinion entities and

relations (“is-from”, “is-about”) by discussing the model output of a couple

of instances. The same authors (Katiyar and Cardie, 2017) performed

an error analysis, also based on a manual evaluation, comparing their

model with Miwa and Bansal (2016). More recently, instead, some work

has inspected the quality of RC corpora. Alt et al. (2020) analyze the

impact of potentially noisy crowd-based annotations in the widely adopted

TACRED (Zhang et al., 2017b). Lee et al. (2022) target the specific problem

of overlapping instances between train and test sets in two popular RC

benchmarks, namely NYT (Riedel et al., 2010) and WebNLG (Gardent

et al., 2017).

Driven by the popularity of the task, and the contrasting lack of in-depth

quantitative evaluation of RC systems, we fill this gap with an evaluation

analysis suite for RC, and a case study including 36 in- and cross-domain

setups.
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10.3 Background

10.3.1 Cross-domain Relation Classification

Given a sentence and two entity spans within it, the task of RC aims at

classifying the semantic relation between them into a type from a pre-

defined label set. The task is currently far from being solved, in particular

when considering realistic challenging setups, for example document-level

RC (Yao et al., 2019), or few-shot RC (Han et al., 2018; Gao et al., 2019).

In this study, we consider the cross-domain setup, where the challenge lies

in different text types and label distributions from train to evaluation set.

The cross-domain setup is important for testing the robustness of models

aginst data shift. Despite the research in this direction from previous

years, mainly evaluated on ACE (Doddington et al., 2004) where the

domains are not particularly distinctive (Fu et al., 2017; Pouran Ben Veyseh

et al., 2019), recent work on more challenging scenarios show very low

performance due to data sparsity across domains. For example, cross-

dataset (Popovic and Färber, 2022), or evaluated on the recently published

CrossRE dataset (Bassignana and Plank, 2022a) which consists of data

from six diverse text domains. In this study, we aim at improving the

CrossRE baseline by systematically identifying challenging scenarios for

the model.

10.3.2 Experimental Setup

CrossRE (Bassignana and Plank, 2022a),2 is a manually-annotated dataset

for cross-domain RC including 17 relation types spanning over six diverse

text domains: artificial intelligence (Æ), literature (_), music (Y), news

(\), politics (ÿ), natural science (
). The dataset was annotated on

top of CrossNER (Liu et al., 2021b), a Named Entity Recognition (NER)

dataset. Appendix 10.7.1 reports the statistics of CrossRE.

We use the baseline model of the original paper.3 Following the archi-

2Released with a GNU General Public License v3.0.
3https://github.com/mainlp/CrossRE
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tecture proposed by Baldini Soares et al. (2019), the model by Bassignana

and Plank (2022a) augments the sentence with four entity markers estart1 ,

eend1 , estart2 , eend2 surrounding the two entities. The augmented sentence is

then passed through a pre-trained encoder, and the classification made by

a linear layer over the concatenation of the start markers [ŝestart1
, ŝestart2

].

We run our experiments over five random seeds and report the average

performance. See Appendix 10.7.3 for reproducibility details.

10.4 Attribute Guided Analysis

We propose a systematic quantitative analysis of the performance of the

CrossRE baseline model’s performance across the 36 in- and cross-domain

setups derived from training and testing the model on the six domains

included in CrossRE. The analysis is performed over the development sets

of the dataset. Inspired by the work of Fu et al. (2020a) on Named Entity

Recognition, we introduce the first evaluation suite for RC, opening the

way to other similar structured prediction tasks. The analysis evaluates the

performance of the model over instances grouped by common values of

potentially influential attributes (e.g., entity distance, sentence length). In

what follows, we will describe the attributes considered and the bucketing

strategy employed for splitting the evaluation instances based on the

attribute values. Last, we go through the results of our correlation analysis.

10.4.1 Attributes

In our analysis, we consider 11 different attributes. These are characteris-

tics of the RC instances that could challenge the model and influence its

performance. Given an RC instance defined by a triplet (e1, e2, r) where e1
is the head entity, e2 is the tail entity, and r is the relation type connecting

e1 with e2; and given a sentence s expressing the relation r between e1
and e2, we define the attributes listed in Table 10.1. We categorize each of

them in the following three divisions:
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Attribute Description
Value Type Computation Level

DISCR. CONT. LOCAL AGGR. ENT. REL. SENT.

entity type⋆ the types of e1 and e2 ✓ ✓ ✓
relation type the type of r ✓ ✓ ✓
IV entities in-vocabulary entities: the amount of enti-

ties which appear in the train set (values
0, 1, or 2)

✓ ✓ ✓

entity length the sum of the number of tokens in e1 and
e2

✓ ✓ ✓

entity distance the number of tokens separating e1 from
e2

✓ ✓ ✓

sentence length the number of tokens in s ✓ ✓ ✓
entity density the total number of entities in s over the

sentence length (in percentage)
✓ ✓ ✓

relation density the total number of semantic relations in s
over the sentence length (in percentage)

✓ ✓ ✓

OOV token density the amount of out-of-vocabulary tokens
in s with respect to the train set over the
sentence length (in percentage)

✓ ✓ ✓

entity type frequency⋆ the frequencies of the types of e1 and e2
in the train set

✓ ✓ ✓

relation type frequency the frequency of the type of r in the train
set

✓ ✓ ✓

Table 10.1: Relation Classification Attributes. Description of the 11
RC attributes and categorization in DISCRETE/CONTINUOUS value type,
LOCAL/AGGREGATE computation, and ENTITY/RELATION/SENTENCE level.
(⋆): We map the original 36 domain-specific entity types defined by Liu
et al. (2021b) into five more generic types shared across domains, see
Appendix 10.7.2 for details.

• Value Type: If the values of the attribute belong to a set of pre-

defined values the attribute is DISCRETE (e.g., the entity type), other-

wise it is CONTINUOUS (e.g., the entity distance).

• Computation: If the attribute is computed by only considering the

current instance it is LOCAL, if it is computed over aggregated proper-

ties of the train set, it is AGGREGATE; for example, the frequency of

entity and relation types refers to the training statistics.

• Level: If the attribute value depends on the entities it is at ENTITY

LEVEL, if it depends on properties of the entity pair it is at RELATION

LEVEL, last if it is related to characteristics of the sentence s it is at

SENTENCE LEVEL.

As an attribute example, Figure 10.1 shows the entity distance dis-

tribution, measured as number of tokens separating e1 from e2. The plot
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Figure 10.1: entity distance Distribution. Distribution of the entity
distance values across the six development sets of CrossRE (Bassignana
and Plank, 2022a).

reveals some domain-specific peculiarities, e.g., music and politics have

the longest distances. This is mostly due to the long lists present in these

domains, where the head entity is mentioned at the beginning and linked

to all the elements in the list. For example, a music genre and a list of

musical artists representing it; or the artifacts (i.e., songs and albums)

of a band. We use the attribute values in order to group the evaluation

instances with similar characteristics. We discuss the bucketing strategy in

the next section.

10.4.2 Methodology

Once identified the potential influential attributes for the task of RC, the

next step is splitting the evaluation sets depending on the attributes val-

ues (i.e., bucketing). For the attributes with DISCRETE value types (see

Table 10.1) the bucketing creates one subset for each attribute values—e.g.,

one subset for each entity type for the entity type attribute. For the

attributes with CONTINUOUS value types, instead, we set the number of

buckets to four in order to maintain a reasonable size for each bucket. We

then split the instances by equally distributing them across subsets—except

for the two AGGREGATE attributes, which by definition are computed over

properties of the train set. Note that the entity type and entity type

frequency have each instance placed into two buckets, one considering

the type of e1 and one considering the type of e2.
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avg. correl 0.1 0.0 -0.4 0.3 0.1 0.2 0.0 -0.3 0.9
avg. stdev 22.2 7.1 6.1 6.4 7.0 5.9 9.9 14.6 24.9

Table 10.2: Overall Results. Average correlation and average standard
deviation of the Micro-F1 scores of the buckets (within attribute), averaged
over the 36 train-test setups.

We measure the performance of the model over the subsets, and com-

pute the Spearman’s rank correlation coefficient with respect to the average

attribute values of the buckets. Since entity type and relation type

have categorical values, we cannot compute the correlation coefficient and

analyze these two attributes separately in Section 10.4.3.1.

10.4.3 Results

In this section we are going to present the results of our analysis, first

looking at the overall correlation study, and then at the per-domain results.

Overall Table 10.2 reports the correlations for the proposed attributes

(Section 10.4.1) averaged across all 36 setups. We also report the average

standard deviation across the Micro-F1 scores achieved within attribute

and computed separately for each train-test setup. The relation type

frequency is by far the most influential attribute: It reports the highest

absolute correlation value, and the highest standard deviation between

buckets including low- and high-frequent relations types in the train sets. In

the current setups with relatively small training sets (see CrossRE statistics

in Appendix 10.7.1) the amount of training instances have an high impact

on the final performance of the model. In addition, this is also influenced
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Figure 10.2: Per-domain Correlation Analysis. Spearman’s rank correla-
tion coefficient of the the 36 considered setups, averaged over the dev sets.

by the cross-domain setup, with diverse relation label distributions over

the six domains (see Figure 10.3). The second most relevant attribute is

entity distance, with the second highest absolute value in correlation

and a 6.1 average standard deviation across buckets containing entity pairs

at different distances. The entity type frequency presents a weaker

correlation, confirming the findings that we will discuss in Section 10.4.3.1

about the entity type. All the other attributes report an absolute correla-

tion value ranging between 0.2 and 0.0 indicating that within the overall

overview of the considered setups they have a lower impact on the model’s

performance.

Domain Level We visualize the average across the test domains in Fig-

ure 10.2. As previously noted, the relation type frequency trend con-

firms that the amount of training instances is the most influential attribute

within the current setup. The entity distance and sentence length

also present a similar trend across all six domains. The negative correla-

tion of the first indicates that, as we could intuitively expect, it is more

challenging to identify the semantic relation connecting two entities which
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are far apart in the sentence, with respect to entity pairs separated by

only a couple of tokens. The positive trend within the sentence length

attribute, instead, suggests that entity pairs belonging to long sentences

(i.e., where more context is given) are easier to classify than the ones from

short sentences. The entity density, and relation density attributes

present a general positive trend in correlation, but with some outliers

(literature and AI). High values in these attributes refer to sentences with

many instances, e.g., lists of entities which are all linked to an head entity

with a similar structure and (most likely) with the same relation type. For

example, in the music domain, a list of songs authored by a music artist, or

by a band. We speculate these to be easy patterns to identify and learn by

a deep learning model.

News is often an outlier with respect to the other domains. When

training on this domain the performance drops with higher values of entity

length (instead of improving as for most of the other domains), and for

entity type frequency is exactly the reverse. The latter is probably due

to the entity type hierarchy adopted, which maps the domain-specific entity

types defined by Liu et al. (2021b) for the other five domains into the types

included in the news domain. However, it should be noted that news comes

from a different data source and has ∼4 times fewer relations compared

to the other domains, which makes the results more unstable (Bassignana

and Plank, 2022a).

10.4.3.1 Categorical analysis

For the two categorical attributes it is not possible to compute the correla-

tion coefficients.

relation type The results in Figure 10.3 reveal that some of the types

are easier to learn across all domains than others (i.e. have higher scores,

despite their lower frequency). These can be explained because they

occur in very similar linguistic constructions, like “named”, which often

connects an entity to the consecutive acronym in brackets. Or because
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Figure 10.3: relation type Analysis. Distribution of the relation types in
the train sets of CrossRE (Bassignana and Plank, 2022a) (above), and F1
per label (bottom).

they mostly occur with the same entity types, like “temporal” with “event”

and “physical” with “location”. On the other hand, some relation labels

have different performances across domains. For example “win-defeat”

which in the domains of AI, literature, music, and science mostly links a

person winning an award. In the politics domain, instead, it refers to more

complex scenarios where one out of multiple mentioned political parties

wins the election. Or, in a completely different semantic context, a country

wins a war against another country. Unsurprisingly the most difficult are

clearly the infrequent ones, like “cause-effect”.

entity type The results in Figure 10.4 show that there is not a strong

link between the amount of training instances and the performance achieved,

confirming the findings from Figure 10.2. This is because in the CrossRE

guidelines there are no constraints linking the relation types to specific

entity types. The higher scoring types are mostly the ones that are implicitly

associated with specific relation types, e.g., “location” with the “physical”
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Figure 10.4: entity type Analysis. Distribution of the entity types in the
train sets of CrossRE (Bassignana and Plank, 2022a) (above), and Micro-F1
achieved on each bucket (bottom).

relation type, and “event” with “temporal”. On the other hand, the most

varied category “misc” is the most challenging (see entity mapping in

Table 10.5).

10.5 Application: Model Improvement

As mentioned in the introduction, our final aim is to guide better modeling

by targeting quantitatively measured weaknesses of the model. Here we

present a case study which exploits the findings of our proposed analysis.

From the overall results in Table 10.2 we can derive that the most influential

attribute is the relation type frequency, with a correlation of 0.9 and

the highest standard deviation of 24.9. Targeting this factor would mean

obtaining additional training data by manual annotation or via some data

augmentation techniques. Within this case study, we aim to focus on

improving the model architecture. Therefore, here we target the entity

distance attribute, which holds the second highest absolute correlation

(0.4), for improving the model performance.

10.5.1 Improved Experimental Setting

The fact that the entity distance (i.e., the number of tokens separating

e1 from e2) has a high influence on the RC model performance, means
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ccc ccc
…

pre-trained encoder

[E1] Cunningham [/E1] played his entire 11-year career with the [E2] Philadelphia Eagles [/E2] [SEP] [E1] Cunningham [/E1] [E2] Philadelphia Eagles [/E2]
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(d) ALL-FOUR

Figure 10.5: Proposed Setups. Representation of the baseline architecture
(a) and of the three proposed setups (b, c, d) which include the repetition
of e1 and e2 at the end of the sentence.

that the tokens between e1 and e2 can somehow mislead the prediction. In

order to target this issue, we aim at moving the two involved entities closer

to each other. We repeat the entities at the end of the original sentence

representation augmented with the entity markers. Then, similar to the

original CrossRE baseline (Section 10.3.2), we pass the input through

a pre-trained encoder and extract a representation on which we do the

classification of the relation with a linear layer. We test out three different

representations as illustrated in Figure 10.5:
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• FIRST-TWO concatenation of the representation of the first two entity

markers start, as in the original baseline setup;

• LAST-TWO concatenation of the representation of the last two entity

markers start, the ones introduced after the [SEP] token;

• ALL-FOUR concatenation of the representation of all four entity mark-

ers start, the original ones and the newly introduced.

In what follows, we show the effectiveness of moving the entities closer

to each other, and compare the three classification strategies described

above. The new model architectures are also included in our project

repository.4

10.5.2 New SOTA Results

Table 10.3 compares the performance of the original baseline architecture

with our proposed settings. In general, performances are higher with the re-

peated entities, except for the news domain, which achieves the least stable

results across all our analyses. As pointed out by the authors of the dataset,

this is the most challenging domain because it comes from a different data

source and contains the least amount of instances, making the scores more

unstable with respect to the other domains (Bassignana and Plank, 2022a).

Furthermore, ALL-FOUR consistently outperforms FIRST-TWO and LAST-TWO.

The gain of the overall average is even larger compared to the sum of

both individual gains, suggesting that they provide highly complementary

insights. The obtained improvements are substantial (> 3 points on aver-

age), and come at negligible costs—e.g., without drastically increasing the

training time with pre-training steps. We perform significance testing in

Appendix 10.7.4.

4https://anonymous.4open.science/r/RC-analysis-sSEM-3B2A
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TEST

TRAIN Æ _ Y \ ÿ 
 avg.

B
A

S
E

LI
N

E

Æ 46.4 32.9 27.5 44.6 36.4 35.3 37.2
_ 28.0 63.1 55.5 34.7 49.0 35.4 44.3
Y 25.3 44.2 70.8 38.8 37.2 29.9 41.0
\ 12.6 15.8 16.4 52.6 33.5 21.6 25.4
ÿ 20.1 34.0 40.6 40.5 55.8 31.2 37.0

 35.9 29.0 30.0 41.4 37.8 38.0 35.3

avg. 36.7

FI
R

S
T-

T
W

O

Æ 45.2 33.2 28.4 40.7 35.8 33.7 36.2
_ 25.7 66.4 64.2 37.8 53.6 35.8 47.3
Y 27.5 48.4 71.6 36.9 42.2 30.6 42.8
\ 14.1 17.0 18.9 43.6 35.5 23.2 25.3
ÿ 18.4 33.4 41.3 43.2 56.6 31.1 37.3

 36.8 28.6 30.2 40.7 36.3 38.6 35.2

avg. 37.4

LA
S

T-
T

W
O

Æ 45.0 35.1 31.7 41.4 39.7 34.6 37.9
_ 25.1 68.9 68.7 38.6 51.5 34.8 47.9
Y 28.6 57.6 73.2 38.2 39.1 32.4 44.8
\ 9.9 14.4 17.7 33.3 29.8 19.4 20.8
ÿ 15.7 28.7 38.6 42.2 55.6 29.9 35.1

 33.2 31.0 35.8 42.0 41.6 40.9 37.4

avg. 37.3

A
LL

-F
O

U
R

Æ 46.5 36.2 32.2 48.1 42.0 37.5 40.4
_ 25.8 69.4 68.2 40.1 53.9 35.8 48.9
Y 29.6 59.1 74.6 37.7 46.0 33.6 46.8
\ 12.8 16.3 20.5 41.4 32.9 21.4 24.2
ÿ 19.4 32.9 41.9 43.7 58.3 33.1 38.2

 38.0 31.8 34.2 45.8 44.9 41.3 39.3

avg. 39.6

Table 10.3: Performance Comparison Across Setups. Micro-F1 scores
achieved with the baseline architecture, and with the three proposed
variants. (bold): Scores beating the baseline; (underline): Highest scores
within the four setups.
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10.6 Conclusion

We present a tool for systematic quantitative analysis of the performance

of RC models, and conduct the first in-depth analysis of an RC system,

across 36 in- and cross-domain setups. We identify potentially influential

attributes, and correlate their value with model performance. Our findings

highlight the influence of data scarcity of relation types over the model

performance. The second most correlated attribute is the distance between

the two entities: The further away, the more challenging it is to classify the

semantic relation between them.

Last, we provide a case study exploiting the findings of the analysis for

improving the baseline architecture with a simple yet effective method. We

target the entity distance weakness, and by repeating the entities closer to

each other at the end of the sentence we achieve a new SOTA on CrossRE,

with an average improvement > 3 points Micro-F1. We provide code for

reproducing the proposed analysis on other RC setups (or related tasks, e.g.,

end-to-end RE). And we also release the code of the new SOTA architecture.

Our aim is to encourage preliminary quantitative analysis of models

prior to designing new architectures. Future work includes expanding the

set of attributes proposed in this work for RC in order to comprise other

tasks, with different challenges.

Ethics Statement

We do not foresee any potential risk related to this work. The data we

use is published freely by Liu et al. (2021b) and Bassignana and Plank

(2022a).

Limitations

In this work we report a case study of our proposed evaluation suite over

CrossRE which includes six datasets covering six text domains. We fo-

cused mainly on the current SOTA model, future work could consider
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SENTENCES RELATIONS

train dev test tot. train dev test tot.

AI 100 350 431 881 350 1,006 1,127 2,483
literature 100 400 416 916 397 1,539 1,591 3,527

music 100 350 399 849 496 1,861 2,333 4,690
news 164 350 400 914 175 300 396 871

politics 101 350 400 851 502 1,616 1,831 3,949
science 103 351 400 854 355 1,340 1,393 3,088

tot. 668 2,151 2,446 5,265 2,275 7,662 8,671 18,608

Table 10.4: CrossRE Statistics. Number of sentences and number of
relations for each domain of CrossRE (Bassignana and Plank, 2022a).

more models and datasets. The set of attributes is mostly bound to the

RC task, but other relation-based tasks could employ similar attributes.

More aspects could be included in the analysis in order to inspect specific

strengths and weaknesses of the model, or in order to adapt it to other

related structured prediction tasks. Last, with respect to the model im-

provement in Section 10.5, we focus on the architecture of the RC model,

but given the high impact of the relation type frequency attribute, data

augmentation techniques could be explored in order to further improve

the performance of the model.
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10.7 Appendix

10.7.1 CrossRE Statistics

We report in Table 10.4 the dataset statistics of CrossRE (Bassignana and

Plank, 2022a).
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person location miscellaneous
researcher country field program language
writer task product
musical artist algorithm metrics
politician book literary genre
scientist award poem

organization event magazine music genre
university election song album
band conference musical instrument discipline
political party enzyme chemical element

chemical compound protein
astronomical object theory
academic journal

Table 10.5: Entity Hierarchy. Mapping of the original 39 domain-specific
entity types by Liu et al. (2021b) into five domain-agnostic meta types.

Parameter Value

Encoder bert-base-cased
Classifier 1-layer FFNN

Loss Cross Entropy
Optimizer Adam optimizer

Learning rate 2e−5

Batch size 32
Seeds 4012, 5096, 8257, 8824, 9908

Table 10.6: Hyperparameters Setting. Model details for reproducibility of
the experiments.

10.7.2 Entity Type Mapping

The CrossRE dataset adopts the 39 domain-specific entity types initially

proposed by Liu et al. (2021b) in CrossNER. When dealing with the entity

type and entity type frequency attributes, in order to perform our cross-

domain analysis, we map the original 39 entity types into five domain-

agnostic meta entity types as illustrated in Table 10.5.

10.7.3 Reproducibility

We report in Table 10.6 the hyperparameter setting of our RC model (see

Section 10.3.2). All experiments were ran on an NVIDIA® A100 SXM4 40

GB GPU and an AMD EPYC™ 7662 64-Core CPU.
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BASELINE 1.0 0.8 0.8 0.9

FIRST-TWO 0.0 1.0 0.1 1.0

LAST-TWO 0.0 0.3 1.0 1.0

ALL-FOUR 0.0 0.0 0.0 1.0

Table 10.7: Significance Testing. ASO scores comparing the experimental
setups described in Section 10.5. Read as row → column.

10.7.4 Significance Testing

We compare our setups using the Almost Stochastic Order test (ASO; Del Bar-

rio et al. (2018); Dror et al. (2019)) implementation by Ulmer et al.

(2022b). The method computes a score (ϵmin) which represents how far

the first is from being significantly better in respect to the second. The

possible scenarios are therefore ϵmin = 0.0 (truly stochastic dominance),

and ϵmin < 0.5 (almost stochastic dominance). Table 10.7 reports the ASO

scores with a confidence level of α = 0.05 adjusted by using the Bonferroni

correction (Bonferroni, 1936). See Section 10.5 for the setup details.

191





Chapter 11

Dissecting Biases in Relation
Extraction: A Cross-Dataset
Analysis on People’s Gender
and Origin

The work presented in this chapter is based on the paper: Marco Antonio

Stranisci*, Pere-Lluís Huguet Cabot*, Elisa Bassignana*, and Roberto Nav-

igli. Dissecting Biases in Relation Extraction: A Cross-Dataset Analysis on

People’s Gender and Origin. 2024
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Abstract

Relation Extraction (RE) is at the core of many Natural Language Un-

derstanding tasks, including knowledge-base population and Question

Answering. However, any Natural Language Processing system is exposed

to biases, and the analysis of these has not received much attention in RE.

We propose a new method for inspecting bias in the RE pipeline, which

is completely transparent in terms of interpretability. Specifically, in this

work we analyze biases related to gender and place of birth. Our method-

ology includes (i) obtaining semantic triplets (subject, object, semantic

relation) involving ‘person’ entities from RE resources, (ii) collecting meta-

information (‘gender’ and ‘place of birth’) using Entity Linking technologies,

and then (iii) analyze the distribution of triplets across different groups

(e.g., men versus women). We investigate bias at two levels: In the training

data of three commonly used RE datasets (SREDFM, CrossRE, NYT), and

in the predictions of a state-of-the-art RE approach (REBEL). To enable

cross-dataset analysis, we introduce a taxonomy of relation types mapping

the label sets of different RE datasets to a unified label space. Our findings

reveal that bias is a compounded issue affecting underrepresented groups

within data and predictions for RE.

11.1 Introduction

Language technologies are widely spreading throughout our everyday

life. However, it has been demonstrated that these technologies are of-

ten affected by the presence of gender and racial biases (Kurita et al.,

2019; Tan and Celis, 2019). “Bias” is a cover term for a number of is-

sues, which according to Hovy and Prabhumoye (2021) may emerge at

any stage of the Natural Language Processing (NLP) pipeline. They could

come from the data curation process (Sap et al., 2019), be intrinsic into

the trained model (Zhao et al., 2017), or they could derive from the cul-

tural background of NLP practitioners (Santy et al., 2023). An orthogonal

taxonomy of biases distinguishes between allocative and representational
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ones (Suresh and Guttag, 2021). Allocative biases regard the unequal

distribution of opportunities across different groups, such as disparity in

granting loans (Hardt et al., 2016) or the systematic exclusion of certain

minorities from public archives (Weathington and Brubaker, 2023). Repre-
sentational biases focus on stereotypical associations between groups and

certain features (Caliskan et al., 2017) (e.g., women and lexicon about

marriage and parenthood). Blodgett et al. (2020) show that existing works

in NLP mainly focus on representational biases while the allocative ones are

often overlooked.

In this context, Relation Extraction (RE) techniques represent a power-

ful tool to jointly explore the two types of bias described above. RE methods

extract fine-grained triples from texts (subject, object, and the semantic

relation connecting them), allowing for the discovery of gaps in digital

archives. Previous work performed event extraction on Wikipedia biogra-

phies to study the presence of systematic gender biases in this archive (Sun

and Peng, 2021; Stranisci et al., 2023). Gaut et al. (2020) collected a

distantly supervised dataset from Wikipedia for exploring gender bias in RE,

but they only include four relation types (‘spouse’, ‘hypernym’, ‘birthDate’,

‘birthPlace’). Despite this preliminary work, standards for the adoption

and evaluation of RE techniques for bias detection are still missing and

are limited to the analysis of gender. Furthermore, before using RE for

bias detection there is the pressing need to explore whether these systems

portray any themselves.

In this paper, we explore the presence of biases in RE, both at the level

of data (by analyzing the training data) and model (by analyzing the model

predictions). We illustrate our procedure in Figure 11.1. As a first step, in

order to enable cross-dataset analysis, we introduce a taxonomy of relation

types mapping the label sets from different RE datasets into a unified label

space. Then, as a second and third steps we collect information about

people mentioned in a text. This includes semantic relations involving

people (from RE), and meta-information related to them (i.e., ‘gender’

and ‘place of birth’; using Entity Linking). As a last step, we explore the
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2 3 4Relation 
Extraction Entity Linking Bias analysis1

Label 
alignment

contributes
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field 
…

unified taxonomy

producer 
part of 
occupation 
movement 
…

dataset 1  

part of 
artifact 
…

dataset 2  Dune tied with Roger 
Zelazny's This Immortal for 
the Hugo Award in 1966.

Roger Zelazny

This Immortal

contributes
PERSON

BOOK

Q295406
sex or gender: male

place of birth: Euclid 

dataset 1 dataset 2 dataset 3

men 0.9 0.4 1.4

women 0.7 3.5 3.4


…
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member …

women
men

dataset 1 dataset 2 dataset 3

contributes 0.7 1.2 0.5

member 1.3 0.9 0.3

field 2.3 0.8 0.6

…

Figure 11.1: Overview of our Proposed Methodology. The first step aligns
the label sets of different RE datasets into a unified taxonomy of relation
types. In the second step, we extract semantic triplets including ‘person’
entities. Within the third step, we collect socio-demographic information
from Wikidata of the people extracted in the second step. Finally, in the
last step we analyze potential allocative and representational imbalances in
the distribution of the extracted information (entities and relations) across
different social groups (e.g., men versus women).

allocative and representational biases by inspecting potential imbalances

into the distribution of the extracted triples across different groups (e.g.,

men versus women). Concretely, we investigate if any relation type (e.g.,

member, contributes) is more likely associated with one social group (more

details in Section 11.5). We repeat our procedure both on the training sets

on three widely adopted RE datasets: SREDFM (Huguet Cabot et al., 2023),

CrossRE (Bassignana and Plank, 2022a), NYT (Riedel et al., 2010); and on

the predictions of a state-of-the-art RE approach, REBEL (Huguet Cabot

and Navigli, 2021).

Not only do our findings corroborate existing research regarding the

prevalence of gender biases in RE but they also broaden the discourse

by uncovering biases along additional dimensions, such as origin. To

our knowledge, this is the first investigation that examines bias through

the lens of transfer learning and reveals the nuanced effects of simplistic

interventions like data balancing. While such strategies may reduce biases

for certain target groups, they can inadvertently introduce new biases,
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underscoring the necessity for a more sophisticated, multi-axial approach

for bias mitigation.

The contributions of this paper are:

• We introduce a meticulous bias analysis procedure for RE designed

to be applicable across various dimensions, addressing both dataset

and model-level biases.

• An in-depth analysis of biases related to ‘gender’ and ‘place of birth’

in the train sets of three widely adopted RE datasets and on the

predictions of a SotA RE model on those.

• A taxonomy of relation types mapping the label sets of different

RE datasets into a unified label space. The taxonomy makes our

approach robust and versatile, and opens to cross-dataset analysis.

11.2 Related Work

Sun et al. (2019) and Blodgett et al. (2020) emphasize current issues in the

research about bias detection and mitigation. The first presents a survey

aimed at identifying research directions for gender bias detection, while the

second criticizes how research in bias detection and mitigation is usually

conducted. In order to make explicit potential biases in NLP, Bender and

Friedman (2018) and Mitchell et al. (2019) propose to better document

datasets and Language Models (LMs) respectively.

Some works released ad-hoc datasets to explore bias detection. Zhao

et al. (2018) presented WinoBias, a dataset for coreference resolution

aimed at testing stereotypical associations between women and certain

types of profession. Nadeem et al. (2021) introduced StereoSet, for testing

the presence of stereotypical knowledge in LMs while Gehman et al. (2020)

released RealToxicityPrompt, a list of annotated prompts that is intended to

measure the toxicity of text generated by LMs. Kiritchenko and Mohammad

(2018) presented the Equity Evaluation Corpus, designed to measure

gender and racial biases in models trained for sentiment analysis.
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Several work on bias analysis focuses on inspecting the internal repre-

sentation of NLP models. Caliskan et al. (2017) proposed two metrics for

bias detection from word embeddings; May et al. (2019) from sentence

encoders; and Kurita et al. (2019) from contextualized word embeddings.

More recent approaches in this direction use probing strategies (Lauscher

et al., 2022; Köksal et al., 2023). However, the outcome of these methods

is often hard to interpret because of the black box nature of neural models.

In order to prioritize interpretability of the results and obtain a more trans-

parent bias analysis, we propose a new procedure for bias detection in RE

technologies, which is applicable both at the level of data and model.

11.3 Methodology

We introduce a four-step procedure for detecting biases related to ‘gender’

and ‘place of birth’ in the Relation Extraction pipeline (see Figure 11.1).

The method can be easily extended to explore other socio-demographic

biases.

1 First, we align the label spaces of different RE datasets using a

unique taxonomy of relations with the aim of performing comparable

analysis across corpora (details in Section 11.3.1).

2 As a second step, we employ Relation Extraction in order to gather

triplets (subject, object, relation) about people mentioned in a text. This

can be done by filtering the triplets in which at least one of the two entities

has type ‘person’. We leverage the triplets in labeled training sets as well

as in the predictions of systems trained using them.

3 We collect socio-demographic data about people that are included

in the biographical triplets extracted in step 2 . We use Entity Linking

(EL) to disambiguate the entity spans with type ‘person’ and link them to

Wikidata (Vrandečić and Krötzsch, 2014) entries. We collect two types of

meta-information from Wikidata: ‘gender’ and ‘place of birth’.

4 Last, given the triplets extracted in the second step and the socio-

demographic information collected in the third step, we conduct bias

analysis by investigating any imbalance in the distribution of relations
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across different social groups (e.g., men versus women). Since it has

been demonstrated that biases may occur at any stage of the NLP pipeline

(Hovy and Prabhumoye, 2021), we applied our procedure for assessing

the presence of biases both on the corpora used for training RE models

and on the entities and relations predicted by them. Specifically, we

investigate allocative bias in the training data (Section 11.5.1) and in the

predictions made by these models (Section 11.5.3). Similarly, we examine

representational bias, adapting metrics from earlier studies to evaluate both

the training datasets (Section 11.5.2) and the predictions (Section 11.5.4).

11.3.1 Relation Type Taxonomy

RE datasets often include a label set with relation types which are too

fine-grained with respect to our objective of exploring social biases related

to ‘gender’ and ‘place of birth’ (e.g., field-of-work and occupation from

SREDFM). Aggregating certain types to broader categories enables a higher-

level analysis with enough samples per type that would be otherwise

unfeasible with infrequent or narrow ones. In addition, we face the issue

of lack of standards in dataset annotation for RE (Bassignana and Plank,

2022b), which prevents the comparison of results across corpora (e.g.,

the relation type /people/person/profession in NYT versus occupation in

SREDFM). To overcome these issues we introduce a taxonomy of relation

types mapping the original types from the different datasets into a unified

label space (e.g., field-of-work, occupation and /people/person/profession
to field). The taxonomy enables cross-dataset comparison and makes our

approach versatile. Table 11.1 reports the ten newly introduced labels,

with the co-occurring entity types (one entity type is always a person), and

a corresponding example. The taxonomy is organized around the entity

types that are part of the triplet. For instance, contributes is used to identify

all triples with a person and a work, while relationship represents triplets

where both subject and object are persons.
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Relation Co-occurring Example
type entity

contributes work In 2018, Zhao directed her third feature film,
Nomadland, starring Frances McDormand

date date Rosa Luxemburg born Rozalia Luksenburg, 5
March 1871

field occupation, Stephen William Hawking was an En-
discipline glish theoretical physicist, cosmologist

geographical place Born in Ogidi, Colonial Nigeria, Ache-
relation be’s childhood was influenced by both Igbo tradi-

tional culture and postcolonial Christianity

language language Seedorf speaks six languages fluently: Dutch, En-
glish, Italian, Portuguese, Spanish and Sranan
Tongo

member organization Ahead of the 2009–10 season, Ronaldo joined
Real Madrid for a world record transfer fee at the
time of £80 million (C94 million)

participated event Tim Burton appeared at the 2009 Comic-Con in
San Diego, California, to promote both 9 and
Alice in Wonderland

position organization Meredith Whittaker is the president of
held the Signal Foundation and serves on their board

of directors

relationship person Billy Porter married Adam Smith on January 14,
2017, after meeting him in 2009

topic work Napoleon appears briefly in the first section of
Victor Hugo’s Les Misérables, and is extensively
referenced in later sections

Table 11.1: Relation Type Taxonomy. A list of biographical situations
designed for RE. Labels are distinguished on the basis of the co-occurring
entities in a triple. All examples are derived from the English Wikipedia.
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Train Validation Test
sent. rel. sent. rel. sent. rel.

SREDFM 1,199,046 2,480,098 6,333 13,322 3,015 6,474
CrossRE 297 1,220 835 3,483 891 3,604
NYT 19,709 26,267 1,765 2,318 1,773 2,327

Table 11.2: Dataset Statistics. Number of sentences and number of triplets
(relations) for each dataset.

11.4 Experimental Setup

We follow the four-step procedure described in Section 11.3 to investigate

biases in three commonly adopted RE datasets, and the predictions of a

popular RE model. Below, we describe our experimental setup in terms

of datasets (Section 11.4.1) and modeling (Section 11.4.2). Details about

their licenses can be found in Appendix 11.8.2.

11.4.1 Datasets

SREDFM (Huguet Cabot et al., 2023). The SREDFM dataset is a distantly

annotated dataset build on top of Wikipedia pages and Wikidata relations,

employing a novel triplet critic filtering. The dataset covers 17 languages,

but for the scope of this paper we employ only the English portion. Since

this is the larger corpus in our study, we use it as a pre-training stage for

the experiments on the other two datasets.

CrossRE (Bassignana and Plank, 2022a). CrossRE is a multi-domain

dataset for RE containing data from the news, politics, natural science,

music, literature and artificial intelligence domains. This dataset is the only

entirely manually-annotated in our study. Given the small size of the six

sub-sets, in our experiments we join the data across the different domains.

NYT (Riedel et al., 2010). NYT is a RE dataset consisting of news sen-

tences from the New York Times corpus. It contains distantly annotated
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relations using FreeBase. We use the processed version of Zeng et al.

(2018) called NYT-multi.

For each of these datasets, we filter the triplets which include at least

one entity ‘person’. In Table 11.2 we report the statistics of the corpora

after the filtering phase. In addition, following step 1 in Section 11.3,

we map the original relation types of the three datasets, into a unified

label space defined by our taxonomy of relation types (Section 11.3.1). We

report our mapping in Table 11.8 in Appendix 11.8.1.

11.4.2 Models

In steps 2 and 3 of our proposed procedure (described in Section 11.3)

we employ a Relation Extraction (RE) and an Entity Linking (EL) model

respectively. Below we describe them both.

REBEL (Huguet Cabot and Navigli, 2021). For RE, we employ the same

setup as REBEL, a generative model based on BART (Lewis et al., 2020).

We use the same default parameters as the original paper and train on top

of BART-large.

EntQA (Zhang et al., 2022b). To disambiguate the extracted entities

‘person’ and link them to Wikidata (Vrandečić and Krötzsch, 2014) we use

EntQA, a recent state-of-the-art EL system based on the Retriever-Reader

paradigm. We employ it to perform entity disambiguation on the entity

spans extracted by REBEL. We only default to these predictions when the

original dataset does not have a link to Wikidata, either because a span

prediction was not labeled as an entity in the dataset, or because the

original dataset did not include disambiguated entities. We use EntQA

out-of-the-box (i.e., we do not fine-tune it on our datasets).

11.4.3 Relation Extraction Experiments

As mentioned in Section 11.4.1, we use SREDFM for pre-training REBEL be-

fore employing it on the two smaller datasets (CrossRE, NYT). We perform
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+ SREDFM pre-train

Test taxonomy original taxonomy balanced

SREDFM 69.13 71.07 64.84

zero-shot
CrossRE 17.35 20.27 20.07
NYT 28.58 32.89 33.66

fine-tuned
CrossRE 44.72 51.74 52.04 52.12
NYT 89.26 88.47 88.52 89.83

Table 11.3: Experiments Performance. Micro-F1 scores of REBEL trained
and evaluated on SREDFM, zero-shot and fine-tuning evaluation on CrossRE
and NYT. ‘original’ refers to a model trained on the original label set;
‘taxonomy’ indicates that the model was trained on the taxonomy mapping
(see Table 11.8); ‘balanced’ stands for a gender-balanced version of it
(see Section 11.6). First row indicates performance after pre-training on
SREDFM test set.

two categories of experiments: ‘Zero-shot’, where REBEL is pre-trained

on SREDFM and directly evaluated on CrossRE and NYT; and ‘fine-tuning’,

where REBEL is both pre-trained on SREDFM and fine-tuned on the target

dataset.

Zero-shot Experiments. In Table 11.3 we report the scores of REBEL

trained on SREDFM and evaluated on CrossRE and NYT in a zero-shot

fashion. Evaluation is always done in the coarse-grained space of the

taxonomy, either on the predictions of a model trained on SREDFM mapped

to the taxonomy (column ‘taxonomy’), or by mapping the predictions of a

model trained on the original labels to the taxonomy (column ‘original’).

Training on the taxonomy relation types improves the performance for

both datasets. These results validate our proposed mapping as a way to

unify label sets from different datasets.

Fine-tuning Experiments. Similarly to the previous experiment, in Ta-

ble 11.3 we report the scores of REBEL trained on SREDFM and then

fine-tuned on CrossRE or NYT, as well as regular fine-tuning without pre-

training (left column). These experiments allow us to explore the use

203



11.5. Social Bias Analysis Chapter 11. Dissecting Biases in RE

SREDFM CrossRE NYT

Women 20.0% 11.8% 17.3%
Global South 18.9% 10.0% 12.2%

Table 11.4: Allocative Bias in Training Data. The percentage of women
and Global South people in SREDFM, CrossRE, and NYT corpora.

of our shared label space as a means of transfer learning across datasets

and later on study how transfer learning affects the bias distribution (see

Sections 11.5.3 and 11.5.4). Differences in performance are smaller than

in the zero-shot counterpart, especially when enough data is available in

the target dataset (NYT). Still, this experiment showcases that pre-training

on the taxonomy improves performance on low data regimes while it has a

small difference on larger ones.

11.5 Social Bias Analysis

In this section we report our bias analysis conducted on the training sets of

the datasets described in Section 11.4.1 and on the predictions obtained

with our trained models. In line with previous work on ‘gender’ bias

analysis, we consider men versus women (Zhang and Terveen, 2021). For

biases related to the ‘place of birth’, instead, we follow previous work

and consider Global North versus Global South (Dirlik, 2007). We discuss

more in details these division in the Limitation Section. We maintain the

distinction between allocative and representational biases and explore both

bias types at the level of training sets (Sections 11.5.1 and 11.5.2) and in

the predictions (Sections 11.5.3 and 11.5.4).

11.5.1 Allocative Bias in Training Data

To assess the allocative bias in training data we compare the distributions

across two axes between entities that are included in SREDFM, CrossRE,

and NYT: The distribution of women against men, and of people born in

a Global South countries against ones born in the Global North. As ex-
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plained in Section 11.3 we gather this meta-information about people from

Wikidata, a collaborative knowledge graph that is part of the Wikimedia

ecosystem. Since the analysis relies on metadata extracted from Wikidata,

we are only able to compare people whose information about their ‘gender’

(Wikidata ID P21) and ‘place of birth’ (Wikipedia ID P19) are available.

This did not have an impact on the analysis of ‘gender’, while the Wikidata

gap with respect to ‘place of birth’ is 31% of people from SREDFM, 8%

from CrossRE and 11% from NYT. Once we obtained this information, in

Table 11.4 we observe the distribution of women and Southern people in or-

der to understand to which extent they are underrepresented in RE corpora.

CrossRE is the corpus where both categories are less represented while in

SREDFM they benefit from a higher representation. Overall, the analysis

shows a significant underrepresentation of women and people born in the

Global South across all corpora, always falling in a range between 10% and

20% of the total. This is even more daring when considering that the Global

South accounts for around 80% of the world population. We also want to

stress that these allocative biases are compounded from several sources.

All our datasets are in English, and from sources that target an English

speaking audience. Wikidata and Wikipedia showcase a skewed gender

distribution where only 25% and 20% respectively of people’s pages are

women (Zhang and Terveen, 2021), furthermore Wikipedia collaborators

are 83% male.1 The annotation process for each of the datasets we analyze

may also introduce further biases. Our goal here is not to pinpoint where

these biases originated but rather how they are reflected in RE resources.

11.5.2 Representational Bias in Training Data

The analysis of representational biases relies on a Monte Carlo experiment

that simulates a balanced distribution of people along the axes of ‘gender’

(men vs women) and ‘place of birth’ (Global North vs Global South). For

each training set we perform an experiment structured in three parts: (i)
We randomly pick 100 individuals for each group and average the number

1https://en.wikipedia.org/wiki/Wikipedia:Wikipedians
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SREDFM CrossRE NYT SREDFM CrossRE NYT
M W M W M W N S N S N S

contributes 0.28 0.475 0.407 0.291 – – 0.758 0.162 0.447 0.333 – –
date 1.038 0.926 – – – – 1.07 0.993 – – – –
field 0.388 0.291 – – – – 0.394 0.451 – – 0.002 0.0
geographical 0.469 0.368 0.218 0.218 3.251 2.164 0.501 0.64 0.198 0.644 0.965 1.019
language 0.013 0.006 – – – – 0.025 0.024 – – – –
member 0.21 0.164 0.229 0.218 0.739 0.283 0.252 0.201 0.300 0.222 0.169 0.121
participated 0.088 0.049 0.278 0.145 – – 0.052 0.08 0.218 0.133 – –
position held 0.091 0.038 0.745 0.727 0.085 0.012 0.144 0.196 0.742 1.200 0.036 0.009
relationship 0.124 0.215 0.098 0.036 0.078 0.211 0.132 0.119 0.093 0.111 0.077 0.025
topic 0.001 0.001 0.018 0.018 – – 0.002 0.002 0.013 0.0 – –

Table 11.5: Representational Bias in Training Data. Results of the
experiment aimed at identifying statistically-significant differences between
social groups for each relation and across corpora. Values represent the
proportion of each relation type per person. First six columns report the
comparison between men (M) and women (W); last six between Global
North (N) and South (S) people. For each relation, we report the group
that is significantly more associated with it in bold, if neither is it means
that there is not a statistically significant difference (p ≥ 0.05).

of relation in which they are subject or object. (ii) We repeat the sampling

10 times for each distribution. (iii) For each relation type we calculate the

t-test statistics between the 10 mean scores of a majority and a minority

group. Results are reported in Table 11.5. For each relation we report

the average per social group and whether there is a significant difference

between the two groups. The comparison between genders shows that

member and position held are significantly related to men in the NYT corpus,

perhaps due to its nature as a news corpus, along with geographical (also in

SREDFM). Relationship is instead skewed towards women in SREDFM and

NYT, and towards men in CrossRE. From the comparison between Global

North and South it emerges that the latter are always more associated to

geographical. The position held property behaves differently across corpora:

It is mostly related to South in SREDFM and CrossRE, and to North people

in NYT, which is also skewed towards this group for the member relation.

Relationship is significantly associated to Global South people only in NYT.

In general, some trends emerge when comparing across datasets. The

only gender bias that favors women concerns relationship, while all the

other types (when significant) skew towards men, independently of the
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SREDFM CrossRE NYT

Women – - 2.2% + 5.6%
+ SREDFM - 3.5% - 5.8% + 0.6%
+ gen. balanced - 2.9% - 4.4% 0.0%

Global South – - 8.3% - 2.1%
+ SREDFM - 1.7% - 6.7% - 1.6%
+ gen. balanced - 0.3% - 9.9% - 5.9%

Table 11.6: Allocative Bias in Prediction. Percentage difference of women
and Global South people in false positive and true positive predictions
of the model when trained on each dataset (first row), fine-tuned on top
of SREDFM pre-training (second row) or fine-tuned on top of a gender-
balanced SREDFM pre-training (third row).

dataset. On the other hand, with respect to the North/South analysis,

biases are more widespead and of different nature. Of the three datasets,

SREDFM shows less biases on this dimension, and coincidentally it is the

one having a higher percentage of people from the Global South (see

Table 11.4). It is worth noticing how the only bias favoring North shared

across datasets (with a very high degree in SREDFM) is contributes, which

may be reflective of an overall cultural bias within the English Wikipedia,

from which both SREDFM and CrossRE are collected.

Summarizing, the analysis shows the presence of recurring represen-
tational biases against underrepresented groups, specifically for certain

relation types: relationship for women, geographical for Global South. NYT

includes the highest number of biases, where men and Northern peo-

ple mostly appear in relations that emphasize their profession (member,
position held).

11.5.3 Allocative Bias in Prediction

Our analysis on bias in predictions follows that of Gaut et al. (2020). For

allocative bias we rely on the False Positive Balance score (FP Bal) inspired

by Hardt et al. (2016). This metric is a comparison between the percentage

of entities belonging to an underrepresented group in the model’s wrong
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predictions and their distribution in the test and evaluation sets. A positive

delta between these two percentages is interpreted as the model tendency

to recognize entities from an underrepresented group. The analysis is

performed on predictions obtained with and without SREDFM pre-training,

while always fine-tuning on the target dataset (Table 11.3). This allows

to assess the impact of SREDFM pre-training on the distribution of bias.

Table 11.6 shows that women and Global South people are affected by

allocative harms in different proportions and that these vary across corpora.

The FP Bal score is negative for women in CrossRE, while in NYT it is

positive. Using the pre-trained model before fine-tuning amplifies this bias

in CrossRE (from -2.2 to -5.8), while it lowers it in the NYT (from +5.6

to +0.06). The opposite happens if Global South people are considered.

Given the fact that a negative FP Bal emerges in all distributions, the pre-

training step reduces this bias from -8.3 to -6.7 in CrossRE and from -2.1

to -1.6 in NYT.

In summary, while adopting SREDFM for transfer learning to CrossRE

and NYT has a positive effect on the performance (CrossRE goes from 44.72

to 52.04, see Table 11.3), it has a mixed effect with respect to the biases.

On one side, it amplifies the allocative biases for women in predictions, on

the other it introduces a mitigation in favor of people from Global South.

This could be explained by SREDFM showing a lower starting bias of -1.7

compared to the other datasets, and therefore acting as a mitigator when

used as a pre-trained model. The opposite is observed for women, where

SREDFM has a higher starting bias (-3.5).

11.5.4 Representational Bias in Prediction

We perform the representational bias analysis on the predictions by adopting

the Minority Recall Gap metric (RecGap). Inspired by the ‘true positive

rate gender gap’ from De-Arteaga et al. (2019), our metric measures the

differences in recall for predictions of two groups. Since the data used

for evaluation is unbalanced and some relation types are rare, we only

compute the RecGap for types appearing at least 10 times in each corpus.

208



Chapter 11. Dissecting Biases in RE 11.5.4. Representational Bias in Prediction

gender place of birth
SREDFM CrossRE NYT SREDFM CrossRE NYT

contributes + 0.03 - 0.01 – + 0.04 - 0.30 –
date + 0.03 – – - 0.05 – –
field + 0.05 – – - 0.03 – –
geographical - 0.09 + 0.16 + 0.04 + 0.23 + 0.15 + 0.05
language – – – + 0.29 –
member - 0.12 - 0.10 – – - 0.10 –
participated - 0.07 - 0.01 – + 0.10 - 0.06 –
position held - 0.17 0.00 - 0.01 + 0.10 - 0.04 - 0.02
relationship + 0.07 + 0.14 - 0.17 + 0.15 + 0.03 + 0.16
topic – – – – – –

Table 11.7: Representational Bias in Prediction. The RecGap on the
evaluation triples with respect to the underrepresented groups (i.e., positive
values for women and people from the Global South). ‘–’ means that the
relation type appears less than 10 times.

Table 11.7 shows the RecGap for each relation throughout all datasets.

A positive value means that the model is more likely to retrieve a relation

if it is associated to an underrepresented group (i.e., women and people

from the South); on the opposite, a negative value means that the model

is more likely to retrieve the relation type if it includes men or people

from the Global North respectively. The analysis shows patters that already

emerged in the training sets (Section 11.5.2). Relationship and geographical
triples are more often retrieved when a woman or a Global South person

represents its subject or object in five out of six cases. The only exceptions

are SREDFM, which achieves a RecGap score of −0.09 in favor of men for

geographical, and NYT, with a score of −0.17 in favor of men for relationship.

The opposite happens for position held, which is mostly retrieved for Global

South (+0.10) only in SREDFM, while in all the other cases it always leans

towards Global North. Contributes achieves a positive RecGap in SREDFM

and a negative one in CrossRE for both bias analysis, while member is

always mostly associated with men or people from the North. The same

happens for participated, except for ‘place of birth’ in SREDFM. Finally, field
and date are more associated with women and Global North.
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These results mostly follow the trends in the training datasets (Sec-

tion 11.5.2). Representational biases in predictions regard similar associa-

tions between certain categories of people and relation types: Women with

relationship, Southern people with geographical, men and Northern people

with member. However, the model seems to have its own impact on the

propagation of biases. For instance, field does not present statistically sig-

nificant differences between Global North and Global South in the training

sets (see Table 11.5), but it is mostly associated to Northern people in the

predictions. This behavior underlines the need of designing approaches for

bias detection that encompass all the stages of the RE task.

11.6 Bias Mitigation

In this section we look at a common approach to tackle skewed distri-

butions of data by balancing the pre-training data (SREDFM) in order to

obtain fairer representations of underrepresented groups. This mitigating

strategy was the only one shown to be effective in Gaut et al. (2020).

Since in Table 11.6 the ‘gender’ bias of SREDFM is more pronounced with

respect to the bias related to the ‘place of birth’ (−3.5% versus −1.7%), we

consider the ‘gender’ axis and re-train REBEL on a dataset with a balanced

distribution across genders. In order to do so, we gather from SREDFM all

triplets involving at least one woman, and then we add triplets involving

men until we reach an equal amount. As a results, we obtained a dataset

of 836, 638 instances, of which 50.7% involves at least one woman.

As it can be observed in the bottom line of Table 11.6, the adoption

of a gender balanced pre-training dataset has a mitigation effect on the

allocative biases against both underrepresented groups in SREDFM. The

FP Bal decreases from −3.5% to −2.9% against women and from −1.7% to

−0.3% against Southern people. The effect on the gender bias of the other

datasets is also positive. The balanced distribution improves the FP Bal

score from −5.8% to −4.4% in CrossRE, and from +0.06 to 0 in the NYT

corpus. However, balancing the gender axis has a negative impact on the

allocative bias against people from the Global South both in CrossRE and
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NYT. In CrossRE, it amplifies them from −8.3% to −9.9%, while in the

NYT corpus from −2.1% to −5.9%. This could be explained by the drop

of presence of Southern people in SREDFM from 18.9% (see Table 11.4)

to 16.9% in the balanced version. An intersectional approach (Crenshaw,

2017) that jointly considers these sources of underrepresentation could be

explored to better understand how to mitigate biases from multiple angles.

11.7 Conclusion

In this paper we address the critical matter of biases within RE data and

systems, and propose a four-step procedure to analyze them. Our approach

showcases the widespread nature of biases in the life-cycle of RE systems,

encompassing datasets, transfer learning and model predictions. Our

findings reveal a concerning underrepresentation of women and individuals

from the Global South as well as undesired biases for specific relation types.

We demonstrate that tackling bias is a complex and compounded issue

which requires careful thought. Simple techniques, such as balancing

the data for an underrepresented group, may introduce other unwanted

biases. We also provide a carefully designed taxonomy of relation types

that enables comparison and effective transfer across RE datasets.

In conclusion our work serves a dual purpose: On one side, it sheds light

on the pervasive biases related to gender and origin within RE datasets

and systems, on the other it offers a critical perspective on the use of

Information Extraction (IE) techniques for bias exploration. This study

emphasizes the need for nuanced, multi-faceted approaches to detect and

mitigate biases, urging the community to proceed with caution and depth

in developing and applying RE technologies.

Limitations

The first limitation of this work regards the taxonomy adopted for dis-

tinguishing people on the basis of their ‘place of birth’ in the context of

a globalized world. We adopt the distinction between Global North and
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Global South as it has been recently re-proposed as a framework by the

United Nations. However, such a conceptualization has been proposed in a

Western context and thus might have an impact on the cultural representa-

tion of this underrepresented group. Therefore, we design an operational

definition of country belonging to the Global South as being a former

colony and having a Human Development Index lower than 0.8.

The second limitation regards the usage of Wikidata for the collection

of socio-demographic information about people. The underrepresentation

of women and people from the Global South in this knowledge base is

a known issue that may have an impact in the analysis. People from the

Global South correspond to 85% of the world population, while in Wikidata

they represent only the 17.2%. Women are 24.1% in Wikidata, against

49.7% in the real world. Unfortunately, at the time of writing there are no

alternative open resources with the same coverage of Wikidata.

A final limitation of our work regards gender. Since we rely on Wikidata

to augment corpora with socio-demographic information, we must adopt

their P21 property that squeezes biological sex, gender identity, and sexual

orientation in a single label. Additionally, the representation of people

who do not identify as men or women is statistically irrelevant in our RE

corpora. Therefore, we were not able to adopt a non-binary perspective on

this aspect.

11.8 Appendix

11.8.1 Relation Type Mapping

In Table 11.8 we report the mapping that we apply from the original labels

of SREDFM, CrossRE, NYT to our proposed unified taxonomy of relation

types.

11.8.2 Resources

The datasets and models utilized in this paper are governed by the following

licenses:
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SREDFM CrossRE NYT

contributes cast member notable work director artifact
author screenwriter performer origin
producer composer discoverer or inventor
creator lyrics by after a work by
librettist designed by executive producer
architect film editor voice actor

date date of birth date of death work period (start)
work period (end) time period

field occupation sport field of this occupation /people/person/profession
field of work instrument sports discipline competed in

geographical place of death place of birth country of citizenship physical /people/person/nationality
relation country work location country for sport /people/deceased_person/place_of_death

league educated at residence /people/person/place_of_birth
allegiance place of burial indigenous to /people/ethnicity/geographic_distribution

/people/person/place_lived

language native language writing language languages spoken, written or signed

member part of genre member of sports team part-of /people/person/religion
member of crew member(s) religion or worldview general-affiliation /people/person/ethnicity
movement ethnic group military branch /people/ethnicity/people
record label religious order /sports/sports_team_location/teams

participated participant award received successful candidate
winner candidate nominated for
significant event conflict

position held position held founded by position played on team / speciality role /business/company_shareholder/major_shareholder_of
chairperson military rank office held by head of the organization /business/person/company
head of state director / manager member of political party /business/company/advisors
owned by commanded by head of government /business/company/major_shareholders
employer /business/company/founders

relationship spouse sibling child social /people/person/children
parent family partner in business or sport
relative influenced by student
unmarried partner

topic characters depicts main subject topic

Table 11.8: Taxonomy Mapping. Mapping of the original relation types
from SREDFM, CrossRE, NYT into the taxonomy of relation types of Ta-
ble 11.1.

• SREDFM Dataset: Creative Commons Attribution-NonCommercial-

ShareAlike 4.0 International license.

• CrossRE Dataset: GNU General Public License v3.0.

• NYT Dataset: Linguistic Data Consortium (LDC) Data Use Agreement.

• REBEL Model: Creative Commons Attribution-NonCommercial-ShareAlike

4.0 International license.

• EntQA Model: MIT License.

11.8.3 Hardware

We train every model on a single NVIDIA® RTX 3090 graphic card with

24GB of VRAM. We use the default hyperparameters used in the original

paper for REBEL with Adam (Kingma and Ba, 2015) as optimizer.
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Chapter 12

Discussion and Conclusion

Automatic extraction of semantic triplets from text remains a very challeng-

ing task, especially when considering data coming from different domains.

In this thesis, we advance the field of cross-domain RE by highlighting

current issues and challenges (Chapters 1 and 5) and by contributing into

three experimental areas: First, in Part II we address data scarcity by intro-

ducing CrossRE, a multi-domain dataset for RE including six text domains

(Chapter 6). Furthermore, we extend CrossRE to 26 new languages other

then English (Chapter 7). Then, in Part III we propose two methodolo-

gies to boost the performance in cross-domain RE and multi-domain RC

respectively (Chapters 8 and 9). Last, in Part IV, we present two frame-

works for analyzing the RE pipeline in terms of model performance and

socio-demographic biases (Chapters 10 and 11). In what follows we will

answer the research questions defined in Section 1.2.

RQ1 To what extent can humans identify domains, and how

much do humans agree on this task?

In Chapter 4 we consider two connotations of the term “domain” as genre
and topic. We report an accuracy of human annotation of 67.68% in

detecting genre from a pool of 11 options at the sentence level, and

81.11% when the given context includes five consecutive sentences (i.e.,

prose). This indicates that genre is identifiable by humans to a fairly high
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degree. The inter-annotator agreement varies from a Fleiss’ Kappa of 0.53

to 0.66 when annotating genre at sentence and prose level respectively.

While it reaches a Fleiss’ Kappa of 0.52 when annotating the topic (both at

sentence and prose level), which indicates a moderate agreement. Note

that within this project, because the gold labels for topic did not exist, we

could not compute the accuracy of human annotation.

RQ2 Which challenges emerge by surveying and analyzing

the landscape of existing RE datasets?

In Chapter 5 we survey the existing RE datasets and identify two main

challenges. First, there are no unified annotation standards, resulting in

substantial misalignment across RE datasets. Second, despite the presence

of multiple datasets, the domain coverage is limited, causing an issue of

representativity because of the many domain-specific nuances of RE.

RQ3 What are important considerations to make when

developing a unified annotation scheme for RE that covers

multiple domains?

In Chapter 6 we present CrossRE, a novel dataset for RE including six di-

verse text domains (AI, literature, music, science, politics, news) annotated

with a unified annotation schema. It is necessary to make a compromise

between the diversity of the domains and the domain-specificity of the

relation types. In CrossRE, we introduce a set of labels which is of fairly

high level (e.g., part-of, role), but potentially able to cover any domain.

The advantage of starting from a high-level perspective is that following

a top-down approach it is possible to expand the annotation guidelines

at a later time in order to include domain-specific relations specifying the

high-level corresponding type, if required by the current application (e.g.,

song-in-album, manager). However, this means that the coarse-grained

labels often cover slightly different meanings depending on the domain,

which can be a challenge for RE models.

218



Chapter 12. Discussion and Conclusion

RQ4 When considering languages other than English, how

does training and evaluating on automatically translated

data influence the performance and the evaluation of RE?

In Chapter 7 we introduce Multi-CrossRE, an automatically translated

version of CrossRE to 26 languages beyond English. In order to asses the

quality of the translation and its influence on the performance of RE, we

back-translate all the 26 new versions of CrossRE to English and compare

the performance with the original English data. Our experiments show that

for RE training and evaluating on automatically translated data does not

influence much the performance. Specifically, the delta of the performance

between a model trained on the back-translated data and a model trained

on the original data, both evaluated on the original English data, is < 1.5

Macro-F1 in 85% of the cases (22 languages out of 26); and is ≤ 4.6

Macro-F1 for the remaining 15% (Hungarian, Polish, Chinese, Japanese).

The delta between the performance of a model trained on back-translated

data and evaluated on back-translated data versus evaluating the same

model on the original data is ≤ 0.6 Macro-F1 for 25 languages out of 26

(and 2.8 for the one outlier, Japanese).

RQ5 Can we exploit the affinity between semantic RE and

syntactic parsing in order to obtain large amounts of (low-

cost) silver syntactic data for pre-training RE models to

improve the performance?

In Chapter 8 we exploit the syntactic connections frequently linking two

entities in a RE triplet via the shortest dependency path for intermediate

training of our RE model. We obtain large amounts of (low-cost) silver

syntactic connections by running an out-of-the-box syntactic parser on raw

data. Our experiments show this strategy to be effective, but only with

a moderate improvement of 0.71 Macro-F1 on average, in five out of six

domains of evaluation.

RQ6 How can we encode domain information in a multi-

domain training setup, and how does it affect performance?
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In Chapter 9 we test different methodologies for encoding domain informa-

tion in a multi-domain training setup. We obtain the best performance by

concatenating a special domain marker at the beginning of each instance,

with an improvement of 2.19 Macro-F1 over the baseline. From an analysis

of the internal model representation of the relations we find that the rela-

tion types which benefit the most are the ones whose meaning shifts the

most across domains (e.g., part-of, related-to).

RQ7 Is it possible to automatically identify groups of hard-

to-handle cases for a SOTA RC model in order to increase

the performance of cross-domain RC?

In Chapter 10 we provide a tool for comprehensive quantitative analysis

of the performance of RC models. We analyze the effect of 11 attributes

characterizing RC instances (e.g., entity distance, sentence length) on the

performance of the model. The findings of the analysis reveal the entity
distance (in terms of number of words separating two entities) to be one

of the most influential property for the model in identifying the correct

relation type between them—the further away, the more challenging. We

target this factor and design a new SOTA architecture where the two

entities are repeated at the end of the sentence, close to each other. This

simple, but targeted approach improves over the baseline by > 3 Micro-F1

on average across six domains of evaluation.

RQ8 To what extent is the RE pipeline (data and models)

biased with respect to people’s gender and origin?

In Chapter 11 we propose a framework for the analysis socio-demographic

biases in the RE pipeline. We apply our methodology for the analysis of

allocative and representational biases related to people’s gender and origin

on three RE datasets (Huguet Cabot et al., 2023; Bassignana and Plank,

2022a; Riedel et al., 2010) and on the output of a RE model (Huguet Cabot

and Navigli, 2021). From the analysis of allocative biases in the training

data, we find that women and people from the Global South (which ac-

counts for around 80% of the world population) are underrepresented,
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always falling in a range between 10% and 20% of the total. From the anal-

ysis of allocative biases in predictions, we find that the model overpredicts

men (against women) by 3.5% and 2.2% (in two out of three datasets), and

people from the Global North (against Global South) between 8.3% and

1.7% (over the three datasets). Last, from the analysis of representational

biases, we identify that in the training sets some relation types are mostly

associated with people from one of the two extremes of the considered

dimensions (gender and origin). For example the relation type geographical
which connects a person with a place, is mostly associated with people from

the Global South. The representational biases in prediction mostly follow

the trends in the training sets, but the model has its own influence in the

creation of new biases (likely coming from the data used for pre-training

the base language model). For example, the relation type field which links

a person to an occupation or to a discipline, does not present statistically

significant differences in the training sets, but it is mostly associated with

people from the Global North in the predictions.

12.1 Future Directions

We conclude with outlining some directions of future work for cross-domain

RE. First of all, we acknowledge the role large language models (LLMs)

and generative AI are going to have in this field. As discussed earlier in

Section 2.2.3, a big change is that the latest trends in generative AI are

shifting towards comprehensive frameworks able to address multiple IE

tasks (NER, RE, Event Extraction, etc.). However, these tasks are very

complex and still far from being solved even with these new technologies.

We underline the importance of data quality, at least for evaluation, also

within this new era of the NLP field. To that we add the importance of

data diversity both for training and evaluation in order to ensure model

robustness. Within the widespread of NLP technologies in many different

domains of application, and their integration in decision-making processes,

robustness is a fundamental property of NLP systems. Last, in connection to

the challenges identified in Chapter 1 and further discussed in Chapters 2, 3
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and 5 regarding the lack of standards in naming, experimental setups and

unified annotation scheme in RE, we stress the importance of having unified

standards across the field, and their potential impact in contributing to

more solid and faster progress.
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