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ABSTRACT

In this thesis we look at independence, name-passing and constraints in models for concurrency, with the goal of
obtaining models that encompass all three aspects.

With independence we mean that two actions are independent if they have no impact on each other. Name-
passing is that names or terms are communicated around in the process by actions, and can give rise to new actions
or synchronizations. Constraints are when some conditions have to be met by the state of the process in order for
some action to be enabled or disabled. We choose Psi-calculus as a common frame as this is a meta-model that
encompass name-passing, constraints and parallel composition, but lack the notion of independence.

For the initial look on constraints we provide instantiations of event structures and DCR-graphs into Psi-calculi
to prove that the assertions and constraints of Psi can encompass known constraint-based models with independence.
We provide a notion of syntactically correct processes for each of the instantiations and a mapping from the event
structure or DCR-graph into a syntactically correct process. We also show that any syntactically correct process is
a mapping of an event structure or DCR-graph. For the event structure instantiation we give a notion of refinement
of the process, which takes a syntactically correct process and generate a new syntactically correct process in the
same style of standard event structure action refinement.

We then go on to provide non-interleaving semantics for the guarded early pi-calculus. Our starting point here is
the non-interleaving semantics for CCS by Mukund and Nielsen, where the so-called structural (prefixing or subject)
causality and events are defined from a notion of locations derived from the syntactic structure of the process term.
The semantics are conservatively extended with a notion of extruder histories, from which we infer the so-called
link (name or object) causality and events introduced by the name-passing topology of the pi-calculus. We prove
that these semantics give rise to a labelled asynchronous transition system.

We finally introduce the logical causality that is generated by the assertions, conditions and enabling mechanics
of the Psi-calculus, and what the obstacles that have to be overcome in order to get non-interleaving semantics for
the full Psi-calculi framework.



ABSTRACT

I denne afhandling betragter vi uathsengighed, kommunikation af navne og logiske betingelser i modeller for sam-
tidige systemer, med malet at kunne give modeller der tager hgjde for alle tre aspekter.

Med uafthaengighed mener vi at to handlinger er uafhasengige, hvis de ikke har nogle indflydelse pa hinanden.
Kommunikation af navne betyder at navne eller termer med navne kan blive kommunikeret mellem processer som
handlinger, hvilket kan give anledning til at nye processer kan kommunikerer og synkronisere deres handlinger. Med
logiske betingelser menes, at muligheden for at udfére en handling kan veere betinget af at tilstanden af systemet
opfylder en logisk betingelse. Vi vaelger Psi-kalkuli som en fzelles ramme for dette studie, da denne er en meta-model
som tager hgjde for bade kommunikation af navne, logiske betingelser og samtidige handlinger, men mangler en
repraesentation af uafhaengighed.

Som vores fgrste studie af logiske betingelser giver vi vi instanser af event-strukturer og DCR~grafer i Psi-kaluli
for at bevise at Psi-kalkulis mulighed for at benytte betingelser kan udtrykke kendte modeller med bade betingelser
og uafthaengighed.

Vi gar videre og giver en uafhaengigheds-semantik for en variant af pi-kalkylen med sakaldt tidlig-semantik.
Vores udgangspunkt er uafhangigheds-semantikken for CCS givet af Mukund og Nielsen, hvor séakaldt strukturel
kausalitet og haendelser er defineret fra et lokationsbegreb udledt fra den syntaktiske struktur af proces-termerne.
Endelig introducerer vi den logiske kausilitet som bliver genereret af de logiske betingelser i Psi-kalkuli og diskuterer
hvilke udfordringer der udestar for at kunne give en uafhsengigheds-semantik for Psi-kalkuli.
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1. INTRODUCTION

1.1 Introduction

The PhD project resulting in this thesis was funded by the research project CompArt!, focusing on providing a
foundation for the description and formal reasoning of adaptable, distributed and mobile computational artefacts
in cooperative work settings under regulative control.

Examples of such computational artefacts are workflow management systems which are examples of process
aware information systems [RW12]. The processes encoded in workflow management systems are often regulated
by laws and other compliance rules. These processes need to be able to be adapted as the laws change, in order
for the behaviour to stay compliant. Many cooperative work practices, for instance at hospitals, are distributed
among different locations and require the sharing of resources. In this thesis we explore mathematical models that
encompass all these aspects.

Instead of inventing a new notation that encompass these aspects, we choose to start with Psi-calculi [BJPV11].
Psi-calculi is a metalanguage that constitute a parametric framework for nominal process calculi, where constraint
based process calculi and process calculi for mobility can be defined as instances. Psi-calculi semantics originally
take an interleaved approach to concurrency, which means that the semantics does not represent concurrency and
distribution at all. This thesis takes the first steps towards the definitions of non-interleaving semantics in Psi-
calculi, where concurrency and distribution is observable in the semantics and opens for supporting adaptation
by refinement [vGGO1]. In addition, non-interleaving semantics allows reducing the impact of state space explo-
sion [Val90, GW91, God96a, God96b]. The main contributions of this thesis are:

e Representation of non-interleaving models as instances of Psi-calculi.
e Non-interleaving operational semantics for the early pi-calculi.
e Identifying the obstacles that need to be overcome for non-interleaving semantics for the Psi-calculi.

In this first chapter we introduce what non-interleaving semantics is compared to interleaving semantics, provides
the main definitions for the models we will be working with in the rest of the thesis, and finally go through the
main results we have achieved during this work.

In chapter 2 we explore the strength of the logical aspects that Psi-calculi have. This we do through creating
Psi-calculi instances of event structures [WN95, Ch.8] and DCR~graphs [HM10,HMS12], both being constraint event
based non-interleaving models. We show that we can mirror the moves done in the original model, in the instance
for a process that corresponds to the original model. The results in this chapter has previously been published
in [NJH16b].

In chapter 3 we, as a preliminary step to the full Psi-calculi, give non-interleaving operational semantics for the
early pi-calculus [MPW92]. These semantics is building on the work of Mukund and Nielsen [MN92] where they give
non-interleaving semantics for CCS, and that of Crafa, Varacca and Yoshida [CVY12] where they provide denota-
tional semantics to the late pi-calculus. This chapter is an extension of our paper presented at LATA2017 [HIN17].

In chapter 4 we look at the state of achieving non-interleaving semantics for Psi-calculi. We discuss how
the assertions, conditions and the enabling function in Psi-calculi generate a new causality we call environmental
causality. How this environmental causality behaves, depends on how the Psi-calculi instance is instantiated. We also
look into how the instances of Event Structures and DCR-graphs can be used as sanity checks for an independence
relation that can be generated for the full Psi-calculi.

I Computational Artefacts (Compart), http://www.compart.ku.dk
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Fig. 1.1: Transition system from interleaving semantics
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1.2 Semantic models of non-interleaving

1.2.1 Interleaving vs non-interleaving semantics

Interleaving semantics looks at parallelism as all possible interleavings of parallel events. This way to look at
parallelism is a good approximation when one thinks about processes that run in a single thread. The problem with
interleaving semantics is when we want to know what may have happened at the same time in a distributed system.
Looking at an execution trace it becomes impossible to see the difference between processes that are sequential and
those that are parallel.

We will look at this using an example simplified CCS processes. We have atomic actions refereed to by a, b, ¢, d...,
sequential composition a.b where a must happen before b, choice P + P’ meaning we have to choose either P or P’
and parallel composition P || P* where both P and P’ can be executed at the same time. CCS also provide semantic
reduction rules that say how and when an atomic action may be executed in some process P that then gives us
a new process P’. A transition system(TS) is a collection of states and transitions between them. We formally
define transition systems in the next subsection. From CCS we get that each process is a state, and the transitions
between states are given by the actions to go from one process to another.

Take the following two processes ”a then b or b then a” (written as a.b+ b.a) and ”"a and in parallel b” (written
as a||b). These two processes generate the transition systems seen in Figure 1.1. We can see that apart from the
initial state both of these transition systems are identical. If we only look at the transitions and not the states they
are observable equivalent.

Another issue with interleaving semantics is that they do not encompass the notion of refinement [vGGO1].
Refinement means that we can take an atomic action and replace it with a more substantial process. We will look
closer at refinement, particular action refinement of Event Structures, in Subsection 1.2.4. Assume that a is not
an atomic action but rather the process "¢ then d” (c.d). We should then get the processes ”c¢ then d then b or b
then ¢ then d” (c.d.bV b.c.d) and ”(c then d) and in parallel b” ((c.d) || b). From these we would be able to generate
new TS respectively those in Figure 1.2, and Figure 1.3. If we would try to do refinement on the TS’s we got in
Figure 1.1 not knowing what the states are we would only get the TS in Figure 1.2. Assuming that we instead
had a non-interleaving semantic we would have some additional information to the TS telling us what may happen
concurrently, using this information we would get the TS in Figure 1.3 from the second TS in Figure 1.1 after the
above refinement.

Other strengths of non-interleaved models compared to is that it helps with handling state space explosion [Val90,
GW91,God96a, God96b]. We say that we have a state space explosion when a slightly larger process can generate,
often exponentially, more states than a smaller one. The parallel composition of n concurrent tasks have n! different
complete traces. However, if one knows that the tasks are independent, one can often avoid exploring all possible
traces when analysing the system by using techniques known as partial order reduction [Val89,Pel93]. Also, some
models like event structures and DCR-graphs avoid representing the traces explicitly and thus provide exponentially
smaller models for concurrent systems than obtained using transition system models.

1.2.2 'Transition systems and Asynchronous transition systems

Transition systems (TS) referred to in the previous section are the kind of system that most interleaving semantics
generate.
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Fig. 1.2: Refining an interleaving semantic TS

Fig. 1.3: Proper refining of “a = ¢ then d” in process P = a and b
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Definition 1.2.1: A transition system is a tuple (5,4, E, T) where:
e S is the set of states
e i is an initial state such that i € S
e F is a set of events

e 7 is the set of transitions being a subset of S x E x S.

A TS has no information about concurrency at all, only stating how one can get from one state to another, if
possible, through a sequential execution.

Asynchronous Transition Systems (ATS) [Bed87, Shi85a] is an extension to TS which adds information about
independence between events. If two events are independent, then they do not affect the ability for each other to
be executed. When we can see that two events will not interfere with each other, we may claim that they could
have happened concurrently, if they were enabled at the same time. This makes ATS a non-interleaving semantic
as we can clearly see the difference between what must be sequential execution and what may be concurrent.

Definition 1.2.2: An asynchronous transition system is a tuple ATS = (S,4, E,T,I) where

e (S,i,E,T) is a transition system with S the set of states and i an initial state, E a set of events, and
T C S x E xS the transition relation;

e | C E x FE is an irreflexive, symmetric independence relation, satisfying:

l. eeE = 3s,5€8: (s,e,8)€T;

2. (s,e,8)ET A(s,e,8MeT = s =5";

3. exlea AN{(s,e1,51),(s,€2,82)} CT = sz : {(s1,€2,53),(s2,€1,53)} CT;
4. erles AN{(s,e1,81),(81,€2,83)} CT = Tso: {(s,e2,82),(s2,€1,83)} CT.

Example 1.2.3: Looking back at the examples from Figure 1.1 we get the transition systems T'S = (S,a.b +
b.a,(a,b),T) and TS = (5, al|a,(a,b),T'). Here we have the same amount of states, events and transitions
in both systems, actually the only difference between them is the initial state. While in this example it is possible
to read what is independent from the initial state, sometimes we do not know how the states look like, the transition
systems do not give us any more information regarding what could be concurrent.

Assume now that we have a method to identifying which events are independent of each other and thus generate
an independence relation. Using this independence relation on the above processes we could generate the following
two ATS: (S,a.b + b.a,{a,b},T,0) and (S",a||b,{a,b},T’,{(a,b)}) which clearly shows a difference between the
process with only sequential execution and the one with parallel execution, in what independence relations we get.

In terms of refinement of processes, we have that it preserves independence between actions/events. That
independence is preserved means that if a and b are independent and we refine a to be c.d, then both ¢ and
d are independent of b. The knowledge of what is independent and the requirement that refinement preserves
independence makes refining the ATS gotten from the process a || b, (that is the second TS in Figure 1.1 added the
independence relation I = {(a,b)}) gives us the ATS in Figure 1.3 with the independence relation I’ = {(¢, b), (d, b)}.

1.2.3 Event Structures

Event structures(ES) is a model of concurrency where we for this thesis follow the standard notation and terminology
from [WN95, Ch.8].

Definition 1.2.4 (prime event structures): A labelled prime event structure over alphabet Act is a tuple & = (E, <
,i,1) where FE is a possibly infinite set of events, < C E x F is a partial order (the causality relation) satisfying

1. the principle of finite causes, i.e.: Ve € E: {d € E | d < e} is finite,
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Fig. 1.4: Classic examples of event structures. Different boxes represent different events, possibly labelled the same. Ar-
rows represent causality (not displaying those coming from the transitive closure); and dashed lines represent the
symmetric conflicts (not displaying those coming from heredity).

and § C E x E is an irreflexive, symmetric binary relation (the conflict relation) satisfying
2. the principle of conflict heredity, i.e., Vd,e, f € E:d < eAdif = eff.

and [ : E — Act is the labelling function. In the rest of the paper we only consider finite prime event structures,
that is prime event strctures where the set of events E is finite. Denote by E the class of all finite prime event
structures.

Intuitively, a prime event structure models a concurrent system by taking d < e to mean that event d is a
prerequisite of event e, i.e., event e cannot happen before event d has been done. A conflict dfe says that events d
and e cannot both happen in the same run. Compared to other models of concurrency like process algebras, event
structures model systems by looking only at their events, and how these events relate to each other. The two basic
relations considered by event structures are the dependency and the conflict relations. The conflict relation can be
used to capture choices made by the system, since the execution of one event discards all other events in conflict
with itself for the rest of the computation.

Labels can be understood as actions, with a wide and general meaning. Events are instances of actions, and an
action can happen several times, thus as different events. The same action can also happen in different components
running in parallel, giving rise to autoconcurrency [DGKO00]. Actions are important for observational equivalence,
but not only them (see Example 1.2.8).

Example 1.2.5: In Figure 1.4 we pictured four simple examples of finite event structures (taken from [vGV97, Fig.4]).
We illustrate events as boxes containing their labels, the dependency relation by arrows, and the conflict relation
by dashed lines with a f sign. In the left-most event structure we have three events, where the events labelled b
and ¢ depend on the event labelled a and are in conflict with each other. This is a standard branching point which
could be specified in a simple CCS notation as a; (b + ¢). In the second event structure we have two (conflicting)
events, both labelled with a, and two events labelled b and ¢ which depend on the first and the second a-labelled
event respectively. Because of the principle of conflict hereditary, b is in conflict with the lower a-labelled event
and similarly, ¢ is in conflict with the upper a-labelled event (but the conflict relations are in this case usually not
explicitly illustrated). In CCS notation this could be a; b+ a; c. In the third event structure we have just two events
without any explicit or inherited relation, which means that they are concurrent (e.g., a||b), as made precise below.
The last event structure is similar to the second, except that it offers two conflicting paths with the label a followed
by b or b followed by a respectively.

Definition 1.2.6 (concurrency): Causal independence (concurrency) between events is defined in terms of the above
two relations as
dlje 2 =(d<eVe<dVdie).

This definition captures the intuition that two events are concurrent when there is no causal dependence between
the two and, moreover, they are not in conflict.

From the definition it follows that only the two events in the third event structure in Figure 1.4 are concurrent.

The behaviour of an event structure is described by subsets of events that happened in some (partial) run of
the system being modelled. This is called a configuration of the event structure, and steps can be defined between
configurations.
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Fig. 1.5: Configurations and steps for event structures in Figure 1.4. The labels of the events are shown as superscripts.

Definition 1.2.7 (configurations): Define a configuration of an event structure £ = (E, <,f) to be a finite subset of
events C' C F that respects:

1. conflict-freeness: Ve, e’ € C' : —(efe’) and,
2. downwards-closure: Ve,e' € E:e' <enec(C =¢ €C.

We denote the set of all configurations of some event structure by Ceg.

Conflict-freeness is saying that no two conflicting events can happen in one run. This also says that once an
event is discarded it can never be executed on the current run. This is similar to how the semantics of the choice
operator in process algebras is defined (see rule (SuMm) in Definition 3.3.2) where all other branches of the choice
are discarded once a step is taken. The downwards-closure says that all the dependencies of an executed event (i.e.,
which is part of a configuration) must have been executed also (on this same run).

Note in particular that § is a configuration (i.e., the root configuration) and that any set [e] = {¢/ € E | ¢’ < ¢}
is also a configuration determined by the single event e. Events determine steps between configurations in the sense
that C' % C” whenever C, C” are configurations, e ¢ C, and ¢’ = C' U {e}.

Example 1.2.8: For the examples from Figure 1.4 we get the configurations and steps depicted in Figure 1.5.

One may note that if only the paths of labels are observed, the two first event structures are indistinguishable,
but if the branching structure is observed, i.e. by a bisimulation equivalence, they are distinguishable. One
may also note that if the paths of labels are observed and even if branching time is observed, the two latter
event structures are indistinguishable, but if concurrency is observed, i.e. by a history-preserving bisimulation
equivalence [DDM88,vGGO1], they are distinguishable.

Remark 1.2.9: It is known (see e.g., [WN95, Prop.18]) that prime event structures are fully determined by their
sets of configurations, i.e., the relations of causality, conflict, and concurrency can be recovered only from the set
of configurations C¢ as follows:

l.e<eiffVCe€Ce:e€cC=ecC;
2. effe’ it VC € Ceg : =(e € C Ne € CO);
3. ¢|le/ it 3C,C"€Ce:ec CNe gC N €C'Neg C'NCUC € Ceg.

It is also known (see e.g., [WN95, Sec.8] for prime event structures or [vGGO1, Sec.4] for the more general
event structures of [Win87]) that there is no loss of expressiveness when working with finite, instead of infinite
configurations. An infinite configuration can be obtained from infinite union of finite configurations coming from
an infinite run.

For some event e we denote by <e = {¢/ € E | ¢’ < e} the set of all events which are conditions of e (which is
the same as the notation [e] from [WN95], but we prefer to use the above so to be more consistent with similar
notations we use in the rest of this thesis for similar sets defined for DCRs too), and e = {e’ € E | e'ie} those
events in conflict with e. We denote by <e = <e\ {e} the non-trivial conditions of e, i.e., excluding itself.

From [SNW96] we know that an ATS unfolds to a prime event structure, and that from an event structure we
can generate an ATS with transitions between configurations.
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(c) Refinement of (b) by a concurrent process

Fig. 1.6: Example for action refinement from [vGGO1].

1.2.4 Action refinement

Below we recall action refinement for labelled event structures [vGGO1]. The intuition of action refinement is to be
able to give actions (which are thought of as possible abstractions) more structure, by replacing every event labelled
by a particular action with a finite, conflict free event structure (with events possibly labelled by other actions).
For example one action can be refined into a sequence of actions, or in general any deterministic finite concurrent
process.

for some labelling function | : E — Act, and as usual write e* for an event (e, a).

A refinement function ref : Act — Ey is then a function from the set of actions of event structures (denoted
by Act) to conflict-free event structures (i.e., the conflict relation is empty) denoted by Ey. The function ref is
considered as a given function to be used in the refinement operation denoted by ref.

Definition 1.2.10 (refinement for prime event structures):

For an event structure £ with events labelled by | : £ — Act a function ref : Act — Ey is called a refinement
function (for prime event structures) iff Ya € Act : ref(a) is a non-empty, finite and conflict-free labelled prime
event structure.

For £ € E and ref a refinement function, let ref(£) € E be the prime event structure defined by:

o Frete) = {(e,€)|e € Eg, e’ € Erepe(e))}, Where Epp.(e)) denotes the set of events of the event structure

ref (Le(e)),
o (d,d') <iet(ey (e,€) iff d<geor (d=eANd <,fu.a) €)
o (d,d")rer(e)(e, e’) iff dice,
® lrer(e)(€;€') = Ligp (1)) (€)-

Example 1.2.11: Figure 1.6(a) provides an illustrative example (taken from [vGGO1]) of action refinement applied
to a process which receives and sends data. We may think of giving more details to the sending event by refining
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it with a sequential process which first prepares the data and then carries out the actual sending. This refined
process is shown in Figure 1.6(b). In turn, Figure 1.6(c) shows a further refinement, where the preparation of data
is refined by a process which in parallel formats the data and asks permission to send.

Remark 1.2.12: Action refinement as presented here was introduced by Wirth [Wir71] under the name of stepwise
refinement and is quite different than the more recent notion of refinement in process algebras where the refined
process is seen as an implementation of the abstract one. In these settings usually refinement is seen as an inclusion-
like relation of the behaviours, such as trace inclusion or simulation.

1.2.5 DCR-graphs

Dynamic Condition Response graphs (DCR-graphs) [HM10, HMS12] is a model of concurrency which generalises
event structures in two dimensions: Firstly, it allows finite models of (regular) infinite behaviour, while retain-
ing the possibility of infinite models. The finite models are regular in the automata-theoretic sense, i.e. they (if
concurrency is ignored) capture exactly the languages that are the union of a regular and an omega-regular lan-
guage [DHS15a]. Finite DCR~graphs have found applications in practice for the description, implementation and
automated verification of flexible workflow systems [Slal5, SMHM13]. Infinite DCR-graphs allow for representation
of non-regular behaviour and denotational semantics. Secondly, the DCR~graphs model provides an event-based
notion of acceptance criteria for both finite and infinite computations in terms of scheduled responses. We follow
the notations for DCR-graphs from [HM10, HMS12].

Definition 1.2.13 (DCR Graphs): We define a Dynamic Condition Response Graph to be a tuple D = (E, M, —e
, 0=, =0, —+ —%, L, 1) where

1. E is a set of events,
2. M € 2F x 2F x 2F is the initial marking,

3. —e, 0, —0, —+, —%C E x E are respectively called the condition, response, milestone, include, and exclude
relations,

4. l: E — L is a labelling function mapping events to labels taken from L.

For any relation —¢€ {—e, e, —0, =+, =%}, we use the notation e— for the set {¢’ € E | e — ¢’} and —e for
the set {e' € E'| ¢/ — e}.

A marking M = (Ez, Re, In) represents a state of the DCR graph. One should understand Ez as the set of
executed events, Re the set of scheduled response events? that must happen sometime in the future or become
excluded for the run to be accepting (see Definition 1.2.19), and In the set of currently included events. The five
relations impose constraints on the events and dictate the dynamic inclusion and exclusion of events.

Intuitively, the condition relation e —e e’ requires the event e to have happened (at least once) or currently be
excluded in order for €’ to happen. The response relation e e ¢’ means that if the event e happens, then the event
¢’ becomes scheduled as a response. The milestone relation e — ¢’ imposes the constraint that ¢’ cannot happen as
long as e is a scheduled response and included. Finally, the exclusion and inclusion relations generalize the conflict
relation from event structures. An event e that excludes another event €’ can be thought as being in (one-sided)
conflict; but another event may include e’ again, thus making the previous conflict only transient.

An event is thus enabled if it is included, all its included preconditions have been executed, and none of the
included events that are milestones for it are scheduled responses. In particular, an event can happen an arbitrary
number of times as long as it is enabled. We express the enabling condition formally as follows.

Definition 1.2.14 (enabling events): For a DCR graph D = (E, M, —e, =, —0, —+, —%) with an initial marking
M = (Fz, Re, In), we say that an event e € E is enabled in M, written M + e, iff

ecIn A (InN —ee) C Ex A (InN —xe) C (E\ Re).

2 similar to the notion of restless events in [Win80, ch.6.4.].
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Having defined when events are enabled, we can define an event labelled transition semantics for DCR-graphs.
Since the execution of an event only changes the marking, we define the transition relation between the markings
of a given DCR~graph and regard the marking M given in the DCR-graph as the initial marking.

Definition 1.2.15 (transitions): The behaviour of a DCR-graph is given through transitions between markings done
by executing enabled events. The result of the execution in a DCR-graph D = (E, My, —e, e, —0, =+, —%) from
marking M = (Ex, Re, In) of an enabled event M I e results in the new marking

M (BrU{e}, (Re\ {e}) Uess, (In\ e=%) U e—t).

and is written as the e-labelled transition M <> M’. The (interleaving) semantics of the DCR-graph is then defined
as the event-labelled transition system with markings as states and My the initial state.

Using this definition of transitions will we get a TS. By adding the definitions of effect-orthogonal, cause-
orthogonal and independence between events from [DHS15b| can we then generate an ATS.

Definition 1.2.16: We say that events e # f of a DCR~graph G are effect-orthogonal iff
1. no event included by e is excluded by f and vice versa, and

2. e requires a response from some g iff f does.

Definition 1.2.17: Events e, f of a DCR-graph G are cause-orthogonal iff
1. neither event is a condition for the other;
2. neither event includes the other, and

3. neither event includes or excludes a condition of the other.
From these two definitions we get

Definition 1.2.18: Given a DCR-graph G, we say that events e, f are independent if they are both effect- and
cause-orthogonal. We write I for the independence relation induced by a DCR~graph G.

We can now define (possibly infinite) runs of DCR~graphs and the acceptance criteria formally. As stated above,
every event scheduled as response must either happen or be excluded in the future, in order for the run to be
accepting. An event is no longer scheduled as a response after it has happened, unless it is related to itself by a
response relation.

Definition 1.2.19 (accepting runs [HM10]): A run of a DCR-graph with initial marking Mj is a (possibly infinite)
sequence of transitions M; < M;,q, with 0 <4 < k, k € NU{w}, and M; = (Ez;, Re;, In;). A run of a DCR graph
is accepting (or completed) if it holds that

Vi>0,e € Re;.3j>1i:(e=e;VedIn;)

In words, a run of a DCR-graph is accepting if no event scheduled as an response is included and pending forever
without happening, i.e. it must either eventually happen on the run or become excluded.

It is worth noting that the labelling function on events adds the possibility of non-determinism by taking the
language of a DCR-graph to be the sequences of labels of events (abstracting from the events) of accepting runs.
This extra level of labelling increases the expressive power of finite DCR graphs, which have been shown to capture
exactly the languages that are the union of a regular and an omega-regular language [DHS15a]. In contrast, by
following an encoding along the lines of [RHTO08] unlabelled, finite DCR-graphs can be represented by Linear-time
Temporal Logic (LTL), which is known to be strictly less expressible than omega-regular languages.
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Fig. 1.7: Simple DCR-graph of a read-send process

%

Read Data Send Data

Fig. 1.8: DCR~graph with added responses

As given by the mapping in Definition 1.2.20 below, prime event structure can be seen as a special case of
a DCR-graph (see [HM10, Prop.1&3] for details) where the exclusion relation (capturing the conflict relation) is
reflexive and symmetric, the condition relation (capturing the causality relation) is irreflexive and transitive, and
the include, response, and milestone relations are empty. The initial marking has no executed events, no scheduled
responses and all events are included. Hereto comes of course the two conditions on the causality and conflict
relation of event structures, i.e. finite causes and hereditary conflict. The reflexivity of the exclusion relation and
emptiness of the inclusion relation imply that events can be executed at most once.

Definition 1.2.20 (prime event structures as DCR graphs [HM10]): Define a mapping der which takes an event
structure £ = (E,<,#,l) and returns its presentation as a DCR-graph (E,M,< ,0,0,0, U {(e,e) | ¢ € E})
with the marking M = (0,0, E).

Example 1.2.21: Consider the small DCR~graph D shown in Figure 1.7, corresponding to the event structure of
Figure 1.6(a) which was representing a process of first reading data (R) and then sending data (s). The DCR-graph
is formalised as

D1 = ({r,s}, (0,0,{r,5}),{(r,5)},0,0,0,{(R, R), (5,5)})-

Here we can see that each event removes itself from the included set when it happens, and that for s to happen its
prerequisite R must happen. This corresponds to the causality relation in the event structure in Figure 1.6(a).

In DCR-graphs is possible to demand that if we read some data we will eventually send this data. This is
modelled in the DCR-graph of Figure 1.8 formalised as

Dy = ({r, s}, (0,0,{R,5}), {(R,8)}, {(R,5)},0,0, {(R, R), (5,5)}),

where we added a response relation from R to S. This means that a run is only accepting if any R is eventually
followed by an s, e.g., the empty run and the run R.S are accepting, while the run consisting of the single event R
is not.

The examples above only allow each event to happen once. However, as exemplified below, in DCR, graphs
the set of events needed for an event to be enabled can change during the run, as events are included or excluded.
Moreover, the conflict in DCR-graphs is not permanent as is the case with event structures. Conflict in DCR graphs
is transient since an event can be included and later excluded during a run. So, already at the conflict and causality
relations, the DCR~graphs depart from event structures in a non-trivial manner.
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Fig. 1.9: Message forwarder DCR-graph with possible infinite execution.
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Example 1.2.22: A message forwarding machine, where the events can happen several times, but alternating, can
be represented by the DCR-graph in Figure 1.9 formalised as

D3 = ({Rr,s}, (0,0,{r,s}), {(R,8)},{(R,5)}, 0, {(R,5), (5, R) }, {(R, R), (5,8)}).

Each time one of the two events happens it excludes itself but includes the other event, modelling the alternation
between reading and sending. We still have that if R happens, eventually s must happen for the run to be accepting,
but we make no requirements on how many times the events can happen, so the unique infinite execution and every
finite execution of even length will be accepting.

1.3 Process models

1.3.1 Pi-calculus

Pi-calculus was originally presented by Robin Milner in [MPW92] as a model of mobile processes. Pi-calculus
has an interleaving semantically approach to concurrency with channels transmitting names around the process.
While from the pi-process one can see that two transitions may be concurrent from its structure like in the process
a(n) || m(m) where both transitions are independent and should be allowed to happen concurrently. This is though
for pi-calculus not enough to see what can be concurrent, we also need to know what names are being sent around
in order to properly see what is dependent as seen in [CVY12]. Building on the first process we have the process
(vn)(a(n) || m{m)) where the transition coming from 7(m) has to wait for the transition coming from a(n) because
of the scoping of name n. We will return to the properties of dependencies in pi-calculus in Chapter 3.
Bellow we recall the syntax for pi-calculus, following a style similar to that in [Qua99].

Definition 1.3.1 (Pi-calculus syntax): The set of pi-calculus processes Proc, ranged over by P,Q,..., are defined
by the grammar
P:=a{n).P | a(x).P | P+Q| (va)P | P||Q | 'P | O

providing constructs for, respectively: output, input, non-deterministic choice, restriction of name a, parallel com-
position, replication and the empty/trivial process and assuming an infinite set of names N.

We make a habit of using a, b, ... for names that are meant to indicate channels/links for communication, m,n, ...
for names that are being transmitted over channels, and x,y, z, ... when we intend these names to be substituted.

Below we provide the action labels, ranged over by «, for the transition semantics. The operational semantics
is standard and we recall the presentation given by [Qua99] in Definition 1.3.4.

Definition 1.3.2 (action labels): The semantics of pi-calculus uses action labels on transitions.

T Communication between parallel components;

a(n) Output of name n on channel a when n is not under a restriction;
a(n) Output of name n on channel a¢ when n is under a restriction;
a(n) Input of name n on channel a.
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Notation 1.3.3: For a process P we denote by n(P) the set of all names appearing in P, by bn(P) those names that
are restricted/bound by a (vn) or input action a(x), and by frn(P) those names that are not bound (or free). For
the particular process (vn)a(z) we have n((vn)a(z)) = {n,a,z}, bn((vn)a(x)) = {n,z}, and fn((vn)a(z)) = {a}.
For an action label o we use the same notation for similar notions. In particular, for an output action the bound
name is that appearing under the (v); e.g., bn(@(n)) = n whereas dn(a(n)) =0, and fn(a(n)) = {a,n}.

Definition 1.3.4 (Pi-calculus semantic rules): Denote by —, the transitions obtained with the standard pi-calculus
semantics [Qua99] over the pi-calculus syntax from Definition 1.3.1. We give these structural operational rules here
(ignoring their tau-rule and match-rule, and omitting the symmetric versions of the (com), (CLOSE) and (PAR)
rule).

n ga{:)((ux)P) (1p) B - P (ouT)
a(z).P —=, Plx :=n] a(n).P —x
P i>7; P’ (sva) P& P bn(a) € n(Q) (PAR)
P+Q 5, P PllQ %, PQ
PP Zx P !IZ.)” P (BANG) PP bEnla) (RES)
P&, P (vb)P %5 (vb)P'
a(n) ’ a(n) ’ a(n) ’ a(n) ,
P—>‘ITP QT—>ﬂ'Q ngn(Q) (COM) P—>7TP TCQ—>7TQ ngén(Q) (CLOSE)
PllQ = P'||Q PllQ —=x (vn)(P'|| Q")
a(n) ’
P—>_P n#a (OPEN)

(vn)P Mﬂ P’

1.3.2 Psi-calculus
1.3.3 Background on Psi-calculi

Psi-calculus [BJPV11] has been developed as a framework for defining nominal process calculi, like the many variants
of the pi-calculus [MPW92]. The Psi-calculi framework is based on nominal datatypes, with [BJPV11, Sec.2.1] giving
an introduction to nominal sets used in Psi-calculi. We will not expand much on nominal datatypes in this thesis,
but refer the reader to the book [Pit13] which contains a thorough treatment of both the theory behind nominal
sets as well as various applications (e.g., see [Pit13, Ch.8] for nominal algebraic datatypes). We expect, though,
some familiarity with notions of algebraic datatypes and term algebras.

The Psi-calculi framework is parametric; instantiating the parameters accordingly, one obtains an instance of
Psi-calculi, like the pi-calculus, or the cryptographic spi-calculus. These parameters are:

T terms (data/channels)
C conditions
A assertions

which are nominal datatypes not necessarily disjoint; together with the following operators:

< : TxT—C channel equality

® : A XA — A composition of assertions
1 €A minimal assertion

FC AxC entailment relation
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Intuitively, terms can be seen as generated from a signature, as in term algebras; the conditions and assertions
can be those from first-order logic; the minimal assertion being top/true, entailment the one from first-order logic,
and composition taken as conjunction. We will shortly exemplify how pi-calculus is instantiated in this framework.
The operators are usually written infix, i.e.: M < N, Y @ U/, ¥ | ¢.

The above operators need to obey some natural requirements, when instantiated. Channel equality must be
symmetric and transitive. The composition of assertions must be associative, commutative, and have 1 as unit;
moreover, composition must preserve equality of assertions, where two assertions are considered equal iff they entail
the same conditions (i.e., for ¥, ¥’ € A we define the equality ¥ ~ ¥ iff Vp € C: ¥ p & T’ | ).

The intuition is that assertions will be used to assert about the environment of the processes. Conditions will be
used as guards for guarded (non-deterministic) choices, and are to be tested against the assertion of the environment
for entailment. Terms are used to represent complex data communicated through channels, but will also be used to
define the channels themselves, which can thus be more than just mere names, as in pi-calculus. The composition
of assertions should capture the notion of combining assumptions from several components of the environment.

The syntax for building Psi-process is the following (Psi-processes are denoted by the P, Q,...; terms from T
by M,N,...;):

0 Empty/trivial process
M(N).P Output

M{(\Z)N).P Input

case 1 : P,...,p, : P, Conditional choice
(va)P Restriction of names a
Pll@Q Parallel composition
\P Replication

(o) Assertions

The empty process has the same behaviour as, and thus can be modelled by, the trivial assignment (|1)).

The input and output processes are as in pi-calculus only that the channel objects M can be arbitrary terms.
In the input process the object (AZ)N is a pattern with the variables Z bound in N as well as in the continuation
process P. Intuitively, any term message received on M must match the pattern N for some substitution of the
variables . The same substitution is used to substitute these variables in P after a successful match. The traditional
pi-calculus input a(z).P would be modelled in Psi-calculi as a((Ax)z).P, where the simple names a are the only
terms allowed.

The case process behaves like one of the P; for which the condition ¢; is entailed by the current environment
assumption, as defined by the notion of frame which we present later. This notion of frame is familiar from the
applied pi-calculus, where it was introduced with the purpose of capturing static information about the environment
(or seen in reverse, the frame is the static information that the current process exposes to the environment). A
particular use of case is as case ¢ : P which can be read as if ¢ then P. Another special usage of case is as
case T : P;, T : P,, where ¥ |- T is a special condition that is entailed by any assertion, like a <> a; this use is
mimicking the pi-calculus non-deterministic choice P; 4+ P». Restriction, parallel, and replication are the standard
constructs of pi-calculus.

Assertions (U] can float freely in a process (i.e., be put in parallel) describing assumptions about the envi-
ronment. Otherwise, assertions can appear at the end of a sequence of input/output actions, i.e., these are the
guarantees that a process provides after it finishes (on the same lines as in assume/guarantee reasoning about pro-
grams). Assertions are somehow similar to the active substitutions of the applied pi-calculus, only that assertions
do not have computational behaviour, but only restrict the behaviour of the other constructs by providing their
assumptions about the environment.

Example 1.3.5 (Pi-calculus as an instance): To obtain pi-calculus [MPW92] as an instance of Psi-calculi use the
following, built over a single set of names N:
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N
{a=0bla,be T}
{1}

T QaQH
I fle> > e [l

{(1,a=a)|laeT}

with the trivial definition for the composition operation. The only terms are the channel names a € N, and there
is no other assertion than the unit. The conditions are equality tests for channel names, where the only successful
tests are those where the names are equal. Hence, channel comparison is defined as just name equality.

Example 1.3.6: From the instance created in Example 1.3.5 one can obtain the polyadic pi-calculus [CMO03] by
adding tupling symbols ¢,, for tuples of arity n to T, i.e.

T :NU {tn(Ml,,Mn) . Ml, Mn € T}

The polyadic output is to simply output the corresponding tuple of object names, and the polyadic input a(by, ..., by, ). P
is represented by a pattern matching
a(Aby, ..oy )t (b1, ..., by). P.

Strictly speaking this allows nested tuples as well as tuples in the subject position of inputs and outputs. But
these do not give rise to transitions because the definition of channel equality only applies to channel names, thus
M < M can be entailed by an assertion only when M is a name.

Psi-calculi maintain all the dependencies that exits in pi-calculus and obtain a new form of dependencies from
the assertions and conditions. This is due to transitions leaving assertions behind that may enable or disable other
transitions. More on this will be discussed in Chapter 4.

1.4 Main results

Figure 1.10 gives an overview of the main results from chapter 2. We give a representation of model of finite
prime event structures [NPW79, Win87] as an instance of Psi-calculi in Section 2.3. The encoding function ESPSI,
illustrated by the middle horizontal arrow in Figure 1.10 exploits the logic of Psi-calculi to represent the causality,
independence and conflict relation of event structures. This allows us to prove that the representation respects the
semantics up to concurrency diamonds and action refinement [vGGO1]. Concretely, we define action refinement
ref? on the eventPsi-processes, and prove in Sec. 2.3.3 that also action refinement is preserved by our translation,
making the upper square diagram of Figure 1.10 commute.

We also identify the syntactic shape of Psi-processes which correspond to finite prime event structures. This
last result can be seen as a characterisation of the Psi-processes for which the middle arrow in Figure 1.10 is one
part of an equivalence.

ESPSI
E

refT
dcrl

E
DCRPSI
D——MM—»

———— eventPsi
ref?
_— >

eventPsi

ienﬂ)

dcrPsi

ESPSI

Fig. 1.10: Summary of the results in chapter 2, where: E is the class of finite prime event structures, D is the class of DCR~
graphs, eventPsi and dcrPsi are the two Psi-instances we define, ref is the refinement operation of [vGGO1], ref”
is the corresponding refinement operation we define for eventPsi processes, and dcr and emb are embeddings of
event structures and eventPsi into DCR-graphs respectively dcrPsi.
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As for event structures, we provide an encoding DCRPSI of DCR-graphs into the Psi-instance dcrPsi, shown in
Figure 2.1 as the lower arrow. Again we identify the syntactic shape of those dcrPsi-processes which correspond
exactly to DCR-graphs, i.e. characterises the dcrPsi-processes for which the mapping is part of an equivalence,
and prove a bisimulation relation between the DCR~graphs semantics and their encoding for a naturally defined
event-labelled transition system semantics of the encoding.

We end the section by showing that the encoding of DCR-graphs in dcrPsi is a conservative generalization of
the encoding of finite event structures by showing that the lower square diagram in Figure 1.10 commutes, for
the standard embedding dcr of event structures into DCR-graphs and a suitably defined, semantics preserving
embedding emb of eventPsi-processes (corresponding to event structures) into dcrPsi-processes (corresponding to
DCR-graphs).

In Chapter 3 we provide the first stable, non-interleaving operational semantics for the pi-calculus conservatively
generalising the interleaving early operational semantics. The semantics is given as labelled asynchronous transition
systems. We followed and conservatively generalised the the approach for CCS in [MN92] by capturing the link
causalities in the pi-calculus processes by employing a notion of extrusion histories.



2. NON-INTERLEAVING SYSTEMS AS PSI-CALCULI INSTANCES

Psi-calculi constitute a parametric framework for nominal process calculi, where constraint based process calculi
and process calculi for mobility can be defined as instances. We apply here the framework of Psi-calculi to provide
a foundation for the exploration of declarative event-based process calculi with support for run-time refinement.
We first provide a representation of the model of finite prime event structures as an instance of Psi-calculi and
prove that the representation respects the semantics up to concurrency diamonds and action refinement. We then
proceed to give a Psi-calculi representation of Dynamic Condition Response Graphs, which conservatively extends
prime event structures to allow finite representations of (omega) regular finite (and infinite) behaviours and have
been shown to support run-time adaptation and refinement.

2.1 Introduction

Software is increasingly controlling and supporting critical functions and processes in our society; from energy and
transportation to finance, military and governmental processes. This makes the development of techniques for
guaranteeing correctness of software systems increasingly important. At the same time, there is a growing need for
the support of incremental development and adaptation of information systems, for the systems to be able to keep
up with the changes in the physical and regulative context. This need is addressed in practice with the introduction
of agile and continuous delivery software development methods and in theory by research in adaptable software
systems and technology. Agility and adaptability, however, makes the non-trivial task of ensuring correctness of
software systems even more difficult.

The present work is part of a more ambitious research goal pursued in the CompArt project.! The final aim is to
provide a foundation for the description and formal reasoning of adaptable, distributed and mobile computational
artefacts under regulative control.

A number of proposals have been made for concrete formal models and reasoning techniques for distributed
and mobile systems supporting different kinds of adaptability (e.g. [BGPZ12,PGG™15, GH05, BCH' 14, MHS13]).
The plethora of models indicates that our understanding of the needs for such agile and adaptable computational
artefacts is still developing. For this reason, we aim for a foundation that facilitates experimentation with different
formal process calculi. Our focus on mobility, shared resources, regulative control and adaptability leads us to
consider the formal meta process calculus of Psi-calculi [BJPV11]. Psi-calculi provides a general setting for the
definition of process calculi for distributed and mobile processes, that generalises the seminal pi-calculus [MPW92]
in two dimensions: (%) generalisation of channel names to nominal data structures [Pit13], i.e. general terms with
a notion of local names; and (4i) a general logic for expressing constraints guarding actions. Examples of calculi
encoded as Psi-calculi include the spi- and applied- pi-calculi [AG99, AF01] and the CC-pi [BM07, DFM*05].

While the general nominal data structures and channel communication provide a foundation for expression of
shared mobile resources, the constraint logic provides a foundation for declarative expression of control and regula-
tions. Concretely, we show how two declarative, event-based process models for concurrency, i.e., the seminal prime
event structures [NPW79,Win87] and the Dynamic Condition Response (DCR) Graphs [HM10], can be represented
as Psi-calculi. We consider declarative event-based concurrent models for two reasons: Firstly, declarative models
more naturally describe regulations, that is, rules governing processes. Secondly, they are well-behaved with respect
to action refinement [Wir71, vGGO1], which we see as a fundamental step towards supporting agile development
and adaptation. Simply put, action refinement is the method of developing a system by starting with an abstract
specification, and gradually refining its components (or actions) by providing more details. Thus an action can be

I Computational Artefacts (CompArt), http://www.compart.ku.dk
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changed from being instantaneous to having structure, or duration. This should not be confused with the notion
of refinement often found in process algebras where an implementation refines a specification by reducing the set
of execution traces.

Figure 2.1 gives an overview of the main results from this chapter. After providing the necessary background
on Psi-calculi in Section 2.2, we give a representation of model of finite prime event structures [NPW79, Win87] as
an instance of Psi-calculi in Section 2.3. The encoding function ESPSI, illustrated by the middle horizontal arrow
in Figure 2.1 exploits the logic of Psi-calculi to represent the causality, independence and conflict relation of event
structures. This allows us to prove that the representation respects the semantics up to concurrency diamonds and
action refinement [vGGO1]. Concretely, we define action refinement ref? on the eventPsi-processes, and prove in
Sec. 2.3.3 that also action refinement is preserved by our translation, making the upper square diagram of Figure 2.1
commute.

We also identify the syntactic shape of Psi-processes which correspond to finite prime event structures. This
last result can be seen as a characterisation of the Psi-processes for which the middle arrow in Figure 2.1 is one
part of an equivalence.

ESPSI .
———— > eventPsi

i o
o

———— > eventPsi

ESPSI
iemb

DCRPSI .
D ———— = dcrPsi

Fig. 2.1: Summary of the results in this chapter, where: E is the class of finite prime event structures, D is the class of
DCR-graphs, eventPsi and dcrPsi are the two Psi-instances we define, ref is the refinement operation of [vGGO01],
ref? is the corresponding refinement operation we define for eventPsi processes, and der and emb are embeddings
of event structures and eventPsi into DCR-graphs respectively dcrPsi.

Event structures are a denotational model and cannot provide finite representations of infinite behaviours. To
accommodate finite representations of infinite behaviours, we proceed in Section 2.4 to consider Dynamic Condition
Response graphs (abbreviated DCR-graphs or just DCRs) [HM10]. DCR-graphs are an event-based model of
concurrency strictly generalizing event structures by permitting the events to happen more than once (as opposed
to in event structures, where events happen at most once) and by refining the relations of dependency and conflict
between events. This generalizes event structures in two ways: Firstly, DCR-graphs are a so-called system model
allowing finite representations of infinite behaviours. Secondly, DCR-graphs allow representation of acceptance
criteria for computations, making it possible to express both safety and liveness properties. We will not consider
acceptance criteria in the present chapter. DCRs have been shown to support run-time adaptation [MHS13] and
have been successfully used in industry to model and support flexible and adaptable business processes for knowledge
workers [SMHM13, DHSM14].

As for event structures, we provide an encoding DCRPSI of DCR-graphs into the Psi-instance dcrPsi, shown in
Figure 2.1 as the lower arrow. Again we identify the syntactic shape of those dcrPsi-processes which corresponds
exactly to DCR-graphs, i.e. characterises the dcrPsi-processes for which the mapping is part of an equivalence,
and prove a bisimulation relation between the DCR-graphs semantics and their encoding for a naturally defined
event-labelled transition system semantics of the encoding.

We end the section by showing that the encoding of DCR-graphs in dcrPsi is a conservative generalization
of the encoding of finite event structures by showing that the lower square diagram in Figure 2.1 commutes, for
the standard embedding dcr of event structures into DCR~graphs and a suitably defined, semantics preserving
embedding emb of eventPsi-processes (corresponding to event structures) into dcrPsi-processes (corresponding to
DCR-graphs).

We end in Section 3.5 by concluding and outlining the path towards the final aim of this research, which is to
explore nominal calculi for declarative, run-time adaptable mobile processes with shared resources, subject to both
safety and liveness regulations.
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This chapter extends [NPH14] by including new results, more examples, motivation and background. In par-
ticular, the background section on Psi-calculi has been considerably enlarged, including more definitions, examples
and intuitions. The same was done for the backgrounds on DCR graphs and event structures and refinement. The
results have more detailed proofs and include new results that complete the diagram of Figure 2.1 with the embed-
ding of eventPsi into dcrPsi, as well as the syntactic restrictions for dcrPsi-processes that make the lower arrow part
of an equivalence.

2.2 Background on Psi-calculi

Psi-calculi [BJPV11] have been developed as a framework for defining nominal process calculi, like the many variants
of the pi-calculus [MPW92]. Instances of Psi-calculi have been made for applied pi-calculus [AF01] and for CC-
pi [BM07,DFM™05] which can in turn capture probabilistic models. Typed Psi-calculi exist [Hiit11] as well as the
related instance [Hut14] for distributed pi-calculus [RH98, Hen07].

The Psi-calculi framework is based on nominal datatypes. We assume an infinite set of atomic names N ranged
over by a, b, . ... Intuitively, names are symbols that can be statically scoped, as well as be subjected to substitution
(which we define later). A nominal datatype is then constructed from a nominal set [Pit13], which is a set equipped
with name swapping functions, written (ab), satisfying certain natural axioms such as (ab)((ab)t) = t. Intuitively,
applying the name swapping (ab) changes a term t by replacing a with b and b with a. One main point is that even
without having any particular syntax for constructing ¢ we can define what it means for a name to “occur” in a
term, i.e., when the term can be affected by a swapping that involves that name. The names occurring in this way
in a term ¢ constitute the support of ¢, written n(t). In usual datatypes, without binders, we will have a ¢ n(t) if a
does not occur syntactically in t. Whereas in the lambda calculus the support corresponds to the free names, since
terms are identified up to alpha-equivalence. A function f is equivariant if (ab)f(t) = f((ab)t) holds for all t. We
can then define a nominal datatype formally as follows.

Definition 2.2.1 (nominal datatypes and substitutions): A nominal datatype is a nominal set together with a set of
equivariant functions on it. Psi-calculi consider substitution functions that substitute terms for names. If ¢ is a term
of a datatype, a is a sequence of names without duplicates, and T is an equally long sequence of terms of possibly
different datatypes, the substitution tla := T] is a term of the same datatype as t. The only formal requirements
for substitutions are that a substitution is an equivariant function that satisfies two substitution laws:

1. if @ C n(t) and b € n(T) then b € n(t[a := T))
2. if b ¢ n(t) and b ¢ n(a), then t[a := T] = ((ba)t)[b := T).

Law 1 says that a substitution does not lose names: any name b in the terms T that substitute the names
a occurring in ¢ must also appear in the resulting term after the substitution t[a := T). Law 2 is a form of
alpha-conversion for substitutions, where @ and b have the same length, and (ba) swaps each name of @ with the
corresponding name of b.

Definition 2.2.2 (parameters): The Psi-calculi framework is parametric; instantiating the parameters accordingly,
one obtains an instance of Psi-calculi, like the pi-calculus, or the cryptographic spi-calculus. These parameters are:

T terms (data/channels)
C conditions
A assertions

which are nominal datatypes not necessarily disjoint; together with the following equivariant operators:

< : TxT— C channel equality

® : AX A — A composition of assertions
1 e A minimal assertion

FC AxC entailment relation

The operators are usually written infix, i.e.: M <> N, U@ ¥/, U |- ¢.
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Intuitively, terms can be seen as generated from a signature, as in term algebras [BN98]. We can think of the
conditions and assertions like in first-order logic: the minimal assertion being top/true, entailment the one from
first-order logic, and composition taken as conjunction. It is helpful to think of assertions and conditions as logical
formulas, and the entailment relation as an entailment in logic; but allow the intuition to think of logics abstractly,
not just propositional logic, so that assertions and conditions are used to express any logical statements, where the
entailment defines when assertions entail conditions (do not restrict to only thinking of truth tables; e.g., in our
encodings we will use an extended logic for sets, with membership, pairs, etc.). The intuition of entailment is that
¥ F ¢ means that given the information in W, it is possible to infer ¢. Two assertions are equivalent if they entail
the same conditions.

Definition 2.2.3 (assertion equivalence): Two assertions are equivalent, written ¥ ~ ¥’  iff for all ¢ we have that
Uk <<= UFEop

The above operators need to obey some natural requirements, when instantiated.

Definition 2.2.4 (requisites on valid Psi-calculus parameters): The following properties must be satisfied by any Psi-
instance.

Channel Symmetry: VFM& N = UVENSM
Channel Transitivity: VFM <& NAVENSGL —= VEM & L

Compositionality: Uy — VU~V ey’
Identity: V@l~v

Associativity: (TRUV)UV'~¥g (Ve
Commutativity: VU ~UeWu

Channel equality is a partial equivalence which means that there can be terms that are not equivalent with
anything (not even themselves). This does not allow them to be used as channels (but only as data). The compo-
sition of assertions (wrt. assertion equivalence) must be associative, commutative, and have 1 as unit; moreover,
composition must preserve equivalence of assertions.?:3

The intuition is that assertions will be used to capture assumptions about the environment of the processes.
Conditions will be used as guards for guarded (non-deterministic) choices, and are to be tested against the assertion
of the environment for entailment. Terms are used to represent complex data communicated through channels,
but will also be used to define the channels themselves, which can thus be more than just mere names, as is the
in pi-calculus. The composition of assertions should capture the notion of combining assumptions from several
components of the environment.

Definition 2.2.5 (syntax): The syntax for building Psi-processes is the following (Psi-processes are denoted by
P,Q,...; terms from T by M, N,...):

0 Empty /trivial process

M(N).P Output

M((A\Z)N).P Input

case p1: P1,..., ¢, : P, Conditional (non-deterministic) choice
(va)P Restriction of name a inside processes P
PllQ Parallel composition

P Replication

(Rg) Assertion processes

where T is a sequence of variable names bound in the object term N, ¢; € C are conditions, a is a name possibly
appearing in P, and ¥ € A is an assertion.

2 Note that idempotence (V@ ¥ ~ W) is not required from the composition operation, meaning that logics to represent resources,
like linear logic, can be captured through the assertions language.
3 Note also that weakening (¥ - ¢ = ¥ ® ¥’ |- ) is not required, meaning that non-monotonic logics could be captured as well.
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The input and output processes are as in pi-calculus except that the channel objects M can be arbitrary terms.
In the input process the object (AZ)N is a pattern with the variables & bound in N as well as in the continuation
process P.* Intuitively, any term message received on M must match the pattern N for some substitution of
the variables . The same substitution is used to substitute these variables in P after a successful match. The
traditional pi-calculus input a(z).P would be modelled in Psi-calculi as a((Az)x).P, where the names are the only
terms allowed. Restriction, parallel composition, and replication are the standard constructs of pi-calculus.

The case process behaves like one of the P; for which the condition ; is entailed by the current environment
assumption, as defined by the notion of frame which we present later. Frames are familiar from the applied pi-
calculus [AF01], where were introduced with the purpose of capturing static information about the environment (or
seen in reverse, the frame is the static information that the current process exposes to the environment). Particular
examples of using the case construct are:

1. case ¢ : P which can be read as if ¢ then P;

2. case T : P, T : P, where T would be any condition that is entailed by all assertions (like a <> a in
pi-calculus); this use is mimicking the pi-calculus non-deterministic choice P; 4+ Ps.

Remark 2.2.6: Psi-calculi work with finite terms and processes. Therefore, we restrict our further investigations to
finite event structures and DCRs. To handle event structure over an infinite set of events one needs to investigate
extensions of Psi-calculi with three forms of infinity:

1. Infinite summation, which is sometimes found in process algebras, e.g., in Milner’s SCCS [Mil83]. In the case
of Psi-calculi an infinite case construct can be written as case ¢; : P; where infinite lists are used to represent
the respective condition/process pairs. No significant changes to the semantics would be needed.

2. Infinite parallel composition could use the same semantic rule as for the finite case, but care needs to be taken
with the required notions of frame and entailment. Often the replication is the preferred way to obtain infinite
parallel components.

3. Infinite nominal data structures, where works into infinite terms would be a starting point.

Assertion processes (¥]) can float freely in a process (i.e., through parallel compositions) thus describing as-
sumptions about the environment. Otherwise, assertions can appear at the end of a sequence of input/output
actions, i.e., these are the guarantees that a process provides after it makes an action (on the same lines as in as-
sume/guarantee reasoning about programs). Assertion processes are somehow similar to the active substitutions of
the applied pi-calculus, except that assertions do not have computational behaviour, but only restrict the behaviour
of the other constructs by providing their assumptions about the environment.

Example 2.2.7 (Pi-calculus as an instance): To obtain pi-calculus [MPW92] as an instance of Psi-calculi use the
following, built over a single set of names N/:

N
{a=blabeT}
{1}

T QX
[ | (L |1

{(1,a=a)|a €T}

with the trivial definition for the composition operation. The only terms are the channel names a € A/, and there
is no other assertion than the unit. The conditions are equality tests for channel names, where the only successful
tests are those where the names are equal. Hence, channel comparison is defined as just name equality.

4 Note the use of A as a syntactic binder denoting patterns of terms, and the use of the standard pi-calculus restriction operation on
names v. The use of A is only in the input terms.
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Example 2.2.8: From the instance created in Example 2.2.7 one can obtain the polyadic pi-calculus [CMO03] by
adding tupling symbols t,, for tuples of arity n to T, i.e.

T=MNU {tn(Mh;Mn) My, ..M, € T}

The polyadic output is to simply output the corresponding tuple of object names, and the polyadic input a(by, ..., by, ). P
is represented by a pattern matching
Q(Abl, bn)tn(bl, ceey bn)P

Strictly speaking this allows nested tuples as well as tuples in the subject position of inputs and outputs. But
these do not give rise to transitions because the definition of channel equality only applies to channel names, thus
M < M can be entailed by an assertion only when M is a name.

Psi-calculi are given an operational semantics in [BJPV11] using labelled transition systems, where the states
are the process terms and the transitions represent one reduction step, labelled with the action that the process
executes. The actions, generally denoted by «;, 3, represent respectively the input and output constructions, as well
as 7 the internal synchronisation/communication action:

M((va)N) | M(N) | 7

The restriction operator v binds the names @ in N. We will denote by bn(a) the set of bound names in a commu-
nication term; i.e., bn(M{(va)N)) = a.

Transitions are done in a context, which is represented as an assertion W, capturing assumptions about the
environment:

VPSP

Intuitively, the above transition could be read as: The process P can perform an action « in an environment
respecting the assumptions in ¥, after which it would behave like the process P’.

The environment assertion is obtained using the notion of frame which essentially collects (using the composition
operation) the outer-most assertions of a process. A frame also keeps the information about the restrictions under
which the assertion processes are found.

Definition 2.2.9 (frame): A frame is of the form (vb)¥ where b is a sequence of names that bind into the assertion
U. We write just ¥ for (ve)¥ when there is no risk of confusing a frame with an assertion. We identify alpha
variants of frames. In consequence, composition of frames is defined by (1/1;1)\1/1 ® (VZ;Q)\IIQ = (1/b~1 b~2)\I/1 ® Uy where
by ¢ n(by, ¥3) and vice versa. The frame of a process F(P) is defined inductively on the structure of the process
as:

F(case ¢ : P) = F(M(N).P) = F(M{(\&)N).P) =1

Any assertion that occurs under an action prefix or a condition is not visible in the frame.

Example 2.2.10: Calculating the frame of the following process, when a ¢ n(¥), is:
FUUL) || va) (92D [| FT(N).(Ws))) = 01 @ (va) ¥y = (va) (01 © W),

Here U3 occurs under a prefix and is therefore not included in the frame. An agent where all assertions are guarded
thus has a frame equivalent to 1. Because frames are considered equivalent up to alpha-conversion, proper renaming
allows to move restriction operators (va), as exemplified here.

Definition 2.2.11 (semantics): The transition rules for Psi-calculi are the following, where the symmetric rules for
(PAR) and (coM) are elided.
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‘IH—MHK~ (IN)
¥ > M((Aj)N).P E0ZE, ply - I
UHMo K
v M(N).P BN p

(our)

U>PpP 5 P U+,
U >case o : P,...,pn: Py = P

(CASE)

VoUp@VEM& K UpUsQE ¢ q/Q@\IlDPM(V&)N

Ve PllQ = (va)(P'||Q)

P adn(Q)

In the (com) rule the assertions Wp and ¥¢ come from the frames of F(P) = (vbp)¥p respectively F(Q) =
(vbg)¥q and it is assumed that bp is fresh for all of ¥, bg, Q, M and P, and respectively for bg.

PoUo>P 5P bn(a)¢nQ)

p (PAR)
Ve PllQ—=PlQ
U PP P
p (REP)
U >P % P
VPSP b b NG
¢ n(a),b ¢ n(¥) (s00PE)

U > (vb)P = (vb) P!

We PN P bg (@b (@) n(M)  benN)
¥ o (vb)p MEAEDN, b

There is no transition rule for the assertion process; this is only used in constructing frames. Once an assertion
process is reached, the computation stops, and this assertion remains floating among the other parallel processes
and will be composed part of the frames, when necessary, like in the case of the communication rule. The empty
process has the same behaviour as, and thus can be modelled by, the trivial assertion process (1.

The (IN) rule makes transitions labelled with any channel term K equivalent to the input channel M, and for
any substitution replacing the variables § by term values L in the (pattern) term N. The input rule is open to any
possible matching outputs, where the (coM) rule will pair any of the exact matchings. The (OUT) rule just outputs
the term N on some equivalent channel term K.

The (cASE) rule shows how the conditions are tested against the context assertions. From all the entailed
conditions one is non-deterministically chosen as the continuation branch.

The communication rule (COM) shows how the environment processes executing in parallel contribute their
top-most assertions to make the new context assertion for the input/output action of the other parallel process.
The (coMm) rule requires that for a synchronization to happen the channels in the transition labels for the input
and output processes must be equivalent.

The (PAR) rule allows a component P in a parallel process to do an « transition to P’ as long as the bound
names of the transition label are not captured by the environment process @), i.e., when the bound names of « are
fresh in Q (bn(a) Nn(Q) = M). Moreover, for the frame F(Q) = (vbg)¥¢ it is assumed that bg is fresh for W, P
and a.

The (REP) rule is standard from pi-calculi.

The (SCOPE) rule can be applied only when b is fresh in both « and the assertion that the process is executed
with.

In (OPEN) the expression @ U {b} means the sequence a with b inserted anywhere.
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Example 2.2.12: For a simple example of a transition, suppose for an assertion ¥ and a condition ¢ that ¥ I .
Also assume that

VU > Q5 Q
i.e., @ has an action « regardless of the environment. Then by the (CASE) rule we get

U case p : Q 5 Q'

i.e., case ¢ : @ has the same transition if the environment is ¥. Since F((¥)) = ¥ and ¥ ® 1 we get by (PAR)
that
1> (V) |lcase ¢ : Q = (V)| Q.

2.2.1 Terms

A more detailed introduction to nominal sets used in Psi-calculi can be found in [BJPV11, Sec.2.1] and the recent
book [Pit13] contains a thorough treatment of both the theory behind nominal sets as well as various applications,
e.g., see [Pit13, Ch.8] for nominal algebraic datatypes. For our presentation here we expect only some familiarity
with notions of algebraic datatypes and term algebras. In the following we briefly present the notion of terms that
we will be using in our encodings in the rest of the chapter.

Definition 2.2.13 (terms, cf. [BN98, Chap.3.1]): In universal algebra, terms are constructed from a signature F of
function names of some arity, and a set of variables X', and are denoted t € T(F,X). Function symbols of arity
0 are called constants. Function symbols are sometimes denoted as f(_) or f(_,.) to emphasise their arity (i.e.,
number of arguments, respectively one and two in this example). Terms without variables are called ground, their
set being denoted by T (F), whereas terms containing variables are sometimes called open, to emphasise this aspect
(in consequence, some works call ground terms closed). Every variable is also a term, i.e., an open term.

One could see an intuitive association between variables and names, since in nominal datatypes names can be
subject to substitutions, the same as variables in open terms. Though names have other properties, as we have
seen, like bindings or alpha conversion.

Example 2.2.14 (natural numbers as ground terms): The set of natural numbers can be seen as terms denoted by N
and defined as T ({s(.),0}), i.e., only ground terms, built from the single constant term 0 using the unary successor
function. An example of the term representing number 3 is s(s(s(0))).

Definition 2.2.15 (multi-sorted terms, cf. [GM92]): A multi-sorted algebraic structure is obtained if we add a notion
of sorts to the Definition 2.2.13. Consider a set of sorts s € S with a partial order on them, e.g., s; < sy means
that any term of sort s; is also of sort s5. Assign to each function symbol f € F a sort for each parameter and
a sort for output; e.g., f : s1,...,8, — s takes n arguments of the respective sorts. In particular, each constant
symbol is of some sort. One function can now be applied only to terms of the appropriate sort, to produce a term
of the respective result sort. The set of variables is now partitioned into sorted variables, i.e., each variable is of a
certain sort. We sometimes mention the set of sorts as 7 (F,X,S) when we want to be specific; but most of the
time we rely on the context for disambiguation.

Definition 2.2.16 (equality of terms): Equations can be defined between terms, ¢; = t,, to express which terms
should be viewed as equal. Equations are usually defined between open terms and are closed under substitutions,
meaning that any two terms obtained by applying the same substitution to both ¢ and ¢’ would also be considered
equal. For some set of equations, we infer the equality of two terms by applying the inference rules of equational
logic, i.e., identity, symmetry, transitivity, closure under function application and under substitutions.

Example 2.2.17 (multi-sets as ground multi-sorted terms): One representation of sets can be given as terms built
over two sorts S = {el, set} using constant symbols e; of sort el and constant symbol @ of sort set, and using a
multi-sorted concatenation operation _o; : _¢.¢+ which takes the first argument of sort el and the second argument
of sort set. An example is e : (es : (e3 : 0))). Because elements can appear several times in a concatenation, we
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have just modelled multi-sets. All multi-sets over some ¢; € E are denoted by N”. With standard equations one
could treat the multi-set terms with duplicate elements as equal to terms with a single copy of the element so that,
e.g., e1 : (e1 : 0) would be equal to e; : fl. Examples of equations of relevance to this case are: commutativity in
multi-sets could be e; : (e3 : &) = ea : (e1 : x), whereas an annihilation equation would be ey : (e1 : ) = €1 : . We
denote all the terms capturing sets over some E of constant symbols by 2.

Example 2.2.18 (natural numbers with operations): When interested in operations on natural numbers we could
build a term algebra N, from N of Example 2.2.14 by adding operators and equations related to the operators, as
well as variables. Consider two sorts S = {g, op} and have all ground terms from Example 2.2.14 to be of sort g, i.e.,
put the constant 0 and the successor function to be of sort g. Take the order g < op, saying that any ground number
g is also a number term with operations. Now define any operations, like _+ _or _— _, to be of sort op, i.e., taking
as input op terms and returning op terms. Put the standard definition of such an operator into equations, e.g.:
$(0) +2 = s(x). One can also put as equations the standard properties of such operators, like commutativity. So in
our example No, = ({s,0,+,—}, X, S). The sorts have been used just to make the representation nicer, i.e., having
the natural numbers as building blocks on which the operations work. But in the presence of equations we can safely
do without sorts; we will just have the successor function possibly applied to an operation like s(s(0) + s(s(0))).

With such a definition of natural numbers with operations as terms, we can then work with them as usual in
mathematical proofs, but also as terms when the Psi-calculi rigour requires it. In particular, when using a proof
assistant, as is customarily done when making meta-proofs for Psi-calculi, we would need to select an appropriate
package to work with natural numbers, and with sets and multi-sets. These packages would be using encodings on
the lines described above, to every detail. For this chapter we stick to the well-known intuitive notations for natural
numbers and multi-sets.

Example 2.2.19 (multi-sets with operations): Take the sets and multi-sets of Example 2.2.17 and add functional
symbols for standard operations like: _U_, _\ _, _+ _ (the last one standing for summation of multi-sets). Consider
the definitions of these operations in the equations; for example e; : e3 : 0Ue3 : 0 = ey : ex : e3 : . Variables X
are included as well. We could also add sorts for ground sets and sets with operators, as we did in the previous
example. We denote such sets and multi-sets with operators and variables over some E by 2§p = ({,0,U\},X)

and pr = ({:7(2)7 =+, _}aX)'

Many times data structures used in computer science are multi-sorted, and thinking in terms of sorts makes our
results easier to follow. Therefore, we give a few definitions for sorts in the case when names are present. Complete
treatment can be found in references like [Pit13, UPG04, BGP15, BGP"14].

Definition 2.2.20 (multi-sorted nominal datatypes, cf. [Pit13, ch.8] or [UPG04]): Consider a set of name sorts SV
disjoint from the set of sorts used for the datastructures, which we will call data sorts and denote SP. Each name
is assigned a name sort, the same as we were doing for variables. Name swapping is now sort-respecting in the
sense that the two names being swapped must have the same name sort. In consequence, freshness and name
abstraction are also sort-respecting (see [Pit13, ch.4.7]). Nominal datastructures are built over sorts described using

the following grammar:
S:=8V|8P|1]8V:5](S,9)

This basically describes binding sorts and pairs (and thus tuples) sorts. Functions are defined as f : S — ST always
returning a data sort. Terms are built respecting the sorting, including information about name binding.

Our use of sorts in Psi-calculi is rather simplistic, mainly to make sure that the right kind of terms are being
used in the right place; e.g., when receiving data on a channel. We prefer to minimise mentioning sorting aspects,
as for our results these details would mean too much cluttering without gained insights or correctness concerns.
Nevertheless, when strictness is necessary, like when working with a proof assistant, then all details of the sorting
should be in place, and the methods described in [BGPT15, BGP*14] should be followed. We give here a brief
definition of some main aspects of sorted Psi-calculi.

5 Note that to model infinite sets we would need infinite terms in the above term encoding.
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Definition 2.2.21 (sorted Psi-calculi, [BGP'15, sec.2.4]): Multi-sorted Psi-calculi use two main notions on top of
multi-sorted nominal datatypes:

sorts for channels specify for each sort (designating terms that can be the subject of a channel) the sort of terms
(objects) that can be send/received on that channel;

multi-sorted substitutions need to know which sorts (of terms) can substitute which sorts of names; i.e., a relation
<sub< Sy X 8. The relation on sorts from Definition 2.2.15 is respected in the sense that if a <, so and
51 < 8o then a <gup S1.

In our work we rely on sorts to give some discipline in building Psi-terms without cluttering unnecessarily the
notation. Sorts are intuitive and we will abuse the notation and rely on the context and intuition to disambiguate.
Here are a few examples of our simple way of using sorts in the Psi-instances that we will define.

Example 2.2.22 (simple use of sorts in Psi-instances): Often a function like pairing is multi-sorted, (-, -) : s1 X s —
s3. The left parameter may be of sort natural numbers whereas the right parameter may be a multiset; everything
could be considered of sort pairs. We would like to allow names to be used as parameters, and these names could
be replaced upon a Psi-communication. In this case we just say that the names must be of sort natural number
and multiset. In consequence, the substitutions to respect the sorts should replace the name on the left only with
natural number terms and the name on the right only with multisets.

2.3  Representing event structures in Psi-calculi

In this section we provide a Psi-calculus representation of finite prime event structures (recalled in Definition 2.3.1).

It is fairly easy to represent the interleaving, transition semantics for a finite event structure as a Psi-calculus
term. However, in contrast to most process calculi, event structures and more expressive event-based models
of concurrency [Win82, Pra91, Pra00, vG06, vGP09, Joh15, Gup94, Pra95] come with a non-interleaving semantics.
A non-interleaving semantics makes it possible to distinguish between interleaving and independence (sometimes
called “true” concurrency) and are well behaved wrt. action refinement [vGGO1]. A simple example is given by two
concurrent processes executing each a different instance of the same action a. An interleaving transition system
based model would represent such a process by an ”interleaving” diamond with all four sides labelled by the same
action, which semantically typically would be equal to the sequential composition a.a of the two actions. Refining
the action a into al.a2 in the semantical model, would thus result in the single sequence al.a2.al.a2 as the possible
behaviour. However, when refining the parallel composition of two concurrent processes that both executes a, one
would expect all possible interleavings, that is, the two different behaviours {al.a2.al.a2,al.al.a2.a2}.

The encoding of finite prime event structures into the instance of Psi-calculi, which we call eventPsi, not only
preserves the behaviour of event structures up to interleaving diamonds, but it also preserves the causal structure
by exploiting the assertions and conditions of Psi-calculi, and as a consequence is also compatible with action
refinement.

We show in the subsequent section that this idea can be generalized to DCR-graphs, and we believe that also
other generalized versions of event structures [Win87,vGP09] can be represented as Psi-calculi following a similar
approach as presented here.

2.3.1 Background on event structures

We follow the standard notation and terminology from [WN95, sec.8].

Definition 2.3.1 (prime event structures): A labelled prime event structure over alphabet Act is a tuple & = (E, <
,8,1) where F is a possibly infinite set of events, < C E x F is a partial order (the causality relation) satisfying

1. the principle of finite causes, i.e.: Ve € E : {d € E | d < e} is finite,
and § C F x FE is an irreflexive, symmetric binary relation (the conflict relation) satisfying

2. the principle of conflict heredity, i.e., Vd,e, f € E :d <eAdif = eff.



2. Non-interleaving systems as Psi-calculi instances 33

4] [o)——?]

%]

Fig. 2.2: Classic examples of event structures. Different boxes represent different events, possibly labelled the same. Ar-
rows represent causality (not displaying those coming from the transitive closure); and dashed lines represent the
symmetric conflicts (not displaying those coming from heredity).

and [ : F — Act is the labelling function. In the rest of the paper we only consider finite prime event structures,
that is prime event strctures where the set of events E is finite. Denote by E the class of all finite prime event
structures.

Intuitively, a prime event structure models a concurrent system by taking d < e to mean that event d is a
prerequisite of event e, i.e., event e cannot happen before event d has been done. A conflict dfe says that events d
and e cannot both happen in the same run. Compared to other models of concurrency like process algebras, event
structures model systems by looking only at their events, and how these events relate to each other. The two basic
relations considered by event structures are the dependency and the conflict relations. The conflict relation can be
used to capture choices made by the system, since the execution of one event discards all other events in conflict
with itself for the rest of the computation.

Labels can be understood as actions, with a wide and general meaning. Events are instances of actions, and an
action can happen several times, thus as different events. The same action can also happen in different components
running in parallel, giving rise to autoconcurrency, as exemplified in the beginning of this section. Actions are
important for observational equivalence, but not only them (see Example 2.3.5).

Example 2.3.2: In Figure 2.2 we pictured four simple examples of finite event structures (taken from [vGV97, Fig.4]).
We illustrate events as boxes containing their labels, the dependency relation by arrows, and the conflict relation
by dashed lines with a f sign. In the left-most event structure we have three events, where the events labelled b
and ¢ depend on the event labelled a and are in conflict with each other. This is a standard branching point which
could be specified in a simple CCS notation as a; (b + ¢). In the second event structure we have two (conflicting)
events, both labelled with a, and two events labelled b and ¢ which depend on the first and the second a-labelled
event respectively. Because of the principle of conflict hereditary, b is in conflict with the lower a-labelled event
and similarly, ¢ is in conflict with the upper a-labelled event (but the conflict relations are in this case usually not
explicitly illustrated). In CCS notation this could be a; b+ a;c. In the third event structure we have just two events
without any explicit or inherited relation, which means that they are concurrent (e.g., a||b), as made precise below.
The last event structure is similar to the second, except that it offers two conflicting paths with the label a followed
by b or b followed by a respectively.

Definition 2.3.3 (concurrency): Causal independence (concurrency) between events is defined in terms of the above
two relations as
dlle 2 =(d<eVe<dVde).

This definition captures the intuition that two events are concurrent when there is no causal dependence between
the two and, moreover, they are not in conflict.

From the definition it follows that only the two events in the third event structure in Figure 2.2 are concurrent.

The behaviour of an event structure is described by subsets of events that happened in some (partial) run of
the system being modelled. This is called a configuration of the event structure, and steps can be defined between
configurations.

Definition 2.3.4 (configurations): Define a configuration of an event structure £ = (E, <,f) to be a finite subset of
events C' C F that respects:
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Fig. 2.3: Configurations and steps for event structures in Figure 2.2. The labels of the events are shown as superscripts.

1. conflict-freeness: Ve,e' € C : —(efle’) and,
2. downwards-closure: Ve,e' € E:e’ <eNee(C =¢ (.

We denote the set of all configurations of some event structure by Cg.

Conflict-freeness is saying that no two conflicting events can happen in one run. This also says that once an
event is discarded it can never be executed on the current run. This is similar to how the semantics of the choice
operator in process algebras is defined (see rule (CASE) in Section 2.2) where all other branches of the choice are
discarded once a step is taken. The downwards-closure says that all the dependencies of an executed event (i.e.,
which is part of a configuration) must have been executed also (on this same run).

Note in particular that () is a configuration (i.c., the root configuration) and that any set [e] = {¢/ € E | ¢/ < ¢}
is also a configuration determined by the single event e. Events determine steps between configurations in the sense
that C' S C’ whenever C, C” are configurations, e ¢ C, and ¢’ = C' U {e}.

Example 2.3.5: For the examples from Figure 2.2 we get the configurations and steps depicted in Figure 2.3.

One may note that if only the paths of labels are observed, the two first event structures are indistinguishable,
but if the branching structure is observed, i.e. by a bisimulation equivalence, they are distinguishable. One
may also note that if the paths of labels are observed and even if branching time is observed, the two latter
event structures are indistinguishable, but if concurrency is observed, i.e. by a history-preserving bisimulation
equivalence [DDM88,vGGO1], they are distinguishable.

Remark 2.3.6: It is known (see e.g., [WN95, Prop.18]) that prime event structures are fully determined by their
sets of configurations, i.e., the relations of causality, conflict, and concurrency can be recovered only from the set
of configurations C¢ as follows:

l.e<eiffVCeCs:e€eC=ecC;
2. effe’ iff VC € Cg : =(e€ C Ne € C);
3. elle iff 3C,C" €Ceg:ec CAe gC N €eC'Neg ' NCUC" € Cg.

It is also known (see e.g., [WN95, Sec.8] for prime event structures or [vGGO1, Sec.4] for the more general
event structures of [Win87]) that there is no loss of expressiveness when working with finite, instead of infinite
configurations. An infinite configuration can be obtained from infinite union of finite configurations coming from
an infinite run.

For some event e we denote by <e = {¢’ € F | ¢/ < e} the set of all events which are conditions of e (which is
the same as the notation [e] from [WN95], but we prefer to use the above so to be more consistent with similar
notations we use in the rest of this paper for similar sets defined for DCRs too), and fe = {e’ € E | €'ie} those
events in conflict with e. We denote by <e = <e \ {e} the non-trivial conditions of e, i.e., excluding itself.
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2.3.2 The encoding of prime event structures

In this section we provide an encoding of finite prime event structures into an instance of Psi-calculi which we call
eventPsi. We consider finite event structures only, since it is not the goal of our work to represent denotational
models. Moreover, the direct encoding we are aiming for of event structures with infinite sets of events would
require a treatment in Psi-calculi of infinite parallel composition, infinite terms, frame definition, and careful look
at the SOS rules which use entailment among infinite assertion and condition terms. Such a treatment is beyond
the scope of the paper. We will instead see in the next section how to encode an event-based model generalising
event structures to allow finite representations of infinite behaviour.

The intuition of the encoding is to represent event structure configurations as assertions and the causality and
conflict relations as conditions. We do this by taking assertions A to be sets of events representing the history of
executed events, i.e. a configuration, and composition just set union. Conditions C are taken to be pairs (p,c) of
sets of events and entailment relation is then defined such that p represents the preconditions of an event, i.e. <e,
and c represents the conflict set, i.e. fe. That is, an assertion (history of executed events) ¥ entails a condition
(p, ¢) if and only if p C ¥ (the preconditions have been executed) and ¢cN'W¥ = () (none of the conflicting events have
been executed). Finally, we take the set of terms T to be simply a set of constants representing the events. To
keep the exposition simple, we will ignore event labels until Section 2.3.3, where we treat action refinement. But
labels could easily be added by redefining the terms to be pairs of an event and its label, for some given labelling
function; e.g., (e,l(e)).

Definition 2.3.7 (event Psi-calculus over E): We define a Psi-calculus instance, called eventPsi, parametrised by a
set E of constant symbols, to be understood as events, by providing the following definitions of the key elements of
a Psi-calculus instance:
T¥E
CY 2 x2P)Ules e feT}
A def oFE
® 9y
1%
def U (D,C)YIf (DCO)A(CNT =0)
| Ukess fiffe=f

where T, C, and A are algebraic data types built over the constants in F.

It is easy to see that our definitions respect the restrictions of making a Psi-calculus instance. In particular, chan-
nel equivalence is symmetric and transitive since equality is. The ® is compositional, associative and commutative,
as U is; and moreover ) U S = S, for any set S, i.e., 1 is the identity for ®.

Remark 2.3.8: We are not using the nominal aspects of Psi-calculi. Throughout the rest of this section we do not
work with names, and therefore the support of all terms will be empty. Names will make their appearance in the
encoding of DCRs in Section 2.4.

We are now ready to provide the encoding ESPSI which maps a finite prime event structure and a configuration
to an eventPsi-process. The eventPsi-process is defined as a parallel composition of atomic “event processes”. These
come in two forms: The first, defined simply as an assertion process, corresponds to events in the configuration
of the translated event structure (i.e., those that already happened). The latter corresponds to events that have
not happened yet and are defined using the case construct with a condition ¢, = (p,c¢) where p = <e, i.e. the
preconditions of the event e, and ¢ = fle is the set of events that e is in conflict with. The definition of entailment
then ensures that the case process can execute if and only if the event is enabled, and if it executes, the event is
asserted, thereby updating the configuration. To easily observe which event happened, we also communicate the
event e on the channel e.
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Definition 2.3.9 (event structures to eventPsi): For £ = (E, <,f) an event structure and a configuration C' of &,
define ESPSI(E, C) as
ESPSI(E,C) = || ecEPe

with

case @, : e(e).({e}) otherwise

Pe:{(]{e}D ifeeC

where @, = (<e, fe). If the configuration is empty we will allow writing ESPSI(E) for EspsI(E, D).

We often use the product notation in situations as above, i.e., [| P, to mean the parallel composition of the
P, processes.

We have seen that the eventPsi-processes that we obtain from event structures in Definition 2.3.9 have a specific
syntactic form. But the eventPsi instance allows any process term to be constructed over the three nominal
data-types that we gave in Definition 2.3.7. Below we give the syntactic restrictions on eventPsi-process terms

corresponding to event structures, via the mapping defined by Theorem 2.3.19.

ecE

Definition 2.3.10 (syntactic restrictions for eventPsi): We define an eventPsi-process to be syntactically correct if it
is constructed using the grammar:

Pps = ({e}) | casep:ee).({e}) | Pesl/Pes
and moreover, it respects the following constraints, for any e, ./ from case . : €(e).({e}|) respectively case p. :
e(e')-({e'}):
1. conflict: (i) e € mr(pe) and (ii) €’ € Tr(pe) & € € TR(Per);
2. causality: (i) e € 71.(pe) and (ii) e € 7L (per) = (€' € TL(we) A 7L (we) C 7L(per));
3. executed events: for any e, Pgs will have at most one of ({e}) or case p : e(e).({e}).

Denote by ev(P)CT the event constants appearing in a process Pgg.

To justify for the last restriction assume having ({e}) || case ¢, : €{(e).({e}) part of Pgg. This would say that
e has already happened and at the same time e can happen in future when the case condition holds. This cannot
be in event structures, and thus needs to be ruled out.

Definition 2.3.11 (event transitions): We define transitions between syntactically correct eventPsi processes P and
P'tobe P~ P'iff 1> P =5 P,

Remark 2.3.12: Arbitrary eventPsi-processes can have different kinds of labelled transitions, but for syntactically
correct processes the restrictions guarantee that only event transitions exist.

Lemma 2.3.13: For a syntactically correct eventPsi process P and a transition P ~5 P’ then P’ is also syntactically
correct.

Proof: Having P ~5 P’, we know from the transition rules of Psi-calculi, and the syntactic restrictions of Defini-
tion 2.3.10 that P = case ¢ : €{(e).({e}) || @ where Q is syntactically correct and does not contain another (case or
assertion process) P, i.e., indexed by the same e. Recall that () is the unit assertion 1, and that the minimal process
0 is equivalent with the (@), which can be in place of @ so that the parallel composition ends. The transition thus
is

case p:ele).({e}) [|Q ~ ({e})[|@ = P'.

As we know that @ is syntactically correct and it does not contain another P, then ({e}) || @ = P’ is also syntac-
tically correct. O



2. Non-interleaving systems as Psi-calculi instances 37

Lemma 2.3.14 (correspondence configuration—rame): For any event structure £ and configuration C, the frame of
the eventPsi-process EspsI(E, C) is the same as the configuration C.

Proof: Denote EsPSI(E,C) = P§ defined as in Definition 2.3.9. The frame of P§ is the composition with ® of the
frames of P, for e € E. As P, is either ({e}) if e € C or case p. : €(e).({e}]) then the frame of P. would be either
F(({e})) = {e} or F(case ¢ :e(e).({e})) =1 = 0. Thus the frame of Pg is the union of ) and all events in C. O

Lemma 2.3.15 (transitions are preserved): For any event structure £ and any of its configurations C, any transition
from this configuration C % C’ is matched by a transition EsSPsI(E,C) ~% Espsi(E,C’) in the corresponding
eventPsi-process.

Proof: By Lemma 2.3.14 the frame of EsPsI(E, C') is the same as C. The assumption of the lemma, i.e., the existence
of the step between configurations, implies that e is enabled by the configuration C'. This means that e ¢ C, which
implies by Definition 2.3.9 that EspsI(E,C) = case . : €(e).({e}]) || Q. This implies that F(Espsi(E,C)) =
1® F(Q) = C, with e ¢ C, meaning that F(Q) = C. Moreover, since C' enables e it means that all <e are in
C and no fe is in C, which is the definition of entailment relation in eventPsi, i.e., F(ESPSI(E,C)) F e, which
enables the step from ESPSI(E,C) that the lemma expects. After Espsi(E,C) ~» P’ we have P’ = ({e}) || Q and
F(P") =F(({e})) ® F(Q) = {e} UC = C’. From the definition of the translation function ESPSI it is easy to see
that EspsI(E,C") = ({e}) || Q- O

Lemma 2.3.16 (transitions are reflected): For an event structure £ and a configuration C, any transition ESPSI(E, C) ~»
P’ is matched by a step C = C”, with P’ = Espsi(&,C").

Proof: We know that for ESPsI(£, C) to have a transition labelled with e it must be of the form Espsi(€,C) = P. || Q
where P, = case ¢, : €(e).({e}]), with . = (<e,fe). We know from Lemma 2.3.14 that the frame of ESPSI(E, C)
is the assertion corresponding to C, which is F(P. || Q) = 1® Vg = V. For the transition e to be enabled we also
know from Definition 2.3.7 that <e C ¥ and feN Vg = 0. From how ¢, is created in the Definition 2.3.9 we know
that e must be enabled in (£, C). Therefore, we have the transition (£,C) < (€,C"), where C' = {e} U C.

After a transition P, ||Q ~~ ({e})) || Q we have that the new frame of the process is {¢} U ¥q. From Definition
2.3.9 we see that EsPsI(E, C”) would create an eventPsi-process where all but the sub-process for e will be the same
as for EspsI(€, C'), and the sub-process P, will be ({e}) instead of case ¢, : €(e).({e}). This is the same process
that we got after the transition in eventPsi. O

Theorem 2.3.17 (preserving interleaving diamonds): For an event structure £ =(F, <, #) with two concurrent events
ell¢’, then in the translation EspsI(E, ) we find the behaviour forming the interleaving diamond, i.e., there exists a
C s.t.

ESPSI(E,C) % P, % P, and
ESPSI(E,C) % Py % B,

Proof: In a prime event structure if two events e, e’ are concurrent then there exists a configuration C reachable
from the root which contains the conditions of both events, i.e., <e¢ C C and <e¢’ C C, and does not contain any
of the two events, i.e., e,e’ & C. This can be seen from Remark 2.3.6(3) which ensures the existence of some
configurations C1, Cy, and Cy U Cy, which contains both e, ¢/. Removing from this last configuration both e, e’ we
still obtain a configuration. Take this configuration as the one C sought in the theorem. Therefore we have the
following steps in the event structure: C % CU{e}, C < CU{e'}, CU{e} = CU{e, €'}, and CU{e’'} & CU{e, €'}.

Since C is reachable from the root then by Lemma 2.3.15 all the steps are preserved in the behaviour of the
eventPsi-process EspsI(&, (}), meaning that Espsi(€, C) is reachable from (i.e., part of the behaviour of) Espsi(&, 0).
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Since e,e’ ¢ C we have that ESpsI(E,C) is in the form Py = P, || P || Q with P. and P.. processes of kind
case. From Lemma 2.3.14 we know that the frame of ESPsI(E, C) is the assertion corresponding to C, which is
F(Pe|| Per || Q) :Q)U@U\I}Q =Vq.

From Lemma 2.3.15 we see the transitions between the eventPsi-processes: ESPsI(E,C) ~> P, LA P, with
Py = ({e}) || ({e'}) || Q as well as BsPsI(E,C) ~ Py~ Py with Py = ({e}) || ({e’}) || Q. We thus have the expected

interleaving diamond.

As an aside, remark that F(P;) = F(Py) @ {e} and F(P3) = F(Py) ® {e'} thus F(P1) @ F(P3) = F(P)) @ {e} ®
{¢’} = F(P4), which says that e € F(P) ANe' ¢ F(P1)Ne € F(Ps)Ae ¢ F(P3) ANF(P) @ F(P3) = F(Ps). Using
Lemma 2.3.14 these can be correlated with configurations and thus we can see the definition of concurrency from
configurations as in Remark 2.3.6(3). 0

Intuitively the next result says that any two events that in the behaviour of the eventPsi-process make up the
interleaving diamond are concurrent in the corresponding event structure.

Theorem 2.3.18 (reflecting interleaving diamonds): For any event structure £, in the corresponding eventPsi-process
ESPSI(E, (), for any interleaving diamond

ESPSI(S,C) VS Py 5‘; P

and ,
ESPSI(E,C) % Py <5 Py

for some configuration C' € C¢, we have that the events e||e’ are concurrent in £.

Proof: Since EsPsI(E, C) has two outgoing transitions labelled with the events e and €’ it means that Espsi(€, C)
is in the form Py = P, || P/ || Q with P, and P., processes of kind case. From Lemma 2.3.14 we know that the
frame of ESPSI(E, C) is the assertion corresponding to C, which is F(P. || P ||Q) =0 U DU F(Q) = Yq.

We thus have that e, e’ ¢ ¥ and P, % Py and Py ~» Ps. This means that for these two transitions to be possible
it must be that the precondition for e and e’ respectively must be met. Since e, e’ ¢ g it must be that €’ ¢ 7 ()
and e ¢ 7 (pe). Since 7r(p.) is the same as the set <e and 7 (L) the set <e’ we have the two parts of the
Definition 2.3.3 that concern < for the causal independence (concurrency) of the events e, ¢/, i.e., =(e/ <eVe <¢').
After the two transitions are taken we have that Py = ({e})) || P || @ and Ps = P, || ({€’}]) || Q- We thus have that

e € F(P) and €' € F(P;). For the transition P; < P, to happen we must have that e ¢ mr(p./) and for Ps & Py
we must have e’ ¢ mr(p.). This is the same as e’ ¢ e and e ¢ fe’ which makes the last part of Definition 2.3.3
concerning the conflict relation, i.e., =(e’fe). This completes the proof, showing e||e’. O

Theorem 2.3.19 (syntactic restrictions): For any syntactically correct eventPsi-process Pgrgs there exists an event
structure £ and a configuration C' € C¢ s.t.

ESPSI(E,C) = Pggs.

Proof: From an eventPsi-process Pgg defined according to the syntactic restrictions of Definition 2.3.10, we show
how to construct an event structure £ = (F, <, ) and a configuration C. We have that Pgg is built up of assertion
processes and case guarded outputs, i.e.,

Pps = (I t{e}d) 11 (T case or : F(N-({/3D).

eckE, fEE,

Because of the third restriction on Pgg (i.e., from Definition 2.3.10(3)) we know that E. and E, are sets, since
Pgs cannot have in parallel two assertion processes with the same assertion, nor two case processes with the same
channel. Moreover, these two sets are disjoint.
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We take C to be the frame of F(Pgrg) = E.. We take the set of events to be E = E. U E,.. We construct the
causality and conflict relations from the processes in the second part of Pgg as follows: < := U.cg, {(¢/,e)le’ €
7r(pe)} and § := Uecp, {(¢/,e)|e’ € mr(pe)}. We prove that the causality relation is a partial order. For irreflexivity
just use the first part of the second restriction on Pgg. For antisymmetry assume that e < e’ Ae’ < eAe # e which
is the same as having e € 7y (pe) A€’ € mr(p.). This contradicts the first part of the second restriction on Pgg.
Transitivity is easy to obtain from the second part of the second restriction which says that when e < e’ then all the
conditions of e are a subset of the conditions of ¢’. We prove that the conflict relation is irreflexive and symmetric.
The irreflexivity follows from the first part of the first restriction on Pgg, whereas the symmetry is given by the
second part.

It is easy to see that for the constructed event structure and the configuration chosen above, we have Espsi(E, C) =
Pg 5. The encoding function ESPSI takes all events from C' to the left part of the Pgrg, whereas the remaining events,
i.e., from E, are taken from case processes where for each event f € E, the corresponding condition ¢ contains
the causing events respectively the conflicting events. But these correspond to how we built the two relations above.
O

Notation: For a syntactically correct process P (i.e., restricted according to Definition 2.3.10) we will use the
notation Ep for the events associated to the process P as defined in the above proof, i.e, Fp = E. U E,..

2.3.3 Action refinement

Below we show how to refine eventPsi processes corresponding to action refinement for labelled event struc-
tures [vGGO1] as recalled below. The intuition of action refinement is to be able to give actions (which are thought
of as possible abstractions) more structure, by replacing every event labelled by a particular action with a finite,
conflict free event structure (with events possibly labelled by other actions). For example one action can be refined
into a sequence of actions, or in general any deterministic finite concurrent process.

Since action refinement is defined using the action labels, we assume our eventPsi instances have labelled events
of the form (e, l(e)) for some labelling function [ : E — Act, and as usual write e® for an event (e, a).

A refinement function ref : Act — Ey is then a function from the set of actions of event structures (denoted
by Act) to conflict-free event structures (i.e., the conflict relation is empty) denoted by Ey. The function ref is
considered as a given function to be used in the refinement operation denoted by ref.

Definition 2.3.20 (refinement for prime event structures):

For an event structure £ with events labelled by | : E — Act a function ref : Act — Ey is called a refinement
function (for prime event structures) iff Ya € Act : ref(a) is a non-empty, finite and conflict-free labelled prime
event structure.

For £ € E and ref a refinement function, let ref(£) € E be the prime event structure defined by:

o Erete) i= {(e,€)|e € Eg, e’ € Ergpe(e))}, Where Ep ¢, (e)) denotes the set of events of the event structure

ref (le(e)),
d (dv d/) Sref(:‘:) (6, 6/) iff d <geor (d =eNd Sref(lg(d)) 61)7
o (d,d)iret(e)(e, €’) iff dice,

4 lref(:‘:) (676/) = Zref(lg(e))(e/)'

Example 2.3.21: Figure 2.4(a) provides an illustrative example (taken from [vGGO1]) of action refinement applied
to a process which receives and sends data. We may think of giving more details to the sending event by refining
it with a sequential process which first prepares the data and then carries out the actual sending. This refined
process is shown in Figure 2.4(b). In turn, Figure 2.4(c) shows a further refinement, where the preparation of data
is refined by a process which in parallel formats the data and asks permission to send.
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(c) Refinement of (b) by a concurrent process

Fig. 2.4: Example for action refinement from [vGGO1].

Remark 2.3.22: Action refinement as presented here was introduced by Wirth [Wir71] under the name of stepwise
refinement and is quite different than the more recent notion of refinement in process algebras where the refined
process is seen as an implementation of the abstract one. In these settings usually refinement is seen as an inclusion-

like relation of the behaviours, such as trace inclusion or simulation.

We can define a refinement function ref Y: Act — Peventps for eventPsi-processes from a given refinement function
ref for event structures as follows: ref¥ (a) = EsPsI(ref(a)). For syntactically correct eventPsi-processes these two
functions are one-to-one inter-definable in the sense that for eventPsi-processes that represent finite conflict-free
event structures (i.e., that have the right elements of the conditions always empty) we can define ref from refd’ by
an analogous definition as before, going through Theorem 2.3.19. In the rest of this section, we prefer to work with

the simpler notation provided by ref.
We define an action refinement operation for eventPsi-process terms.

Definition 2.3.23: Given a refinement function ref for event structures over events E, we define an operation ref”

that refines an eventPsi-process over events E to a new one over the terms

TV = {(6,6/) | S Tvel € Eref(l(e))}'

A syntactically correct eventPsi-process P, built according to Definition 2.3.10, with frame F(P) = Up, is refined

into a process

ref‘I’(P) = H P(e,e/)v
(e,e’)eTY¥

and

o {q{(e,e’)}l) ifeeWp
(e:e’) case Q. (e,€)((e,e)).({(e,e')}) otherwise

with the conditions being
Ple,e’) = (<(67 6,), ﬁ(e7 6/))7
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where
<(e,e') ={(d,d) | d € mp(pe) V(d=eNd<reruape)}

and

n(ea 6,) = {(d7 d/)|d € 7TR(<,0€)}-

The set of events (which constitute the terms) is the set of pairs of an event from the original process and one
of the events from the refinement processes. Note that the above definition is still part of the eventPsi instance
because we can map T onto T. Take any total order < on E and define from it a total order (e, ') < (d,d’) iff e <
dV (e =dAe < d') on the pairs; map any pair to an event from E while preserving the order, thus making TV the
same as the T of eventPsi.

We make new conditions for each event (e1,ez), where <(ei,es) contains all pairs of events (], e}) s.t. either
el < e, ore] =e Ael, < es. We define conflicts by f(er,es) = {(e],¢e5) | ex#e)} (recalling that the refinement
process is conflict-free). The refinement generates for each new pair one process which is either an assertion or a
case process, depending on whether the first part of the event pair was in the frame of the old P respectively not.

Theorem 2.3.24 (refinement in eventPsi corresponds to that in ES):
For any prime event structure £ we have that:

Espsi(ref(£),0) = ref” (espsi(E, 0)).

Proof: As T = F and TV is built from T in Definition 2.3.23 with rules analogous to those E,¢f is built from
E in Definition 2.3.20, we have that TV = E,e;. Since the processes we work with are parallel compositions of
assertion and case processes, it means we have to show that any assertion processes on the left is also found on the
right of the equality (and vice versa), and the same for the case processes. Since we work with the empty initial
configuration, then there are no assertion processes on either sides.

The case processes on the left side of the equality are those generated by ESPSI from the pairs of events returned
by the ref from the event structure &, i.e., P, ) = case o) : (e,€){(e,e)).({(e,e')}) with the condition
P(eery = (<(e,€’), (e, €")) which is build according to Definition 2.3.20 from fee, <ge, and <,cfq))e’. On the
right side we have case processes for the original process before the refinement, with their respective conditions.
But the ref? replaces each one of these P, with several case processes, one for each new pair (e, €’) that involves
e. Therefore, according to Definition 2.3.23 we will have P, .y = case @ : (e,€/)((e,€')).({(e,€)}) with its
condition being built from 7r(¢e), mL(@e), and < )€’ These are respectively the same as the ones used on
the left side. Checking that any case process from the right side is found in the left side is done similarly. O

In this section we gave a representation of an encoding of the prime event structures into an instance of Psi-
calculi which preserves the causality relation and thereby also the notion of action refinement. To do this, we made
special use of the logic of Psi-calculi, i.e., of the assertions and conditions and the entailment between these, as well
as the assertion processes. It is noteworthy that we have not used neither names nor the communication mechanism
of Psi-calculi, which is known to increase expressiveness.®

2.4 DCR-graphs as Psi-calculi

2.4.1 Background on DCR-graphs

Dynamic Condition Response graphs (DCR-graphs) [HM10, HMS12] is a model of concurrency which generalises
event structures in two dimensions: Firstly, it allows finite models of (regular) infinite behaviour, while retaining the
possibility of infinite models. The finite models are regular in the automata-theoretic sense, i.e. they (if concurrency
is ignored) capture exactly the languages that are the union of a regular and an omega-regular language [DHS15a].
Finite DCR~graphs have found applications in practice for the description, implementation and automated verifi-
cation of flexible workflow systems [Slal5, SMHM13]. Infinite DCR-graphs allow for representation of non-regular

6 In pi-calculus communication of channel names allows to reach Turing completeness [Mil92], in contrast to CCS with only synchro-
nization and replication (called CCS,) where the expressiveness is weaker [AGNVO07].



2. Non-interleaving systems as Psi-calculi instances 42

behaviour and denotational semantics. Secondly, the DCR-graphs model provides an event-based notion of accep-
tance criteria for both finite and infinite computations in terms of scheduled responses. In the present chapter we
focus on the first dimension, leaving the interesting question of representing event-based acceptance criteria for
infinite computations to future work. We follow the notations for DCR-graphs from [HM10, HMS12].

Definition 2.4.1 (DCR-Graphs): We define a Dynamic Condition Response Graph to be a tuple D = (E, M, —e, o—
, =0, =+, —%, L, 1) where

1. E is a set of events,
2. M € 2F x 2F x 2F is the initial marking,

3. —e, 0, —0, —+, —%C E x E are respectively called the condition, response, milestone, include, and exclude
relations,

4. [: E — L is a labelling function mapping events to labels taken from L.

For any relation —¢€ {—e, e, —0, =+, =%}, we use the notation e— for the set {¢’ € E | e — ¢’} and —e for
the set {e’ € E'| ¢/ — e}.

A marking M = (Ex, Re, In) represents a state of the DCR-graph. One should understand Ez as the set of
executed events, Re the set of scheduled response events’ that must happen sometime in the future or become
excluded for the run to be accepting (see Definition 2.4.4), and In the set of currently included events. The five
relations impose constraints on the events and dictate the dynamic inclusion and exclusion of events.

Intuitively, the condition relation e —e e’ requires the event e to have happened (at least once) or currently be
excluded in order for €’ to happen. The response relation e e— ¢’ means that if the event e happens, then the event
€’ becomes scheduled as a response. The milestone relation e — ¢’ imposes the constraint that ¢’ cannot happen as
long as e is a scheduled response and included. Finally, the exclusion and inclusion relations generalize the conflict
relation from event structures. An event e that excludes another event €’ can be thought as being in (one-sided)
conflict; but another event may include ¢’ again, thus making the previous conflict only transient.

An event is thus enabled if it is included, all its included preconditions have been executed, and none of the
included events that are milestones for it are scheduled responses. In particular, an event can happen an arbitrary
number of times as long as it is enabled. We express the enabling condition formally as follows.

Definition 2.4.2 (enabling events): For a DCR-graph D = (E, M, —e, e, —0, —+, —%) with an initial marking M =
(Fz, Re, In), we say that an event e € E is enabled in M, written M I e, iff

e€In A (Inn—ee) C Ex A (InnN —oe) C (E\ Re).

Having defined when events are enabled, we can define an event labelled transition semantics for DCR-graphs.
Since the execution of an event only changes the marking, we define the transition relation between the markings
of a given DCR-graph and regard the marking M given in the DCR-graph as the initial marking.

Definition 2.4.3 (transitions): The behaviour of a DCR-graph is given through transitions between markings done
by executing enabled events. The result of the execution in a DCR-graph D = (E, My, —e, e, —0, =+, —%) from
marking M = (FEz, Re, In) of an enabled event M F e results in the new marking

M (Bx U{e}, (Re\ {e}) Ues—, (In\ e=%) U e—+).

and is written as the e-labelled transition M < M’. The (interleaving) semantics of the DCR-graph is then defined
as the event-labelled transition system with markings as states and M, the initial state.

We can now define (possibly infinite) runs of DCR-graphs and the acceptance criteria formally. As stated above,
every event scheduled as response must either happen or be excluded in the future, in order for the run to be
accepting. An event is no longer scheduled as a response after it has happened, unless it is related to itself by a
response relation.

7 similar to the notion of restless events in [Win80, ch.6.4.].
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Fig. 2.5: Simple DCR-graph of a read-send process

Definition 2.4.4 (accepting runs [HM10]): A run of a DCR~graph with initial marking M, is a (possibly infinite)
sequence of transitions M; < M;,q, with 0 <i < k, k € NU{w}, and M; = (Ez;, Re;, In;). A run of a DCR-graph
is accepting (or completed) if it holds that

Vi>0,e € Re;.3j>1:(e=e; Ved In;)

In words, a run of a DCR-graph is accepting if no event scheduled as an response is included and pending forever
without happening, i.e. it must either eventually happen on the run or become excluded.

Since in Psi-calculi we do not have readily available a notion of accepting run, we will ignore this aspect for the
rest of this chapter. However, since our encoding captures the response and milestone relations of DCR-graphs, it
is prepared for adding a notion of accepting runs via scheduled responses to Psi-calculi.

It is worth noting that the labelling function on events adds the possibility of non-determinism by taking the
language of a DCR-graph to be the sequences of labels of events (abstracting from the events) of accepting runs.
This extra level of labelling increases the expressive power of finite DCR-graphs, which have been shown to capture
exactly the languages that are the union of a regular and an omega-regular language [DHS15a]. In contrast, by
following an encoding along the lines of [RHTO08] unlabelled, finite DCR-graphs can be represented by Linear-time
Temporal Logic (LTL), which is known to be strictly less expressible than omega-regular languages.

As given by the mapping in Definition 2.4.5 below, prime event structure can be seen as a special case of a
DCR-graph (see [HM10, Prop.1&3] for details) where the exclusion relation (capturing the conflict relation) is
reflexive and symmetric, the condition relation (capturing the causality relation) is irreflexive and transitive, and
the include, response, and milestone relations are empty. The initial marking has no executed events, no scheduled
responses and all events are included. Hereto comes of course the two conditions on the causality and conflict
relation of event structures, i.e. finite causes and hereditary conflict. The reflexivity of the exclusion relation and
emptiness of the inclusion relation imply that events can be executed at most once.

Definition 2.4.5 (prime event structures as DCR-graphs [HM10]): Define a mapping dcr which takes an event struc-
ture & = (E,<,4,1) and returns its presentation as a DCR-~graph (F, M, < ,0,0,0,6U {(e,e) | e € E}) with the
marking M = (0,0, E).

Example 2.4.6: Consider the small DCR~graph D shown in Figure 2.5, corresponding to the event structure of
Figure 1.6(a) which was representing a process of first reading data (R) and then sending data (s). The DCR-graph
is formalised as

Dy = ({r,s}, (0,0,{r,s}),{(r,9)},0,0,0,{(R, ), (s,5)}).
Here we can see that each event removes itself from the included set when it happens, and that for s to happen its
prerequisite R must happen. This corresponds to the causality relation in the event structure in Figure 1.6(a).
In DCR graphs is possible to demand that if we read some data we will eventually send this data. This is
modelled in the DCR-graph of Figure 2.6 formalised as

Dy = ({R7 S}, (07@7 {R7 S}), {(Ra S)}7 {<R7 S)}7 [2)7 07 {(R7 R)? (Sa S)})7

where we added a response relation from R to S. This means that a run is only accepting if any R is eventually
followed by an S, e.g., the empty run and the run R.S are accepting, while the run consisting of the single event R
is not.
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Fig. 2.6: DCR-graph with added responses
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Fig. 2.7: Message forwarder DCR-graph with possible infinite execution.

+

The examples above only allow each event to happen once. However, as exemplified below, in DCR~graphs
the set of events needed for an event to be enabled can change during the run, as events are included or excluded.
Moreover, the conflict in DCR-graphs is not permanent as is the case with event structures. Conflict in DCR-graphs
is transient since an event can be included and later excluded during a run. So, already at the conflict and causality
relations, the DCR~graphs depart from event structures in a non-trivial manner.

Example 2.4.7: A message forwarding machine, where the events can happen several times, but alternating, can be
represented by the DCR-graph in Figure 2.7 formalised as

DS = ({R7 S}7 (@; ®7 {R7 S})7 {(R7 S)}’ {(R7 S)}’ @7 {(R7 S)’ (S7 R)}7 {(R7 R)’ (S7 S)})'

Each time one of the two events happens it excludes itself but includes the other event, modelling the alternation
between reading and sending. We still have that if R happens, eventually S must happen for the run to be accepting,
but we make no requirements on how many times the events can happen, so the unique infinite execution and every
finite execution of even length will be accepting.

2.4.2 Encoding DCR-graphs

Below we provide an encoding of finite DCR-~graphs as a Psi-calculi instance. As was done with configurations of
event structures, markings are kept in the frame of the process. Also, similarly to the event structure representation,
for each event of the DCR-graph we use a case process, and conditions and entailment relation to capture the
information needed to decide when events of a DCR graph are enabled in a marking.

However, in contrast to the encoding of event structures, it appears that we need the communication constructs
on processes to keep track of the current marking of a DCR-graph. The expressiveness of DCR-graphs seems not
to allow for a simple way of updating the marking, as was the case for event structures where union with the newly
executed event was enough. But once we use the communication we get a nice natural encoding for DCR-graphs
in a Psi-calculus instance. The idea is to internally communicate a term representing the current marking, and
incorporate a generation (or age) of an assertion and then keep the assertion with the latest generation when
composing assertions. Generations are inspired by [BHJ*11], where they are used in a similar way to represent the
changing topology of a mobile communication network.

Since a step is now an internal communication, we can no longer observe the event that happened by just looking
at the communication channel. Instead, we record all executed events in a multi-set part of the assertion. The
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underlying set of this multi-set corresponds to the set of executed events in the marking of the DCR-graph. By
recording also the multiplicity of each event one can identify, by multi-set subtraction, which event happened in a
transition, as expressed formally below.

Notation 2.4.8: For a multi-set S we will denote its underlying set by | S| and write |S| for the number of elements
of S, summing multiplicities.

Definition 2.4.9 (dcrPsi instance): Given a set of constants E (denoting events), we define the dcrPsi instance over
a set of names N as: .
TY NUAUNE U2E UN,,

def

A Y (NE x 2B x 28 xN,,) U1l 1Y

ui

where pr are the multi-sets over F with the operators of Example 2.2.19 and possibly containing names from
N, N, is the data structure capturing natural numbers from Example 2.2.18, and L is a special constant term
assertion.

(We will refer to assertions containing only ground terms as ground assertions, and assertions containing names
as open assertions.)

CY (22 x2E x E)UN,, U{M & N | M,N € T}.

For ground assertions, i.e., when Fx, Re, In, g denote ground terms, define

o (Ez, Re, In, g) if g > ¢,
(Bx,Re,In,g) ® (Bx',Re’, In’,¢') = { (Ex',Re’, In',¢') ifg<g,
©0,0,0,9) ifg=g,

where the comparison g < ¢’ is done using sub-term relation, e.g., s(g) > g (we usually denote generations by
g,k € N). For the other cases define

VU, when ¥; is open or 1, and ¥, is ground,
d
U, ® W, ) W, when ¥, is open or 1, and W} is ground,

1 otherwise.
Entailment F is defined as:
(Ez,Re,In,g) F (Co, Mi,e) iff e € In A (InN Co) C Ex A ((InN Mi)N Re) =0

(Ex,Re,In,k)FgeN iff k=g
(Ex,Re,In,g) Fa<>b if a,b€ N and a =b.

For any other assertions (e.g. the open ones) or conditions the entailment is undefined.

Notation 2.4.10: We denote ground assertions, and the respective four ground terms, by (Ez, Re, In,g). In the
few cases where we need to talk about open terms we will use capital letters Xg, Xr, X7, X¢ possibly indexed to
indicate the respective component in the tuple, to stand for a name. We do not always mention explicitly if the
assertions or terms are ground when this is clear from the context or the notation.

Terms can be either a name or assertions (and their components) which will be the data communicated. Asser-
tions are four-tuples of one multi-set and two sets containing events, whereas the fourth element is a number which
we intend to hold the generation of the assertion.® The multi-sets capture which events have been executed, and
also count how many times each event has been executed. This will allow, in Definition 2.4.23, to infer from the

8 For all these terms we allow operators to be present, but for simplicity we work with their mathematical presentation, and assume
that when evaluated the equations of the respective operators would produce the ground final form, like numbers, sets, multi-sets.
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change in the frame, which event happened in an execution step. The second set holds those events that are pending
responses, and the third set those events that are included. The multi-set and set operations in the terms allow us
to construct terms for updating the sets when an event is executed. The underlying set of the multi-set represents
the first set of a marking from DCRs, whereas the two other sets of an assertion represent the second and third set of
a marking of a DCR~graph. The generation number helps to get the properties of the assertion composition, which
are somewhat symmetric, but still have the composition return only the latest marking/assertion (i.e., somewhat
asymmetric).

The composition of two assertions keeps the assertion with highest generation if both are tuples of ground terms.
For technical reasons, when we compose two ground assertions with the same generation we obtain an assertion
where the first three elements are emptysets, and the generation number remains unchanged. Intuitively, we do
not want two assertions with the same generation number to exist because this can be thought as an error in the
process computation (i.e., assertion generations are supposed to constantly increase). But in our encodings and
results this never happens, which can be easily checked. Moreover, technically it is a nice solution to make any two
assertions with the same generation disappear.

When any of the assertions contain names (i.e., either one of the tuple elements is a name or a term contains
a name) then the composition returns the ground assertion when it exists or the identity assertion, when both
assertions contain names. In other words, we are interested only in the ground assertions, those containing the actual
data, without undefined parts. This makes the composition operation associative, commutative, compositional wrt.
assertion equivalence,® and with identity being the special constant term L.

The conditions are tuples of two sets of events and a single event as the third tuple component. The first set is
intended to capture the set of events that are conditions for the single event. The second set is intended to capture
the set of events that are milestones for the single event.

As in [BHJT11], we added the set of natural numbers as conditions for technical reasons, so that assertion
equivalence will be compositional. Without this we would have (Ez, Re, In,0) ~ (Ex, Re, In,2), but when composed
with another assertion (Ez’, Re’,In’,1), where In N In' = (), we would get (Ez, Re, In,0) @ (Ez’, Re’,In',1) #
(Ez, Re, In,2) ® (Ex’, Re’, In’, 1) which contradicts compositionality: On the left side we would keep the assertion
with highest generation 1 whereas on the right side we would keep the one with 2. As the sets of included events
are different we have that they cannot entail the same conditions. With the natural numbers as conditions we can
distinguish between the two assertions (Ez, Re, In,0) # (Ez, Re, In,2) since we have that (Ez, Re, In,0) I/ 2 but
(Ex, Re,In,2) F 2.

Remark 2.4.11 (on sorting): We rely on sorting to properly define in dcrPsi the terms, substitutions, matching, etc.
We rarely mention sorting aspects, only when necessary for clarifications, and rely on the intuition in most cases.
For instance, in Definition 2.4.9 we silently use sorts for several aspects: to distinguish the different kinds of terms
(like a sort for natural numbers, another sort for multi-sets); several corresponding name sorts; the assertion tuple
operand is multi-sorted; the substitution takes care that names on the respective place in a tuple are replaced by
terms of respective sort. We thus make careful use of notation to be in accordance with the sorting aspects; e.g., the
notation (a, a, a,b) is unacceptable, opposed to (a, ¢, c,b) which allows both second and third elements of a tuple to
be the same term.

Lemma 2.4.12: For two assertions ¥ = (Ex, Re, In, g), V' = (Ez’, Re', In’, g') we have that ¥ ~ ¥’ = g = ¢/

Proof: Since ¥ ~ ¥’ and ¥ I g then also ¥’ I ¢ which means that ¢’ = g. O

Lemma 2.4.13 (correctness of dcrPsi): The dcrPsi instance fulfils the requirements of being a Psi-calculi instance,
cf. Definition 2.2.2 and 2.2.4.

Proof: We have to show that the channel equivalence and the composition of assertions conform with the require-
ments from Definition 2.2.4. We also need to show that the operators and nominal datatypes of Definition 2.2.2 are
well defined.

9 Recalling from Section 2.2, compositionality refers to: U ~ ¥ = 0"/ @ & ~ " @ @',
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For the channel equivalence it is easy to see that symmetry and transitivity are respected since in Defini-
tion 2.4.9(last line) channel equivalence is defined in terms of name equality.

For assertion composition we have to look at three different scenarios, one where all the assertions are open or
1, one where we have a mix of open or 1 and ground assertions, and last where we have only ground assertions.

We first point out that all open assertions are assertion equivalent through the fact that they cannot entail any
conditions (i.e., entailment in Definition 2.4.9 is undefined for open assertions). The same goes for 1 which also does
not entail any conditions, and thus assertion equivalent with all open assertions. Whenever we compose two open
assertions we obtain 1, i.e., composition of open assertions results in the identity assertion that is assertion equivalent
with all open assertions. (From here on we will refer to 1 as an open assertion for the sake of simplicity because we
only care about assertion equivalence for the correctness proofs). Since the four requirements from Definition 2.4.9
on assertion composition are defined in terms of assertion equivalence, then they are trivially satisfied when only
open assertions are involved.'°

For the case where we have a mix of open and ground assertions, the composition returns the ground assertion
(i.e., open assertions are absorbed by any ground ones). It is easy to check the four requirements from Defini-
tion 2.4.9. Also note that it is not possible for any ground assertion to be equivalent with any open assertion since
the ground assertion will at least entail the condition g when is its generation.

When we have only ground assertions the composition will maintain the one with the highest generation,
when composing assertions with different generations; otherwise, if we have two ground assertions with the same
generation g we obtain the assertion (0, 0,0, g).

For commutativity it is easy to see that when the generations are the same we will always get the same assertion,
independent of the order we compose them. When the assertions have different generations, keeping the one with
the highest generation is independent of its place in the composition.

For compositionality we know, by Lemma 2.4.12, that if two assertions ¥, ¥’ are equivalent then they have the
same generation g. Therefore, when composed with another assertion ¥ with generation g” we must treat three
cases. If g < ¢g” then for both ¥ ® ¥” and ¥’ ® ¥” we obtain ¥”. If ¢ = ¢’ then on both sides we obtain the
assertion (0,0,0,g). When g > ¢’ we have that Y@ ¥” = ¥ and ¥’ ® U” = ¥’ which are equivalent by assumption.

For associativity, when all the generations are different we remain with the assertion that has the highest
generation (i.e., by virtue of the associativity of the maz function on natural numbers). When two or more
assertions have the same generation g the result depends on whether this is the largest generation or not. When g
is the largest we obtain the assertion (@, 0,0, g). Otherwise, the assertion with highest generation will be returned,
on both sides.

To make sure that the nominal datatypes and operators of the instance are well defined consider the following
observations. Assertion composition always returns a correct assertion term, whereas channel equality operation
always returns a condition by virtue of the definition including all terms M < N.

It is not difficult to see that T, A and C are nominal datatypes when the correct sorting is used. In particular,
assertions are four-tuple terms that can take a name of sort multiset, two names of sort set, and one of sort natural
numbers; each of which can be substituted with terms of corresponding data sorts. All these terms have finite
support since they are finite. Terms can be either names, assertion tuples, or the individual terms that can be used
by the substitution functions. There are then closed under name swapping, as well as under substitutions that
respect the sorting discipline. O

As stated in the lemma below, the entailment mimics the definition in DCR graphs for when an event (i.e., the
third component of the conditions) is enabled in a marking (i.e., the first three components of the assertions).

Lemma 2.4.14 (correlation between entailment in DCRs and dcrPsi): For any DCR graph D we have that

(Hi, Re, In, g) b (—ee, —e,e) iff (|Hi|,Re,In)lFe .

Proof: Follows directly from Definition 2.4.2 and Definition 2.4.9 g

. . . d .
10 For example the identity is satisfied since ¥ @ 1 of 1 and 1 ~ ¥ when V¥ is open.
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We are now ready to provide the mapping of DCR-graphs to dcrPsi. To facilitate proving the semantical
correspondence we provide a slightly more general mapping that takes a DCR-graph and a multi-set history of
executed events.

Definition 2.4.15 (DCR-graphs to dcrPsi): We define a function DCRPSI(D, Hi) which takes a DCR D = (E, M —e
, 8=, —0, =+, —%, L, 1), with initial marking M = (Ez, Re, In), and a multi-set Hi representing the history of events
that have happened, with underlying set | Hi| = Ez, and returns a dcrPsi process

Pyer = (Vm)(Pk ||PE)

where
P, = ((Hi, Re, In, |Hi|)) || m{(Hi, Re, In,|Hil)).0
and
Py = H P,
ecE
with

Pe = ’( case Q. :m<(XE,XR,X],Xg)>.
(M{(Xp +{e}, (Xr \ {e}) Uee, (X1 \ e=0) Ue—t,5(Xg))) 0
(Xe +{e}, (Xr \ {e}) Uee, (X1 \ e=) U et s(Xa)))))

where ., = (—ee, —0e,e) and Xg, X, X1, X are names.

The process Py, resulting from DCRPSI contains the process Py that models the initial marking of the encoded
DCR-graph as an assertion process, and also communicates this assertion on the channel name m. We give this
assertion the generation |Hi|. The rest of the process, i.e., Pg, captures the events and relations of the DCR~graph
as a parallel composition of processes P, for each of the events of the encoded DCR~graph. We will write DCRPSI(D)
for pcrpsI(D, Hi), when Hi = Er.

Each event is encoded, following the ideas for event structures, using the case construct with a single guard
©e. The guard contains the information for the event e that needs to be checked against the current marking (i.e.,
the assertion) to decide if the event is enabled: The set of events that are prerequisites for e (i.e., —ee) and must
either be executed or excluded, the set of milestones related to e (i.e., —0e) that must either be excluded or not
be scheduled as responses, and the event e itself, that must be included. The events in a DCR-graph can happen
multiple times, hence the use of the replication operation as the outermost operator.

As for event structures, there may be several events enabled by a marking, hence several of the parallel
case processes may have their guards entailed by the current assertion. Only one of these input actions will
communicate with the single output action on m, and will receive in the four variables the current marking. After
the communication, the input process will leave behind an assertion process containing an updated marking, and
also a process ready to output on m this updated marking. In fact, after a communication, what is left behind
is something looking like a P process, but with an updated marking and an increased generation number. The
updating of the marking follows the same definition from the DCR-graphs. We also guard the channel name m so
that no other input or output transitions can happen on this channel, except the internal communications.

Notation 2.4.16: In the context of Definition 2.4.15, i.e., when encoding a DCR-graph through the DCRPsI, we will
use the following shorthand notation to stand for the often and similar way of updating a marking:

Ue(Xi, Xiy X1, X6) 2 (X5 +{e}, (Xr \ {e}) Ueos, (X1 \ e=5%) U e+, s(Xg)).

The updating notation is parametrized by an event e which is enough to extract the sets of events that are used in
the denoted term. The four names can be substituted as in any term, thus a substitution

Ue(XEg, XRr, X1, X¢)[XE := Fz,Xg := Re, X1 := In, X¢ := g|

would produce the term
(Bz + {e}, (Re \ {e}) U e, (In\ e=%) Ue—+, s(g)),

and we usually just write U.(Ez, Re, In, g).
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Example 2.4.17: Taking the DCR-graph D; from Figure 2.5, we can create a dcrPsi-process P = DCRPSI(Dy, (),
with initial generation |} = 0, as follows

P = (vm)(((0,0,{r,s},0)) [[m((D,0, {r,s},0)).0]|
!(case (0,0,R) : m{((Xg, Xr, X1, Xq)).
((Un(XE, Xg, X1, X)) || m(Un(XE, Xr, X1, Xc)).0)) |
!(case ({R},0,s) : m((Xg, Xr, X1, Xc)).
((Us(Xp, Xr, X1, Xa)) || m(Us(Xp, Xr, X1, X@)).0))).

From the entailment we can see that this process may only have a synchronisation between the output m((0, @, {R, s}, 0)).0
and the input guarded by the case (), ), R) , making a transition P = P’ with

= (vm)(((0,0,{r,s},0)) || O]

(({r}, {S} {sh D) [Im(({r},{s}.{s},1)).0]]
(case (0,0,R) : m((Xg, Xgr, X1, X))
((Ux(XE, XRr, X1, Xe)) [|M(Un(XE, XR, X1, Xc)).0)) ||
!(case ({rR},0,8): m{(XEg, Xgr, X1, Xg))-
((Us(XEg, XRr, X1, X)) || m{Us(XE, XR, X1, X5)).0))).

The other input was blocked from synchronization with the output by the entailment relation.

Definition 2.4.18 (syntactic restrictions for dcrPsi): We define a dcrPsi-process P to be syntactically correct for a
set of events F if it is of the following form, up to structural congruence:

P=@m)(( [ () Im((Brr, Rew, Ing k)0 (]] P.)
0<k<g<k’ ecE

with £ € N and
U, = ((Ezg, Reg, Ing, g)) where |Ezy| =g,

Pe = !(case Pe :m<(XE,XR,X],Xg)>.(m<U6(XE,XR,Xi,XG».O H (]UE(XE,XR,Xi,Xg)D)) y

with
pe = (—mwe, —0e, €),

where the indexed Fzx are multi-sets of events, and the indexed Re, In, as well as —ee, —e are sets of events.
The lemma below states some easy observations that we will use in the following.

Lemma 2.4.19: In a syntactically correct dcrPsi-process P we have that:

1. Different assertion processes have different generations, not necessarily starting at 0, and less or equal to the
assertion in the unique output at the top level.

2. Each P, sub-process corresponds to a unique event.
3. There is a unique sub-process m((Ez, Re, In, g)).0 at top level, and moreover, F(P) = (Ez, Re, In, g).

4. The process P needs only five names {m, Xg, Xr, X1, X¢} since in each P, the names {Xg, Xr, X1, X} are
bound by the input construct.

In the following when we refer to a dcrPsi-process we will assume that it is a syntactically correct process, over
some finite set F of event constants. In Theorem 2.4.28 we prove that for any syntactically correct P there exists
a DCR-graph which is bisimilar to P. Before that we need a few preparatory results.
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Lemma 2.4.20: For any D and Hi, the dcrPsi-process DCrRPSI(D, Hi), if defined, is syntactically correct.

Proof: Follows directly from Definition 2.4.15 of DCRPSI. O

Lemma 2.4.21 (frame-marking correspondence): For any D and Hi, then the following statements are equivalent
e the frame of DCRPSI(D, Hi) is (Hi, Re, In, |Hi|)
e the marking of D is (| Hi], Re, In).

Proof : The DCRPSI(D, Hi) returns a dcrPsi process with only one assertion (Hi, Re, In,|Hi|) which forms the

frame. This assertion is made directly from the marking (Fz, Re, In) of D, together with the given generation | Hi|,
and we know that | Hi| = Fz. O

Lemma 2.4.22 (transitions preserve syntactic correctness): For any syntactically correct dcrPsi-process

Py = (m)(( T () [|7((Exo, Reo, Ing, 90)).01| (] ] P.))

k<g<go ecE
if 1> Py P, and F(P;) = (B, Re;, In;, g;), for i € {0,1}, then

l.a=71

Pr=m)(( [ (¥D)Im((Br1, Rer, Iny, g1)-0 || ([T P.)

k<g<go+1 ecE

3. de € FE such that

Ezy = Exo + {e}, Rey = (Reg \ {e}) Uee—, Iny = (Ing \ e=%) U e—+, g1 = s(go)
in particular, it follows that transitions of syntactically correct dcrPsi-processes preserve syntactic correctness.

Proof:

1. In Psi-calculi there are three different types of transitions: input, output, and 7 transitions. Syntactically
correct dcrPsi-processes communicate over only one channel name m which is guarded, and therefore there
cannot exist input nor output transitions. Thus the only possibility is 7-transitions.

2. To see that P; is syntactically correct note that any transition in Py is between the unique top level output
m{(Ezo, Reg, Ing, go))-0 and a case-guarded input

case ¢, : m((Xg, Xr, X1, Xq)).(M(Ue(XE, Xr, Xi, X@)).0|| (Ue(XE, Xr, Xi, X@)))

coming from the replication of some P,. After the transition and substitution updating the marking, the
output becomes 0, whereas the case process becomes m((Ez1, Re1, Ini, ¢1)).0|| ((Ex1, Re1, In1, g1)|) where
Ez1,Req,Iny, g1 are as in the statement, cf. Definition 2.4.15 and Notation 2.4.16. Since Ez; = Fzxg + {e}
we can find the event e responsible for the current 7-transition through Fz; \ Ezxo = {e}. In consequence:

(a) The single output of Py has been reduced in P; to 0 and we obtained exactly one new output of the
correct form, as required.

(b) Since no assertions from Py were removed, we can write the assertions in P as [ [, <, (V) || ((E21, Ret, Ini, s(go))),
which can be written as [, < < (40)(¥g)-
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(¢) The application of rule (REP) reduces P, to itself in parallel with the case-process that participated in
the communication above. Therefore, the product of P, processes remains the same, whereas the case
process becomes the new output and a new assertion process.

3. Follows directly from the Notation 2.4.16 for U, after substitutions.

O

that throughout this section we work with operations on multi-sets, but use the notation for sets, and rely on
the context to disambiguate.

Based on Lemma 2.4.22 we can define transitions labelled by event constants between two dcrPsi-processes as
follows.

Definition 2.4.23 (event transitions): Define P~ P’iff 1 > P > P’ and Ez'\ Ex = {e} from F(P) = (Ez, Re, In, g)
and F(P') = (Ex',Re’, In’, ¢'). Define event-labelled transition systems, denoted LTS, to have as states all dcrPsi-
processes and transitions between states defined by the above event-labelled transitions. For some dcrPsi-process
P, we call the event-labelled transition system of P, denoted LT S(P), only the part of LTS reachable from P.

We are now ready to show that the dcrPsi-mapping preserves the behaviour.

Proposition 2.4.24 (preserving behaviour): For

P=( [ (%) llpcresi(D, Hi)

k<g<|Hi|

then
P%P < DS
s.t.
P = H (¥4)) || (F(DCrPSI(D, Hi))) || DCRPSI(D’, Hi + {e}).
k<g<|Hi|

Proof: First it is easy to see that F(P) = F(DCRPSI(D, Hi)) from Definitions 2.4.15 and 2.4.18.

From Definitions 2.4.2, 2.4.9 and 2.4.15, and Lemma 2.4.21, we can see that an event is enabled in P iff it is
enabled in D. Therefore, whenever a transition exists on one side of the double implication, it exists on the other
side as well.

It is easy to see from Definitions 2.4.3 and 2.4.15, that after a transition P ~~ P’, the updates to the frame
F(P) = (Ex, Re, In, g) that we see in the frame of F(P’) are the same as when updating the marking to M’ =
(Ez', Re’, In’) in the transition D 5 D/, with the exception of Ez being a multi-set and the generation g. In
particular, Fz’ = Ez + {e}, which in a marking it means that e is added to Ez if it was not already there, whereas
in the assertion the multiplicity of e is increased.

Therefore, P’ is the same as P with the addition of the above new assertion process (¥|z;c}() left behind
by the communication, and that the output has been changed to match the new state. Since this has highest
generation, it becomes the frame of P’. Moreover, this assertion together with DCRPSI(D, Hi) are the same as
DCRPSI(D’, Hi + {e}). O

Definition 2.4.25 (event bisimulation): We define event bisimulation ~ between dcrPsi-processes P ~ @, to be the
standard bisimulation between their corresponding event-labelled transition systems L7TS(P) ~ LTS(Q). This
particularly means that there exists a relation R C LTS(P) x LTS(Q) between the states of the two transition
systems such that (P, Q) € R and for any e

1. if P ~% P’ then 3Q’ € s.t. Q ~~ Q" and (P',Q’) € R;

2. if @ ~» Q' then IP’ € s.t. P~ P' and (P, Q') € R.
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The same notion of event bisimulation can be defined for DCR-graphs over their event-labelled transition systems.

Theorem 2.4.26: For a DCR, graph D with marking M = (Fz, Re, In) then

LTS(D) ~ LTS(bcrpsi(D, Ex)).

Proof: We denote by ﬁ a sequence of events, and by i a sequence of transitions labelled by the respective evens
in the sequence E. Indexes are used to refer to elements in such sequences.
We show that the following set is a bisimulation:

{(Dy, ) | D EA Dy, DCRPSI(D, Ex) g P}

This is equivalent to the single steps coinductive statement of Definition 2.4.25. The initial pair, for the empty
sequence, is (D, DCRPSI(D, Ex)).

Proving that all pairs respect the requirements of Definition 2.4.25 is easy by induction over the length k. The
induction has as basis the above initial pair. The Proposition 2.4.24 ensures that whenever a transition exists from
one element of the pair, then the same transition exists from the other element. By the above construction, this
new pair is in our bisimulation relation, thus respecting Definition 2.4.25. g

Proposition 2.4.27 (determinism in decrPsi): Syntactically correct derPsi-processes are deterministic; i.e., in the ex-
ecution graph, at any point P if P ~> P’ then P’ is unique.

Proof: For any syntactically correct derPsi-processes we know that there is only one output process, cf. Lemma 2.4.19(3),
and all input processes have a unique event e, cf. Lemma 2.4.19(2). Since event-labelled transitions are commu-
nications between one input and the single output, cf. Definition 2.4.23, then there can be at most one transition
labelled by e. Lemma 2.4.22 ensures that any point in the execution graph is a syntactically correct process, thus
finishing the proof. O

Theorem 2.4.28 (syntactic restrictions): For any syntactically correct decrPsi-process Pper, i.e., built according to
the syntactic restrictions in Definition 2.4.18, there exists a DCR~graph D s.t.

LTS(D) X LTS(Pper).

Proof: We take the set of events of the DCR-graph to be the set of event constants of the dcrPsi instance. We
know from Definition 2.4.18 that Ppcg is built as

P=m)(( I (WD) lm((Brw, Rew, I, k)).0( (] ] P2))

k<g<k’ ecE
where P, is of the form
l(case ¢ : m{(Xp, Xr, X1, Xc)).(M(Ue(XE, Xr, X1, X6)).0|[ (Ue(XE, Xr, X1, X6))))

with ¢ = (—ee, —ve, e) and U.(Xg, Xg, X1, Xg) = (XpU{e}, (Xg\{e}) Uee—, (X \ e—%)Ue—+,s(Xg)) for —ee,
—we, ee—, e—%, € —+ some subsets of E. We define the relations of the DCR-graph D from these subsets, i.e. for
e, e’ € E define ¢’ —e ¢ if ¢/ € —ee, and similarly for the other relations.

Finally, define the marking M of D by taking the frame of the process Ppcg.

The bisimulation follows easily from Theorem 2.4.26. g
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2.4.3 Correlation between dcrPsi and eventPsi

An interesting problem is to look more closely at the encoding of event structures through the ESPSI and the
encoding through DCRPSI when seen as a special case of DCR~graphs; a question on these lines could be:

are ESPSI(E) and DCRPSI(dcr(€)) similar in any way?

Answering this question is not immediate. First of all, ESPSI translates into the eventPsi instance, whereas DCRPSI
into the dcrPsi instance, and these two instances work with different terms and operator definitions. Even more, the
encoding of event structures exhibits behaviour through labelled transitions, whereas for the encoding of DCRs we
need to look into the frames of the processes before and after a transition to find the event that made this transition
(cf. Lemma 2.4.22). Therefore, to find the correspondence that we are looking for we need to work in the same
psi-instance, or establish correlations between the instances.

Let us first see how the DCRPsI(der(E)) process looks like, and then we will see a correlation between this and
an eventPsi-process for the same &.

Lemma 2.4.29: For an event structure £ the derPsi-process DCRPsI(der(€)) has:
1. all conditions of the form (Co,,e) (for arbitrary Co and e) and

2. the initial assertion (0,0, E,0).

Proof: From Definition 2.4.5 we know that the DCR-graph dcr(€) has —o= ), which implies that the encoding
function DCRPSI produces conditions (Co, (), e) with the second element always empty. The initial assertion is made
directly from the initial marking in the start process Pjg; in Definition 2.4.15, which in the case of der(£) is
(0,0, E), cf. Definition 2.4.5. O

Lemma 2.4.30: If pcresi(der(£), Ex) ~»* P~ P’ and frame F(P) = (Ez, 0, In, g), then the new frame is F(P’) =
(Exz +{e},0,In\ (e U{e}),s(9)).

Proof : The fact that the generation increases to s(g) is easy to see from how the assertions are created on
transitions. The proof of Lemma 2.4.22 shows that the first element of the updated frame will be Ez’ = Ez + {e}.
From Definition 2.4.5 of der(€) we have —%= U {(e,e) | e € E} which implies that =% e = (ffe U {e}). Since
—+= (), we have that the update of the third element of an assertion, when event e happens, is In’ = (In \ e—%
JUe—+= (In\ (feU{e})) UD = In\ (fe U {e}). From Definition 2.4.5 we also have e—= (}, which implies that the
second element of the new frame is Re’ = (0 \ {e}) U0 = 0. O

Lemma 2.4.31: For a dcrPsi-process DCRPSI(dcr (&), Ex) ~* P, if F(P) = (Fz, Re, In, g) then
1. Re=10,
2. ExNIn =,
3. In = FE\ (Uecp: (e U{e})).

Proof: For each of the three points of the statement we use an inductive argument. For 1 the base case is given
by Lemma 2.4.29(2) which shows that in the execution of the process initially we have Re = ). For the inductive
case we use Lemma 2.4.30.

For 2 the base case is given by Lemma 2.4.29 which says that initially Ex N In is the same as ) N E = (). For
the inductive case assume that the frame is F(P) = (Ez, 0, In, g), with Ez N In = () from the induction hypothesis.
Consider a transition P ~» P’ and we show that the second claim holds for P’. Having the transition implies that
the event e is enabled in the frame of P; i.e., Definition 2.4.23 implies a communication with a case process P, for
which the ¢, is enabled by F(P), which by Definition 2.4.9 implies that e € In. From Lemma 2.4.30 we know that
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F(P") = (BEx' = Ex+ {e},Re’ = 0,In’ = In\ (fe U {e}), s(g)) which only adds {e} to Ez’ compared to Ez. Since
e € In it means that Ez’ N In = {e}. But for In’ we remove e from In, thus we have that Ex’' N In’ = 0.

For 3 the base case is given by Lemma 2.4.29 which says that initially In = E and Ez = ), thus allowing for
the equality In = E \ (Ucep)(fe U {e}). For the induction case we assume that we have a process P with frame
(Ez,0,In, g) where In = E \ (Uee g (e U {e})). Consider a transition P 4 P’ implying by definition that f € In,
and the new frame F(P') = (Ez' = Ex + {f},0,In’, s(g)) which has In" = In\ (§f U{f}) by Lemma 2.4.30. Using
the induction hypothesis, this is equal to E \ (Uecgs (e U{e})) \ (1f U{f}) = E\ (Uecr (e U {e})). O

From the lemmas above we can define an embedding emb?, parametrised by some natural number g € N, from
the assertions in eventPsi to the assertions in dcrPsi as follows.

Definition 2.4.32 (correlations between assertions): For U an assertion of eventPsi and g € N a natural number
define

emb? (Vo) = (Ve,0, (E\ Vo) \ (Ueewfe), 9)-

We used the notation ¥¢ to remind that the assertion in eventPsi is a set of events corresponding to a configura-
tion C in the event structure, cf. Lemma 2.3.14. The above definition of embedding is motivated by Lemma 2.4.31,
in particular, having the second element of the assertion being (} comes from Lemma 2.4.31(2) and the shape of the
third element is because of Lemma 2.4.31(3).

The opposite direction of the embedding from Definition 2.4.32 is obvious the projection on the first element of
the dcrPsi assertion, keeping only the support set of the multi-set; denote this projection by prj(¥).

From Lemma 2.4.29 we can define a similar embedding of conditions, which we will also denote by emb®. We
use these embeddings in the proofs and definitions later on.

Definition 2.4.33 (correlations between conditions): For some event constant e and condition (S<,Sy) of eventPsi
define
embe((S<7 Sﬁ)) = (S<7 ®7 6)'

%
We can also define an opposite embedding embg, parametrised by a set of events S, taking a condition (Co, 0, ¢€)
of dcrPsi and returning a condition in eventPsi as follows:

embs((Co, 0, ¢)) = (Co, 5).

Lemma 2.4.34 (correlation between entailment relations): For an event structure £ and its encoding ESPSI(E), and
one of its conditions ¢, = (<e, fle) entailed by some assertion ¥, then

Uk, = emb’(¥)Femb(p.)

in dcrPsi, under the assumption that e ¢ ¥, and for some arbitrary g € N.

Proof: We need to prove that
emb?(¥) = (¥, 0, (E\ ¥)\ (Ueewte'),g) - (<e,,e) = emb(p.)

under the assumptions that <e C ¥ and e N ¥ = @), coming from the definition of entailment for eventPsi. For
proving the above, the definition of entailment for derPsi requires that we prove three points (see Definition 2.4.9)

l.eeIn=(E\Y)\ (Ueseute);
2. InN<e C V;

3. (Innb)nbd=10;
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(after obvious simplifications coming from the fact that we have special assertions and conditions, i.e., containing
empty sets). It is easy to see that the second point holds because we already have that <e C W. The third point is
trivial since the sets of milestones and responses are empty in our case.

For the first point, the assumption that e ¢ ¥ implies that e € E\ ¥. To finish the proof it means we are left
with proving the fact e € Ugcu{e”’ € E\ ¥ | € € te”}, thus implying that e € In. We do this proof by reductio
ad absurdum and assume the contrary, i.e., 3¢’ € U : e € §¢’. We know from the fact that in event structures the
conflict relation is symmetric, that if ¢ € fe’ then also e’ € fle. This, together with the fact that ¢’ € ¥, implies that
fe N W # (), which is a contradiction, thus making our assumption false and finishing the proof. O

In a dcrPsi-processes generated by the encoding function DCRPSI any event (i.e., the associated case processes
P,) may happen (i.e., participate in a communication) infinitely many times, as long as it is enabled. On the other
hand, in an event structure an event can happen at most once.

Lemma 2.4.35: No event in a process DCRPSI(der(€)) can happen more than once.

Proof: For an event to be enabled the corresponding condition must be enabled by the assertion and the frame
of the process, which from the definition implies that e € In. We also know that initially there are no events that
have happened and Ezx = (). From Lemma 2.4.30 we know that after a transition the respective event is added to
the new Ex and from Lemma 2.4.31 we know that any events in Ex cannot simultaneously be in In. Since Fz does
not decrease we thus have that if an event e has happened it will never be enabled again. O

We are now ready to define an embedding of eventPsi processes in the context of Theorem 2.3.19, i.e., generated
by ESPSI, into dcrPsi-processes. Assertions in eventPsi are sets and in the next definition we use the number of
elements of the set ¥ as the g parameter that the emb? requires when applied over assertions.

Definition 2.4.36 (embedding eventPsi into dcrPsi): We define an embedding function emb which takes an eventPsi-
processes ESPSI(E) generated from an event structure £, which according to Definition 2.3.9 is ESPSI(E) = || ecpPe

with
p ({e}) ifeeC
© ) case ¢, : e(e).({e}) otherwise
where ¢, = (<e, fe); and returns the dcrPsi-process emb (Espsi(£)) as follows:

emb(Espsi(£)) = (vm)(emb(|[cec({e})) ||

m(emb((@ccc{e}))).0]l
|| p,emb(Fe))

where emb ((¥)) := (emb?(¥)), with g = |¥|, and P, ranges over all the case processes from ESpPsI(E) with
emb (P.) being defined as:

emb(P.) := !( case emb®(p.): m{(Xg, Xr, X1, Xq)).
( m<Ue(XE7XR7XI7XG)>'O || (]UG(XEaXRaXbXG)D ))

with Uo(Xg, Xgr, X1, Xg) = (Xp U {e}, (Xr \{e}) UD,(X;\ ({e} Ute) UD,s(Xs)). When C = 0, the empty

composition becomes the minimal assertion 1.
Theorem 2.4.37: For an event structure £ and an initial empty configuration C' = ), we have:

emb (Espsi(£)) = perpsi(der(€), 0).

Proof : On the left side of the equality the process ESPSI(E) looks like ||.cpcase ¢, : €(e).({e}]), without
any assertion process because the initial configuration is C = (). This process is embedded into dcrPsi, using
Definition 2.4.36, as:

(vm)(emb(1) || 7i(emb®(1)).0 || cc pemb(P.)).
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Since the assertion 1 = ((,%,0,0) then emb®(1) || (emb®(1)).0 becomes (0,0, E,0) ||m((B,0, F,0)).0. Each of
the P, are translated as in Definition 2.4.36.

On the right side of the equality, the Definition 2.4.5 for dcr says that the DCR der(€) = (E, M, < ,0,0,0,4U
{(e,€) | e € E}) has the initial marking M = (0,0, E). This means that the Py, k = 0, generated by DCRPSI( cr(£),0)
is the same as what we had on the left side above, i.e., (0,0, E,0) ||m((0,0, E,0)).0.

It remains to check that the processes P, that Definition 2.4.15 of DCRPSI generates are the same as emb(F,),
when considering the empty sets that der generates. Recall that the P, generated by DCRPSI, on the right of the
equality, are:

(case ¢ : m{(Xg, Xr, X1, Xa)). (MU (XEg, Xr, X1, X5)).0|| (Ue(XE, XRr, X1, X5)))) ,
with @, = (—ee, —0e, €) and
Ue(XE, XR, X1,Xg) = (XU {e},(Xr\ {e}) Uee—, (X1 \ e—%) Ue—t,s(Xg)).
Since the response, milestone, and include relations are empty, then the above has ¢, = (—ee, (), e) and
Ue(XE, Xr, X1, Xo) = (Xp U{e}, (Xr\{e}) UD, (X1 \ e=%) UD, s(Xc))

where e—% is the same as {e} U fle. This shows it is equal with emb(P,) since emb®(y,) is, by Definition 2.4.33,
the same as (<e, ), e), and —e = < in our case. O

We must make sure that the embedding from Definition 2.4.36 is correct in the sense that it preserves behaviour,
as expressed below.

Proposition 2.4.38 (embedding preserves behaviour): For an event structure &, then ESPSI(E) and emb (ESPSI(E))
have the same behaviour, i.e.:

LTS(esPsI(E)) ~ LT S(emb(ESPSI(E))).

Proof: In short, the proof follows from Lemma 2.4.34 that correlates the entailment relations, thus showing that
whenever an event is enabled in the eventPsi-process then it is also enabled in its embedding.

Construct the bisimulation relation ~ between the states of the two event-labelled transition systems as follows;
and then show that this respects the requirements of being a bisimulation. We take EsPsI(£) ~ emb (ESPSI(£)) to
be the initial points. We continue the construction procedure exactly as in the proof of Theorem 2.4.26. Therefore,
for any E’ reachable from ESPSI(E) by some event e, take the process P’ reachable from emb (ESPSI(E)) by the same
e, if one such exists, and put E/ ~ P’. The E’ and P’ are necessarily unique. In the proof all we are interested in
is the structure of building this relation, which is given by the above procedure.

We are left with proving that for any pair E, P in the bisimulation, we have the following two statements

1. if E ~5 E’ then there exists the transition P ~> P’

2. if P~ P’ then there exists the transition E ~> E’

These are enough since the determinism and uniqueness of the construction of the relation ~ ensure that the
reachable states E/ and P’ are bisimilar (for both statements), thus completing the requirements of Definition 2.4.25.

For the first statement we use Lemma 2.4.34.

For the second statement we need to prove emb?(¥) - emb®(p.) = ¥ F .. This is the same as proving

%
prj(emb?(¥)) = ¥ and emby.(emb®(p.)) = ¢.. These are both easy to see from the definition of the embedding
functions, and we have the second statement. O
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2.5 Conclusions and outlook

We have presented encodings of the declarative event-based models for concurrency of finite prime event structures
and finite DCR~graphs, a generalisation of event structures allowing finite representations of infinite computations,
into corresponding instances of Psi-calculi. We proved that computation in the event structures and DCR-graph
models corresponds to reduction steps in the corresponding Psi-processes. Moreover, for both encodings we made
use of the expressive logic that Psi-calculus provides to capture the causality and conflict relations of the prime event
structures and DCR-~graphs. This made it possible to prove that action refinement is respected by the encoding of
event structures.

For the encoding of DCR-graphs we made use of the communication mechanism of Psi-calculi, whereas for prime
event structures this was not needed.

For both encodings we gave the syntactic restrictions that capture the Psi-processes that correspond precisely
to prime event structures respectively DCR-graphs.

Finally, we proved that the encoding of DCR~graphs conservatively generalises the encoding of event structures.
For this we showed that the two Psi-processes obtained by (i) mapping an event structure first to DCR-graphs and
then to the dcrPsi-calculus, respectively (ii) mapping the same event structure first to the eventPsi-calculi and then
embed this in the dcrPsi-calculus, are event-labelled bisimilar.

The purpose of our investigations was to provide Psi-calculi models of event based, non-interleaving (or causal)
concurrency models as a first step towards a study of adaptable, distributed and mobile computational artefacts. We
believe that we succeeded showing that the Psi-calculi is indeed well suited for representing causal, non-interleaving
models for concurrency.

Nevertheless, the encodings leave open issues. Firstly, a discrepancy remains between the interleaving semantics
based on SOS rules of Psi-calculi, and the non-interleaving nature of the two models we considered. In Chapter 3 are
we starting work to provide Psi-calculi with non-interleaving semantics, through providing it for Pi-calculus. We then
go on in Chapter 4 to discuss how this work can then be extended to the full Psi-calculi. Secondly, it is not completely
satisfactory that the behaviour of the dcrPsi-processes is observed by a somewhat intentionally constructed event-
labelled transition semantics. An improvement could be to consider a more compositional definition of event
structures and DCR-graphs as considered in [DHS15a]. Thirdly, it would be interesting to look into adding responses
to Psi-calculi as introduced in DCR-graphs, allowing to represent liveness/progress properties, continuing along the
lines of the work in [CHPW12] for Transition Systems with Responses.

The next steps towards studying adaptable, distributed and mobile computational artefacts will be to consider
cases of workflows identified in field studies within the CompArt project and the notion of run-time refinement
and adaptation supported by DCR-graphs as presented in [DHS15a]. By embedding DCR-graphs in the richer
framework of Psi-calculi we anticipate being able to experiment with richer process models, e.g. representing
locations, mobility and resources used by actors in workflows.

Remark 2.5.1 (on infinite set of events): If one would want to apply our encoding to infinite event structures then
the set E may be infinite, hence the process and individual elements of A and C may be infinite terms (i.e., infinite
sets). In the encoding produced by EsPsI, the conditions 7, (¢.) would be finite, because of the principle of finite
causes of Definition 1.2.4 that event structures respects. Still, the mr(¢.) may be infinite, because there is no
restriction on the conflict relation in event structures, and thus an event can be in conflict with infinitely many
events.

A simple example where this would appear is pictured in Figure 2.8, where we have a labelled transition system
on the left and its unfolding as a labelled event structure on the right. The loop is unfolded into infinitely many
sequential events, and for every second event we have a branch with a new c-labelled event which is in conflict with
the rest of the infinite a, b labelled sequence. Executing one of these c-labelled events would mean cancelling all the
infinitely many events that encode this branch. That is to say, the single event is in conflict with all the events on
the looping branch, which are infinitely many.

Assertion terms from A, produced by ESPSI, are always finite because they encode, cf. Lemma 2.3.14, configura-
tions, which are finite sets. Still, it is problematic to have the infinite right part of the conditions, since it is used in
deciding the entailment relation where one needs to decide if the intersection of an infinite and finite set is empty.

Besides this, the encoding ESPSI would result in infinitely many parallel processes if the set of events is infinite,
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Fig. 2.8: Example of cancelling infinitely many different events coming from a loop unfolding. On the left we used a process
graph view; on the right the event structures representation.

since a process is created for each e € E. For practical use, infinite terms are not desirable, but for a theoretical
encoding they could be fine, just like e.g. infinite summation in Milner’s work on SCCS, infinite case construct for
Psi-calculi, or infinite conjunctions in some logics.

When building infinite nominal terms and infinite Psi-processes one has to take care of not using infinitely many
different free names, i.e., not to have infinite support for the nominal terms. Otherwise essential properties like
alpha-renaming fail to work [GP02].



3. NON-INTERLEAVING SEMANTICS FOR PI-CALCULUS

We give in this chapter the first non-interleaving early operational semantics for the pi-calculus which generalizes
the standard interleaving semantics and unfolds to the stable model of prime event structures.

Our starting point is the non-interleaving semantics given for CCS by Mukund and Nielsen, where the so-
called structural (prefixing or subject) causality and events are defined from a notion of locations derived from
the syntactic structure of the process terms. The semantics is conservatively extended with a notion of extruder
histories, from which we infer the so-called link (name or object) causality and events introduced by the dynamic
communication topology of the pi-calculus. We prove that the semantics generalises both the standard interleaving
early semantics for the pi-calculus and the the non-interleaving semantics for CCS. In particular, it gives rise to a
labelled asynchronous transition system unfolding to prime event structures.

3.1 Introduction

The pi-calculus [MPW92] is the seminal model for concurrent mobile processes, representing mobility by the fresh
creation and communication of channel names. The standard operational semantics adopt an interleaving approach
to concurrency, that represent concurrent execution of actions as their arbitrary sequential interleaving and employ
basic transition systems or automata as semantic models. However, the ability to distinguish concurrency from inter-
leaving has several practical applications, including dealing with state-space explosion in model-checking [CGMP99],
supporting action refinement [vGGO01] and reversibility (e.g. [UPY14,LMS16]).

To give a non-interleaving semantics one needs to identify the underlying events and their concurrency and
causality relationships, and from that define a notion of non-interleaving observations, e.g. in terms of a bisimulation
or testing equivalence [San96, vGGO01] or employ a non-interleaving model (e.g. [NPW79, WN95, Bed88, Shi85b,
BG95]), in which the concurrency can be represented explicitly. The dynamic communication topology of the pi-
calculus makes it non-trivial to identify what accounts for causality, and indeed several possible approaches have
been proposed. As described in [BS95], the source of the complexity is that the causal dependencies fall in two
categories: The structural (prefixing or subject) dependencies, coming from the static process structure, i.e. action
prefixing and parallel composition, and the link (name or object) dependencies, which come from the dynamic
creation of communication links by scope extrusion of local names.

There has been quite some work on providing non-interleaving semantics for pi-calculus [MP95, JJ95, BG95,
BS95, San96, CS00, CVY12, CKV13, Cril5] and process algebras in general (e.g. [BCHK94, Cas01]).

Among the most recent work, a stable operational semantics for reversible, deterministic and finite pi-calculus
processes is provided in [CKV13]. Stability means that every event depends on a unique history of past events,
which supports reversibility of computations. A denotational semantics for the pi-calculus is provided in [CVY12]
as extended event structures. The semantics discards the property of stability to avoid the complexity and increase
in number of events arising from achieving unique dependency histories. Both papers consider the late style pi-
calculus semantics, where names received from the environment are kept abstract and thus distinct from any
previously extruded names. We found no prior work providing a stable, non-interleaving, early style structural
operational semantics generalising the standard early operational semantics of the pi-calculus. In the early style
semantics, names received from the environment are concrete, and thus may be identical to a previously extruded
name. Consequently, the choice between late and early style semantics influences the link causality.

Our key contribution is to provide the first stable, non-interleaving operational early semantics for the pi-calculus
that generalises the standard, non-interleaving early operational semantics for the pi-calculus [SWO01]. Our starting
point is the work of Mukund and Nielsen [MN92], which defines a structural operational non-interleaving semantics
for Milner’s CCS [Mil80] as (labelled) asynchronous transition systems using locations to identify the structural
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causality, which is the only type of causality in CCS. We generalize the approach of [MN92] to the pi-calculus by, in
addition to the structural locations, employing a notion of extruder histories, recording the location of both name
extrusions and name inputs. Together, the locations and extruder histories allow to identify the underlying events
of transitions and both their structural and link causal dependencies.

Overview of chapter: In Sec. 3.2.1 we generalise the structural operational early semantics for the pi-calculus
with locations for transitions, extrusion histories and link dependencies. In Sec. 3.4 we show that the semantics
yields a standard labelled asynchronous transitions system, which is known to unfold to labelled prime event
structures [WN95]. We conclude and comment on future work in Sec. 3.5. The work in this chapter is extended
work of what was presented at LATA2017 [HIN17].

3.2 Causal Early Operational Semantics

In this section we give an early operational semantics of the pi-calculus recording both the structural and link causal
dependencies between events.
We first recall the syntax for the pi-calculus with guarded choice.

3.2.1 Pi-calculus syntax

Definition 3.2.1: The set of Pi-calculus processes Proc, ranged over by P, (Q, are defined using an infinite set of
names A, ranged over by small letters, by the grammar:

P:=Ycr9..P| wn)P | P||Q | 'P | O, v u=a(n) | a(n)

providing constructs for, respectively: guarded non-deterministic choice of output and input prefixes, restriction of
name n, parallel composition, replication, and the empty/trivial process. For a process P we denote by n(P) the
set of all names appearing in P, by bn(P) the bound names, i.e. those n that are restricted by (vn) or by the input
action a(n), and by fn(P) = n(P)\bn(P) the free names. For an action label o we use the same notation n(«) for
the similar notion. We assume all bound names are unique in a process and identify processes up to a-conversion.
We often omit the indexing set I in the notation for a sum process ¥;crp;.P; and use only Xp;.P;. When I = ()
then we write 0 instead of ¥,cr¢;.P;, and when I is singleton we omit the sum symbol, e.g., a(n).P.

For the particular process (vn)a(z).0 we have n((vn)a(x)) = {n,a,z}, bn((vn)a(z)) = {n,z}, and fn((vn)a(z)) =
{a}. We make a habit of using a, b, ... for names that are meant to indicate channels/links for communication, m,n, ...
for names that are being transmitted over channels, and z,y, z, ... when we intend these names to be substituted.

In Fig. 3.2 we give the causal early semantics for pi-processes with transitions of the form (H,H) - P %
u

(ﬁl, H')F P'. Following the approach in [MN92] we have added location labels u under the transitions, identifying
the location of the prefixes in the term contributing to a transition and allowing to infer structural (CCS-like) events
and causalities. To capture the finer notion of events and link causalities of the pi-calculus, we enrich the semantics
with eztrusion histories H = (H, H) to the left of the turnstile, which record the location in the parallel process of
the prefixes extruding respectively receiving some name. (The precise definition is given later in Definition 3.2.11
after we prepare the ground for it.)

Example 3.2.2 (Non-interleaving vs. interleaving): If we have the processes "a then b or b then a” (written as
a.b+ b.a), and "a and in parallel ” (written as a||b), then it become impossible to see which one we get looking
only at the execution trace. This can be seen in Figure 3.1 where we see the transition systems, that is a system
with states and transitions between states, we get from the above two processes. An execution trace is any path
we can take through a transition system.

Formally, we define the set of prefix locations as follows.

Definition 3.2.3: Let £ = {0,1}* x Proc x Proc be the set of prefiz locations and write s[P][P’] for elements in L.

Proposition 3.2.4 (location labels): The location labels u of transitions in Fig. 3.2 are of the following forms:
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ab+b.a allb

b b
a a
b a b a
b b
a a
0 0
Fig. 3.1: Non-interleaving vs. interleaving diamond distinguished through different location labels.

1. s[P][P’] € L, if «v is an input or output action,
2. s{0so[Po][PY], Ls1|PA][PL]), for sis;[P][P]] € £L and ¢ € {0,1}, if « = 7.

Proof: By induction on the length of the derivation tree of the transition H, P % H', P’ O
u

In words, a prefix location s[P][P’] provides a path s € {0,1}* to an input/output prefixed subterm P through
the abstract syntax tree, with 0 and 1 referring to the left respectively right component of a parallel composition,
and P’ being the residual sub-term after the transition. The location labels of the second form provide two prefix
locations, sis;[P;][P]] € L for i € {0,1}, identifying the output and input prefix in a communication.

Note that to keep locations of action prefixes fixed, we cannot assume the usual structural congruence making
parallel composition commutative. Therefore we must use two rules (PAR;), ¢ € {0,1} for parallel composition and
two rules (coM;), ¢ € {0,1} for communication.

Example 3.2.5 (associativity and commutativity break location labels): Often in presentations of pi-calculus one
considers structural rules like for the parallel composition being commutative and associative. We cannot have
such structural rules because of how we create the location labels of the events and how we define the independence
relation on events. For the commutativity of parallel composition we can easily see how our labels do not work any
more, in the example process P = a(a) || b(b). Here we can get the event e = (@(e)a, 0[a(a)][0]) for the transition on
channel a. If we had a structural rule saying that parallel composition can commute, i.e., that the two processes
P = a(a) || b(b) = b(b)||a(a) = P’ are equivalent for the semantic rules, we would see P’ = b(b) ||a(a) executing
the same event for the same channel a but which has a different location label e = (@(e)a, 1[a(a)][0]). This breaks
our reasoning about which components execute which events. For the associativity of parallel consider the process
P" = (@(a) || b(b)) || e(c) where the event for b would be (b(e)b, 01[b(b)][0]). If we allow the parallel to be associative
we could write P’ = a(a) || (b(b) || €(c)) where the event for b would be (b(e)b, 10[b(b)][0]. These two events again
have completely different location labels, though they should be seen as comming from the same component.

From the locations we define our first notion of structural events and independence, which correspond to the
events and independence defined for CCS in [MN92]. We will later show how to take into account the additional
link causal relationships of the pi-calculus.

Definition 3.2.6 (structural events): Let Ev = {(a,u) | (H,H) F P % (F/,ﬂ') F P’} be the structural events. For
e = (a,u) € Ev define Loc(e) C{0,1}*, the locations where e occurs, by
if u= s[P][P’
Loctey {18 Hu=sPIP) |
{ss0,881} if u = s(so[Po][F}], s1[P1][P]])-
Definition 3.2.7 (structural independence): Define an independence relation on locations Iy C {0,1}* x {0,1}* by
(s0,s1) € I; iff (so = s0s; A sy =sls))V (so=slsyA sy =s0s)),
where s, so, 51, 8, 81 € {0,1}*. Define the structural independence relation on events Iccs C Ev x Ev by:

(e,e') € Iccs iff Vs € Loc(e),Vs' € Loc(e') : (s,s') € 1.
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=
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Fig. 3.2: Early operational semantics enriched with action labels « ::= 7 | a{e)n | a(x), locations u (under the arrows) and

extruder histories (H, H) (to the left of the turnstile). We identify processes up-to a-equivalence, assume unique
bound names, and that for all rules, if (H, H) - P i> (H',H') F P’ is the conclusion, we require dom(H U H) N
bn(P) = . For rules (com) and (PAR;), consider i € {0,1}, and let b = dom(H )\dom([z] H) and allow writing

(v0)P and (v{n})P for P and (vn)P respectively. The blue text shows what is added to the standard semantics.
We elided a symmetric (CoM) rule.
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0||n(x))
a(n)n n(m)

(vn)(@(n) || n(z)) 0l[o

Fig. 3.3: Link causality exemplified in Ex.3.2.8, with u; = 1[n(z)][0] and uo = 0[a(n)][0].

As the following example shows, Iocs misses the link dependencies induced by extrusion of names.

Example 3.2.8 (link causality): Consider the process (vn)(@(n) || n(x)), pictured in Figure 3.3. According to Iccs
the two events e = (@(n)n,0[a(n)][0]) and e, = (n(m),1[n(z)][0]) are independent, for any m # n, but the

semantics does not allow the input event to happen until after the name n has been extruded, i.e. there is an
objective dependency between the extruding output and the input (this was observed in e.g. [CVY12,DP99]).

The next example shows that a name may have several parallel extruders, giving rise to a disjunctive causality.
This shows that parallel extrudes introduce non-stability since prime event structures and asynchronous transition
systems can only capture stable, or conjunctive causality. Disjunctive causality can sometimes be captured through
splitting of events, which is the essence of what we do in Definition 3.2.12.

Example 3.2.9 (parallel extruders): Consider the process (vn)(@(n)|| (b(n)||n(z))), which has two parallel extrud-
ers a(n) and b(n). We have the three events e, = (a{n)n,0[a(n)][0]), e, = (b(n)n,10[b(n)][0]), and e, =
(n(m), 11[n(x)][0]). The event e,, for the input action is independent of both output events, but it cannot happen

before at least one has happened.

The next example illustrates that both names in an input action m(n) may have been previously extruded,
giving rise to a conjunctive causality.

Example 3.2.10 (two names in one action): Consider the process P = (vn)(vm)(a(n) || (b{m) || m(z))). From (0,0) F
P we can have two extruding outputs on channels a and b of the names n respectively m, after which the output

history would contain two pairs H = {(n,0[a(n)][0]), (m, 10[b(m)][0])}. We now may have an input action with
label m(n) that depends on both extruder’s.

The extrusion histories to the left of the turnstile helps us take into account the link causalites.

Definition 3.2.11 (extrusiog histories): A history H C H = N x L is a relation between names and prefix locations,
and an extrusion history (H, H) is a pair of histories, referred to as the output history and input history respectively.
For a history H and ¢ € {0,1}, we use the following notations

o ill = {(n,iuw)|(n,u) € HY,
o [iJH = {(n,u) | (n,iv) € H},
o [i|H = {(n,iu) | (n,iuv) € H},
o [JH =H.

We may apply these notations several times and abbreviate them by a string, as in the example [0s|H = [3][0]H
with s a possibly empty location string. Finally, let dom(H) = {n | (n,u) € H}, i.e. the set of names recorded in
the history.

Instead of a single event e,, in Example 3.2.9 we use the extrusion histories to split the event e,, in two conflicting
events, e,, and e,;, one causally dependent on output event e, and one dependent on output event e,. Crafa et
al. in [CVY12, Sec.6] deems the approach of splitting events intractable and instead follows a different approach
by defining a specially tailored event structure model incorporating a global set of extruded names. Our approach,
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however, works with the standard stable model of asynchronous transition systems (which unfolds to prime event
structures [WN95, Ch.10]) since we split events involved in disjunctive causalities using the insights from [CVY12].

Instead of the global set of extruded names, we use extruder histories to record, during the run of a process, in
the output history H those names that have been extruded and at which location the output happened; whereas
in the input history H we record names received on an input operation as well as at which location. Both sets
are needed to decide the correct extruding events in the rules, and thus how to split events in Definition 3.2.12.
The accumulation of extruded names is done in the (OPEN) and (PAR) rules, whereas the accumulation of received
names is done in the (IN) rule. Extruder information are immediately available in the (OPEN) rule (which we
call initial extruder’s), but other events in parallel, under the same scope, may also be extruder’s (which we call
possible extruder’s). The possible extruder’s have the same relevance for splitting disjunctive causalities as the
initial extruder’s have. Therefore, they are collected in the same history element, which is done by the (PAR) rules.

Based on the examples above, we refine our transitions and events to also capture link dependencies by enriching
the transitions with a set D, which we call deterministic sub-history, recording the link dependencies for each non-
output name in «, i.e. the past extruding events a name depends on, if it was extruded in the past.

Definition 3.2.12 (causal semantics): Define the causal early semantics as the following transitions:
(HH)+ P = (H ,H)FP it (HHFP(H,H)FP and

1. DCH,

2. (n,1),(n,!") € D implies [ =1’

3. dom(D) = dom(H) N no(«),

where no(«) is the non output names of «, defined by no(n(z)m) = {n}\{m}, no(n(m)) = {n,m} and no(r) = 0.

The set D contains only one entry per name, even if several entries for the same name can be found in the
history (coming from multiple extrusions). Moreover, D is the largest such set. In consequence, several D sets
can be extracted from the same SOS transition, thus multiplying the number of causal transitions according to the
different ways names could have been extruded. Note that the histories and processes are not changed by the above
definition.

Proposition 3.2.13: The causal semantics is more fine grained than the structural semantics of Fig. 3.2 in the sense
that:

L if (H,H) - P2 (H',H') - P' then 3D C ¥ st (H,H) - P~ (H , H') - P';

2.if (H,H) - P = (H,H') v P’ then (H,H) - P % (H,H') + P’ was derived with the SOS rules of
Fig. 3.2. ’

Proof: Trivial (note that D may be 0). O

The link dependencies D allow us to define our final notion of events and independence relation for the causal
semantics.

Definition 3.2.14 (causal independence): Let the set of events Ev be defined by:

Ev={((a,u),D) € Box H|(HH)FP "> (H ,H')F P’}

Two events e; = (e}, D;) € Ev for e} = (a;,u;) and i € {0,1} are independent, written egley, iff

eplcosey N Bn:Di(n) =u,_; forie {0,1}.
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Note that from the irreflexivity of the structural independence relation Iccs , two events (e, D) and (e, D') that
only differ on the splitting sets, i.e. D # D', can never be independent. Returning to Example 3.2.9, the event
en = (n(m), 11[n(z)][0]) will be split in two events (en, (n,0[@(n)][0])) and (e, (n,10[b(n)][0])) corresponding to
transitions between the same two states.

We now briefly explain the rules in Fig. 3.2.

The (IN) rule is the standard early input rule, substituting a received name n for the parameter m in P, yielding
P’ = P[m := n], and enriched by recording the location u = [a(m).P][P’] on the transition. Moreover, the rule
takes care to add the name n to the input history H.

The (ouT) rule is the standard output rule, enriched by bookkeeping the location u = [a(n).P][P’] to the
transition.

The (OPEN) rule is standard, except the location is recorded for the extruded name n in the output history and
not in the action label, as is custom for the standard pi-semantics. Avoiding name extrusions in the labels ensures
unique labels for events in Section 3.4, and only one (CoM) rule. Otherwise, if we were to follow the pi-calculus
conventions and have different action labels we would need to complicate the technicalities by adding a notion of
equivalence of events (which would equate action labels with and without bound names), and proving results such
as the independence relation has to respect this event equivalence (this more complicated approach can be seen in
the technical report [NJH16a]).

The (sCOPE), (REP) and (SUM) rules are the standard rules, just extended to retain locations and histories.

If we do not consider the locations and histories, the (PAR;) rules, for ¢ € {0,1}, are the standard left and
right parallel rules, except that we need to extract possibly extruded name from the histories by the set b =
dom(ﬁ;)\dom([i]ﬁ)7 and not from the action label . The location label is extended by prefixing with ¢ € {0, 1},
to record in which component of the parallel composition the action happened. The extruder’s recorded in the set
a7’ capture exactly the parallel extrusion illustrated in Example 3.2.9. Specifically, an output location is added
to the output extruder history, if the name has been extruded in the other parallel component and not previously
extruded (recorded in the output history) nor received (recorded in the input history) by the current component.
We illustrate the use of the input history in the Example 3.2.15.

Example 3.2.15: Consider the process P = (vn)(a(n) || b(x).¢(n)). Starting with empty histories, we have the two
transitions
L0.0)F P2t ({(n,0fa(m][0))},0) F Py, for Pt =0 |b(x) 2(n)

b(m) — _ .
2. 0,0)FP W (@, {(m,)}) F (vn)(@@{n)||e(n)), with m=#n.

After the first transition we may both be receiving n or a name m # n:

b(n)

2 (. 0am)[0)). (. 1)) (O] e(m)

({(n, Ofa(m)}[0])},0) - P1 ~

b(m)

({(n. 0 [0D}.0) P 2 ({ (. 0fa(m)} 0]} {(m. )} (0] o(m)

In the first case, a subsequent output of n on channel ¢ will not be an extrusion, since it happens after the input of
n from the environment. In the second case it will, since this output is independent of the extrusion in transition
1. The input history H allows the (PAR;) rules to distinguish between outputs that knew of n before the scope of
n was opened and outputs that learned of n by receiving it after it was extruded.

Finally, if we again ignore histories and locations, the (COM;) rules are the usual communication rules combined
with the close rule, closing a scope previously opened by an (OPEN) rule. The combination is by abuse of notation,
writing (v@) P for P when there is the communication of a free name (in the same style to how the standard (CLOSE)
rule for communication of a bound name). The location label is made into a pair, recording the two prefixes taking
part in the communication. Looking at the histories, we discard any changes to histories formed in each component
and only forward input histories from the sender to the receiver via the set H”.
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3.3 Correctness results

In this section we prove two correctness results for our semantics. The first correctness result shows that the
standard interleaving, early operational semantics of pi-calculus (which we recall in Definition 3.3.2) can be obtained
from the rules in Fig. 3.2 by ignoring the locations (Lemma 3.3.7) and histories (Lemma 3.3.4) and extracting
only the scope extrusion from the histories. The result is stated as a bisimulation Corollary 3.3.10 from the two
results of Proposition 3.3.8 which shows that every transition from pi-calculus is preserved in our semantics, and
Proposition 3.3.9 which shows that our semantics does not introduce more transitions. The second correctness result
from Theorem 3.3.11 shows that our semantics is a conservative extension of the one for CCS given in [MN92].

Definition 3.3.1 (generated transition system): The operational rules for pi-calculus that we gave in Figure 3.2
generate a transition system 7.5 ,, = (S, E,T) in the following way.

e The set of states contains pairs of a history and a process term, denoted (H, H) I~ P:
SE£{(H ,H)+ P| PecProc,(H,H)eH x H},
with Proc as in Definition 3.2.1 and histories from Definition 3.2.11;
e £ = Ev are the events from Definition 3.2.14 which label the transitions;
e 7T C 8 x FE xS are the transitions from Definition 3.2.12.

For some particular process P we add an initial state (), ) = P and work only with the transition system reachable
from this initial state, denoted T'S,s;(P), and defined as the restriction of T'S,s|s, to only the states

Sp={(H,H)-P' | (0,0)-P—*(H,H)F P},
with —* being the transitive closure of the transition relation 7.

Definition 3.3.2 (standard pi-calculus semantic rules): Denote by — the transitions obtained with the standard
pi-calculus semantic [Qua99, MPW93] over the pi-calculus syntax from Definition 3.2.1. We recall these structural
operational rules here, ignoring their (TAU) and (MATCH) rule.

n & fn((vz)P) ouT
a(n) (NP) oy 2% p o
a(x).P —=, Plx :=n] ) i
P[P &, P e PP bn(a) N =
Hu— (BANG) <p—a, (sum) — an(a) Q) =0 (PAR)
\P =, P’ Y. Py =5 P! P||Q == P'||Q
(vn)a(n) , a(n) ,
P = P @ @ (CLOSE)
PllQ == (vn) (P[] Q)
E(n}n / Q(") /
P ™ P - Q — Q (COM)
PllQ == P'||Q
a ale)yn
P& P b P
— _ & n(a) (RES) P——, P _ n#a (0PEN)
(vb)P 5. (vb) P’ (vn)p L5, pr

Note our notation (vn)a(n) instead of what normally in pi-calculus is denoted @(n) to signal that the name n is
bound.
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Definition 3.3.3 (standard pi generated transition system): For a pi-process P, the transition system reachable from
P using the standard interleaving, early operational semantics from Definition 3.3.2 is denoted T'S, = (S, P, A, =)
and defined similarly:

e The set of states contains just process terms as in Definition 3.2.1, i.e., S é{P | PeProc};
e The set of labels A € A is defined by the grammar A ::= (vn)m(n) | m(n) | m(n) | 7
o —.C S x A xS are the transitions from Definition 3.3.2.

We prove that in our semantics the histories do not affect the enabling of a standard 7 transition. The statement
of the Lemma 3.3.4 is on transitions directly derived from our semantic rules of Figure 3.2 but it extends to causal
semantics transitions (i.e., split transitions) as in Definition 3.2.12 due to the Proposition 3.2.13.

Lemma 3.3.4 (histories in semantics): For a process P, if there exists a history (H,H) such that there exists a
transition (H, H) - P % (F/,ﬂ’) P’ then for any history (H,, H,) we can find the same transition (H,, H,) -

P (H,H)FP.
u

Proof: We use induction on the length of the derivation tree for the given transition. We look at the last rule
application (the root of the derivation tree), and show that we can apply it also to the different histories (H,, H,).
The base cases for rules (IN) and (OUT) are easy since the histories are not influencing the decision of the
transition (not the action label nor the location label). The (IN) rule updates the resulting input history though,
but this has no bearing on our lemma.
We take now cases.

1. For rules (REP), (SUM), and (SCOPE), we see that a general history H = (H, H) is propagated, unchanged,
from the conclusion of the rule to the hypotheses. This allows to apply the induction hypothesis thus allowing
to replace the history with any history (H,, H,). Moreover, the adjacent requirements of these rules (when
any) do not involve the history information.

2. For rule (OPEN) the left-side history is just propagated to the hypothesis, and the adjacent requirements do
not involve the history. This allows to apply the induction hypothesis as before. The output history is changed
though.

3. For rules (PAR;) the argument uses the induction hypothesis and also the fact that we can derive one transition
with some history (H, H) from the process Py || P;. We prove that we can derive the same transition from
any other history and the same process (H,, H,) F Py || Pi. From the fact that we can derive one transition
it means we can derive from the component process ([i]H, [i]H) -P; % (H,,H)) -P!. By the induction
hypothesis this means we can derive the same transition from any output history, including the empty history
as well as the history [i]H,. This means that for the outcome of the lemma we have the existence of the
transition that is required by the (PAR;). The other requirements of this rule do not influence its application,
with one exception. In particular, the construction of "' is only used to update the output history on the
right side of the derived transition.

The exception is the fact that we need to check that no names from the other component process appear in
the history changes (i.e., in b = dom(H, )\dom([i]H,)). The intuition of b is that it keeps the names that were
opened, which in standard 7 are called bound names in the action label. However, these bound action names
are derived only from the process, and the history does not influences them. In other words, the changes in
the histories that b records are the same for any history. Therefore, since we already know from the existing
transition that (dom(Fé)\dom([i]F)) Nfn(P;) = 0 this would hold for our arbitrary history as well dom([i]H,).

Formally this is proven using induction on the derivation as the following Corollary 3.3.5.

4. The same argument as for (PAR) works for (com) rules, only that we need to apply two times the induction
hypothesis.
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O

Intuitively, the proof of Lemma 3.3.4 makes clear how only the process term is needed when deciding the
existence of a transition, and the histories are only used to keep track of which names have been extruded, so that
the (coM;) rules can close the scope if needed. For the standard 7 calculus this is kept in the action label as the
bound name of the action. Otherwise, histories are used in Definition 3.2.12 to split transitions.

Corollary 3.3.5: The change of the output histories in a transition does not contain names from any other compo-
nents, and this change is the same irrespective of the left-side histories. Moreover, the (PAR;) rules do not change
the domains of the histories before and after the derived transition.

Proof: The base cases are for (IN) and (ouUT) for which the output histories are not changed by the transition,
thus making b = @, and thus proving the claim trivially.

For the induction cases (REP), (SUM), and (SCOPE), just apply the induction hypothesis trivially, since the
histories are copied from the hypothesis of the rule.

The case for (OPEN) changes the output history by adding the name n. However, since this name was coming
from under a restriction operator (v) it means the name cannot appear in any other component of the process.

The case for (PAR;) is more complex since this transition changes the output histories in two ways. First,
names at the current location are replaced (i.e., [i{]H are removed) with the ones that the component transition
outputs (i.e., ZF: are added). This respects the claim by applying the induction hypothesis. Second, it adds names
in iH which we want to prove that these do not appear outside FPy|| P;. The set H" constructed in the rule
contains a name (n,w if this is output by the action « and (i) was output before by the other component P; (i.e.,
n € dom([j]H)), and (ii) the same name was not output before by a sub-process under the current location nor
received by a sub-process at the current location. Part (ii) is fine, however, for part (i) the name n must come from
under a restriction operator (v) in Py; but this means that it does not exist outside this, and thus in any other
component than the current parallel process.

The case for (com;) follows similar arguments. O

Corollary 3.3.6: For any of the rules, if dom(H U H) N bn(P) = §) holds before the rule (ensured by the requirement
in the caption of Figure 3.2) then the same holds after the rule.

Proof: The proof is done by induction on the derivation tree.

The base case for (ouT) rule is trivial since this does not change the histories. Whereas for the (IN) rule the
input history is changed by adding the name that is received. But this is fine since this name cannot appear bound
in neither the process before nor the one after.

The induction case for the rules (SCOPE), (REP), and (SUM) is immediate by the induction hypothesis since the
histories below the derivation line are the same as the ones above.

The (OPEN) rule adds to the output histories the name n but removes the restriction operator on this name
from the process before the transition. The induction hypothesis then finishes the proof.

For the (coM) rules the argument is split in two parts: (1) for the set b and (2) for the set jH”, knowing that
dom(H U H) N bn(Py || Py) = 0. To prove the statement for the process on the right of the transition we observe
that this has extra bound names the b.

1. We prove that names from b do not appear in dom(H U H) and neither in H”. Since b = dom(H) \ dom([i]H)
it means that b is fresh for the histories H U H and is not brought along in the histories on the right side
of the derived transition. Moreover, b does not appear in the rest of the parallel components since the rule
requires b N n(Pj) = 0.

2. Second, we prove that names from jH" do not appear in neither b nor in bn(P), thus not in the bound names
of the process from the right side of the derived transition. It is easy to see that H” contains only names
that appear in H U H, which by induction hypothesis they are not in bn(P). Moreover, since b are not in
dom(H U H) then are not in H" either.
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Take one rule (PARg), as the argument is analogous for the other, and we prove that dom(((H \ [0]H) U OF;J U
0H" U (H\ [0]H) U 0Hg)) N bn(Pg || P1) = 0. We take each set from the sequence of unions. For H \ [0]H since
it removes all names starting with 0 this will not contain names from Py either. From the assumption on the left
of the transition, we know that the remaining names are not in P; either. The same argument goes for H \ [0]H.
Now use the induction hypothesis to deduce that Fg N bn(P)) = 0 as well as H, N bn(P}) = (. Note that adding
the digit 0 keeps the domains the same. We are left with H” which we know it is a subset of [1]H and does not
already appear to have been part of the histories coming from the Py component. Therefore, by the assumption we
also have that H does not have names in the bound names of neither Py nor in Pj. O

In order to compare our semantics with the standard one for 7 calculus we still need to show how the location
labels can be ignored, since these can be determined solely from the two process terms involved in the transition.

Lemma 3.3.7 (location labels are determined): Whenever we have a transition (H, H), P < (H ,H'), P’ then the

location label u is unique, i.e., determined by P and P’.

Proof: We generate the location u in the derivation tree of the transition. We assume inductively that the shorter
tree generates a unique label. We then look at the structure of P and P’, and consider cases on the last rule applied
at the root of the derivation tree.

e If P =a(n).P} or P = a(n).P} then we know from (OUT) respectively (IN) that u = [a(n).P}][Pj] respectively
u = [a(n).P§][P}] are unique. This forms the base case of the induction.

o If P = Py|| P, and P’ = PJ|| P, then we know that (PARg) rule is applied at the root and it adds to the
location label u = Ov where v is the unique label obtained from the proof of the Py branch. Similarly we find
u=1v if P' = Py || P| using (PARq).

o If P = Py|| P, and P’ = P || P{ we know that (com) rule is applied and that u = (Oug, 1uy), which is uniquely
obtained by continuing up each branch finding the unique ug for the Py part and u; for the P; part.

e If P is of any other process types then the respective application of the remaining rules just copy the location
labels.

O

Proposition 3.3.8 (Pi-calculus semantics is preserved): For a pi-process P whenever we have a transition P 5P
then we have in our semantics a transition ((),0) - P % (H, H) - P’ for some determined location label u and
u

history (H, H), and when a = (vn)m(n) then o/ = m(n) otherwise o’ = a.

Note that Proposition 3.3.8 claims the transition starting with the empty history, but then Lemma 3.3.4 allows
any histories to be used. The Lemma 3.3.7 tells how the location label u is determined.

Proof: We use induction on the derivation tree and show how for each rule application in the pi-calculus we find
rules applied in our semantics which return the required process.

It is easy to see how when the pi-rules (INP) and (OUT) are applicable, then the respective rules in Figure 3.2
are also applicable to the empty histories, and the output process as well as the action label are the same as in the
pi-rule. In the rules from Figure 3.2 we update the input history in the (IN) rule, and create the respective location
labels.

The pi-rule (BANG) is the same as our rule (REP). The same for the pi-rule (RES) with its requirements which
appear the same in our rule (SCOPE). The pi-rule (SUM) is as our rule. To all these the resulting processes are
exactly the same. Moreover, the histories are not even changed, neither the location labels.

The pi-rules (PAR), (cOM), and (OPEN) are manipulating the same processes as our respective rules from
Figure 3.2, and the respective requirements can be correlated. In our case we manipulate histories and construct
location labels.
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In particular, the (OPEN) rule from Figure 3.2 has the same requirement on the name n # a and it changes the
output history to record the bound name that was output from under a scope, thus opening it. In the pi-rule this
bound name is recorded in the action label, which in their case changes to (vn)a(n). This is why the statement of
the proposition captures this distinction between action labels. ~

For the pi-rules (PAR) the requirement bn(a) N fn(Q) = 0 is captured in our (PAR;) rules by b N fn(P;) = 0
where b is stored in the output history.

For the pi-rule (com) note that the output action has no bound name, and thus no restriction operator is
surrounding the parallel process. In our (com) rules this implies that b = 0, and we use the syntactic sugar
(VD) Py || P instead. ~

Otherwise, for the pi-rule (CLOSE) in our rules the b # @) and thus the restriction operator will be exactly as in
the pi-rule.

One last aspect that we need to show is that the histories do not prohibit transitions which otherwise are allowed
in the pi-calculus transition system. This was done in Lemma 3.3.4. O

Proposition 3.3.9 (no extra transitions): For a process P whenever we have a transition in our semantics (H, H) +

P& (Fl,ﬂ') F P’ then we find the transition in the standard pi-calculus semantics P a—/>7r P’ with o/ = (vn)a if

dom(F/)\dom(F) = {n} and o/ = «a otherwise.

Proof: Consider our operational rules from Figure 3.2 and use induction on the derivation tree to show that for
each rule applied in our semantics when we remove the histories and location labels than either the same rule is
applicable in the pi-calculus or we find other rules applied which return the required process. The reasoning is very
similar to what we did in the proof of Proposition 3.3.8.

The only special aspect is the fact that we need to extract from the output history the action label when this
needs to have a bound name, as coming from the (OPEN) rule. 0

Corollary 3.3.10 (conformance wrt. pi-calculus): For some process P the generated transition system reachable from
this process in the standard pi-semantics T'S.(P) and our semantics TS, (P) are bisimilar.

We end by noting that the non-interleaving semantics is a conservative extension of the one for CCS given
in [MN92]. To this end, consider as equivalent to CCS the sub calculus of the pi-calculus obtained by allowing only
input and output prefixes in which the subject and object are the same, i.e. of the form n(n) and {m)n, referred
to as the CCS subset. In this case it is easy to see that the output histories and link dependencies D are always
empty and thus the independence relation and events coincide with the structural independence and events.

Theorem 3.3.11: For the CCS subset of the pi-calculus, the non-interleaving semantics of Figure 3.2 is bisimilar to
the non-interleaving semantics for CCS given in [MN92].

Proof: To be precise, the CCS calculus from [MN92] builds processes using the grammar:
PYCS = %10 PEOS | (vn)PCCS | PYCS1QCYS | x| reca.POCY with ¢ € {a,a | a € N}

They use recursive definitions instead of our replication construct; but these are encodable, e.g., see [AGPV07, Def.6],
so we will not be concerned with this. Otherwise, the difference is in their action prefixes which are only names of
the two kinds output/input. Therefore, this forms a subset of the pi-calculus that we considered in Definition 3.2.1
when we allow only output/input with the same subject and object, i.e., m(n) \ n(n). See a nice comparisons of
CCS and pi-calculus in this sense as Psi-calculi instances in [BJPV11]. The proof is then formed of the following
observations.

1. the output histories;

2. the link dependencies D are always empty, thus events are never split;



3. Non-interleaving semantics for pi-calculus 71

3. the independence relation and events coincide with the structural independence and events;

4. any transition in the CCS semantics is matched by the same transition in our semantics of Figure 3.2, and
the other way around.

To prove these we investigate our semantic rules, and discuss how these relate to the semantic rules from [MN92],
which we do not reproduce here as they are revealed from our comparative discussions.

1. For the first statement we look at the transition rules (PAR;) and (OPEN), as these are the only rules that add
to the output histories. The rule (IN) adds to the input history, which is used in the (PAR;) rules to determine
what to add to the output histories. The (OPEN) rule is not applicable since it requires for an output prefix
a(n) that n # a, which does not hold for the prefixes that are allowed in the CCS instance. The extra names
added in the (PAR;) rules depend on previously added names by the (OPEN) rule, i.e., see the condition for
forming the H set in (PAR;) rules. Since these are empty, then (PAR;) rules do not add any new names
either.

2. Since histories are empty, and in Definition 3.2.12 the link dependencies set D is created from the histories
as D C H, this statement is trivially proven.

3. This is easy to see from the previous part 2 since Ds are always empty, then in Definition 3.2.14 an event
((a,w), D) = (e, u) as in Definition 3.2.6. Also, the split transition from which the causal events are extracted

(H,H)F P 4@@% (H',H') - P’ are the same as the transitions (H,H)+ P % (H,H') - P’ given by our

semantic rules of Figure 3.2. As the link dependencies are empty, then the second part of the definition of
independence relation in Definition 3.2.14 is trivial, thus I becoming just the structural independence Iocg
as in Definition 3.2.7, which is that of CCS from [MN92].

4. We already observed that (OPEN) is never applicable, which implies that the “close” part of the (COM;) rules
is not applicable (i.e., when the b # () and thus a restriction operation is moved from the parallel component
with the output prefix to the whole parallel composition process). Otherwise, the remaining (coM;) rules

are the same as in [MN92], building the same location label, since our restriction about names is vacuously
satisfied for CCS.

Also note that the (IN) and (0OuT) rules are always applicable as the immediate rule on top of the (sum)
rule. Therefore, we can view these three rules as the single SUM rule from [MN92] which is also performing
the action, and exhibiting the respective output/input action name on the transition. However, the location
label that we build in this case contains only the branch process, whereas in [MN92] it contains the whole
summation process. This is fine for our proofs, and does not interfere with the deduced transitions.

The (SCOPE) rule is the same as the RES rule from [MN92], also with the required restriction, only that in
the location label we do not need to record the name that is bound by the restriction operator as [MN92]
needs.

For the (PAR;) rules our restriction on names is vacuously satisfied, and the location label is updated exactly
as in [MN92]. We do not discuss the (REP) rule.

The above observations make it clear that whenever from a Pocg process one can derive a transition in
the semantics of [MN92], we can also derive the same transition, with the same action label, and analogous
location label in our semantics. The location label in our case does not contain bound names, and contains in
the last process part of the label only the summation branch. However, these location labels do not contribute
in [MN92] to deciding which transitions can be derived. The opposite is also true, i.e., in our semantics we
cannot derive a transition which the semantics of [MN92] cannot derive also.

O
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3.4 Labelled asynchronous transition systems from early operational semantics of pi-calculus

In this section we show that the operational semantics, events and independence relation given for the pi-calculus in
the previous section yields a labelled asynchronous! transition system (LATS) as defined in [Bed88, Shi85b, WN95,
Hil99] and recalled in Definition 3.4.1. LATS are known to satisfy the stability property, that is, every event depends
on a unique set of events, and unfold to standard labelled prime event structures [WN95, Ch.7].

Definition 3.4.1: A labelled asynchronous transition system is a tuple LATS = (S,i, E, T, I, lab, A) where

e (S,i,E,T) is a transition system with S the set of states and i an initial state, E a set of events, and
T C S x E xS the transition relation;

e lab: E — Ais a labelling map from the set of events to the action set A,
e | C F x F is an irreflexive, symmetric independence relation, satisfying:

1. eeFE = 3s,§€S5: (s,e,8)€T;

2. (s,e,8)ET A(s,e,8MeT = s =5";

3. erlea A{(s,e1,51),(8,€2,82)} CT = sz : {(s1,€2,53),(s2,€1,83)} CT;
erles N{(s,e1,51),(81,€2,83)} CT = Tsa:{(s,e2,82),(s2,€1,83)} CT.

=

The last two conditions ensure that independent events always form interleaving diamonds and imply stability,
i.e. unique cause of events.

Theorem 3.4.2 (LATS for pi): The semantic rules for the pi-calculus that we gave in Fig. 3.2 generate a labelled
asynchronous transition system LATS(P) = (Proc, (0,0) - P,Ev,T,1,lab, A) for a pi-process P where

e (Proc,(0,0) - P,Ev) is the generated transition system 75, (P) reachable from P as in Definition 3.3.1
with Proc from Definition 3.2.1, histories from Definition 3.2.11, events from Definition 3.2.14, and transitions
from Definition 3.2.12;

e [ is the relation from Definition 3.2.14,
° lab((a,u),D) = a,
e o € Ais the set of labels generated by the grammar « == a(n) | a(n) | 7

To prove this we need several intermediary results and definitions. The following lemma states that the transition
system is event deterministic, i.e. that it satisfies property 2. of Def. 3.4.1.
Lemma 3.4.3 (event determinism): For any two transitions (H, H) - P LD> (ﬁl,ﬂ') P and (H,H)F P LD>
(H',H")+ P" then (H ,H') = (H',H") and P' = P".

Proof: The events that we are interested in are the ones in Ev obtained through splitting in Definition 3.2.14. But
each split event is obtained from a transition derived with the rules from Figure 3.2 and all splits make transitions
between the same pairs of processes and histories. Therefore we are not interested in the splits but in the kernel
event, which is formed of the first two elements of the three-tuple event, i.e., the action name and the location where
the event appears. In consequence, we show that for some arbitrary event and process (together with some history),
there is a unique operational rule that is applicable. This results in a unique transitions, as in the statement of the
lemma.

The histories are not contributing to the decision whether an operational rule is applicable or not; and neither do
the histories influence how the resulting process looks like. These facts have been established in Proposition 3.3.4.

For the rest we use induction on the structure of the location label and the process P, thus identifying which of
the operational rules applies for the particular reduction. The induction is double, depending on how the location
label looks like, cf. Proposition 3.2.4, i.e., either of type («a, s[P1][Py]) or (7, s(so[FPo][Py], s1[P1][Pi])). We have two
base cases.

1 asynchronous here refers to non-interleaving, not the style of communication.
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1. When e = (a, [P1][P]]) only rules (IN) or (OUT) are applicable. Depending on the structure of the process P,
or for the same purpose, depending on «, only one of the two rules applies. The outcome is then determined,
thus having a unique resulting process. The histories are also determined, i.e., for the (OUT) rule they are
the same as on the left of the transition, whereas for the (IN) rule the input history is changed with the name
from the action a.

2. When e = (7, (0[Po][Py], 1[P1][P1])) (i-e., when the location label is a minimal communication location) only
the (coM) rule applies, and the outcome process is unique with respect to the original process P. If P = (vb)Q
then the rule (OPEN) also applies and changes the output action to one having a bounded name b, and the
resulting process is also restricted as (vb)Q’ with @' determined by the communicating processes. Otherwise,
if P is only a parallel composition, then the resulting process is not under a restriction.

For the induction case we consider that the event has the location
ss'[Po][Fy] or  ss'(0so[Po][Fy), 1s1[P1][Pf])

with s € {0,1}, and any of the s, sg, s; may be empty. We take cases after s and for each case we look at the
structure of P and « to determine the rule used. It turns out that each time only one rule applies. Moreover, each
rule changes the histories from the left of the transition in a determined way, ensuring the history equality from the
statement of the lemma.

1. For the case when s = 0 we have that

(a) if P = Py|| Py then the only rule that could have been applied to generate this transition is (PARg).
From the induction hypothesis we know that the required transition for this rule, which applies to a
shorter location label, produces the unique process P, which when composed in parallel produces a
unique outcome process PJ || P;.

(b) if P =!P; then only rule (REP) applies to produce @ ||!Q. Further up the derivation tree one of the

(PAR) rules apply. When s = 0 the (PARg) rule produces the unique P’ ||!Q, whereas for s = 1 then !Q
reduces uniquely (by the induction hypothesis) to P’.

(c) if P = (vn)P; then
i. if @ = @(n)n then only rule (OPEN) applies,
ii. otherwise only (SCOPE) is applicable.
Further up in the derivation tree we can apply the induction hypothesis on the same location label, but a

smaller process (without the restriction operator), to produce a unique process, thus the whole derivation
is unique.

2. For the case when s = 1 we have that

e if P = Py|| P; then only rule (PAR1) applies, and an argument analogous to la goes through.

e if P =!P; or P = (vn)P; then use analogous arguments as for 1b respectively lc.

3. For all location labels and action labels if P = X;c; : ;. P; then the unique rule application is (SuMm). Even
if two branches of the sum induce a transition with the same action name but different output process, these
will be considered as different events because of the location label containing different processes at the end.
Therefore, the nondeterminism no longer exists here. The induction hypothesis is applicable further up on
the derivation tree to the smaller label as well as smaller process, to produce a unique outcome.

For the location label ss'(0so[FPo][FPy], 1s1[PA][P]]) an inductive argument as before reduces the s and s" to the
case when they are empty. In this case the only rule that could have created this label is the (coM) rule. This
implies that P = Qg || Q1. Using the previous case on Qg and location so[FPp][Pj] we know that Qo uniquely reduces
to Qp, and similarly for @1 and the location s1[P;][Py]. Thus Qg || @1 reduces uniquely to Qg || Q) = P’. O
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To prove that the transition system from Theorem 3.4.2 satisfies the last two (diamond) properties of a labelled
asynchronous transition system we follow the approach from [MN92].

The following partial function makes precise how a sequence s € {0,1}* identifies a sub-process, called the
component, in a process.

Definition 3.4.4 (components): Define inductively the partial function
Comp : {0,1}* x Proc — Proc

1. Comp(e, P) = P, when P # |P; and P # (vn)P; (and € is the empty string)

2. Comp(0s, Py || P1) = Comp(s, Po)

(vn)P) = Comp(s, P)

(€,
(
3. Comp(1s, Py || P1) = Comp(s, Py)
4. Comp(s,
(s,

5. Comp(s,!P) = Comp(s, P||!P)

Corollary 3.4.5: For any s,s’ € {0,1}* and any process P, whenever Comp is defined, we have

Comp(s, Comp(s', P)) = Comp(s's, P).

Proof: The proof follows from Definition 3.4.4 by induction on the structure of s’. The base case for s’ = ¢ is easy
by using Definition 3.4.4(1); and when P =!P; or P = (vn)P; then just apply the respective definitions.

Take s’ = 0s{, for which Comp is defined when P is one of Py || Pi, (vn)Py, or |Py. For P = Py|| P, from
Definition 3.4.4(2) we have that Comp(0sy, Py || P1) = Comp(s{, Po), which implies that the left part of the lemma
equality becomes Comp(s, Comp(sy, Po)). The right part becomes Comp(sys, Py) by applying Definition 3.4.4(2) as
Comp(0sys, Py || P1) = Comp(s)s, Py). The equality of these last two formulas is given by the induction hypothesis.
In the case when P =!P, then we first apply Definition 3.4.4(5) and then we follow the above reasoning verbatim.
For the case for P = (vn)Py we first use Definition 3.4.4(4) then follow as above.

The case for s’ = 1s] is analogous, using Definition 3.4.4(3) for P = Py || P and Definition 3.4.4(4) for P =

(vn)P.
Note that no matter what the structure of s is, the Comp is defined when P =!P,. This then reduces to a
process where only the cases Definition 3.4.4(2) and (3) could further be applicable. O

From any transition we can deduce the transition in the immediate component responsible for the derivation.

Lemma 3.4.6 (decomposing transitions): For s € {¢,0,1} and s’ € {¢,0,1}* we have

(H H) P2~ (F/,ﬂ') FP = ([§]H,[3]H)F Comp(s, P) — (H ,H")F Comp(s, P),

ss’u. s’ Ue

with u, either [P,][P)] or (0sosq[FPo][F], Ls1si[P1][P1]), and depending on the case we have the following extra
properties:

1. when s =0 we have o/ = a and (dom(ﬁﬁ)\dom([ 5|H)) N fn(Comp(1, P)) = ;
2. when s =1 we have o/ = « and (dom(ﬁ/l)\dom([ 1H)) N fn(Comp(0, P)) = 0;

)

3. when s = ¢ and P = (vii) P, and Py # (vm)P,, for 7 and m non-empty,?
we either have (R Nn(a) =0 and o' = ) or (Fb € 1 : o = a(b)b and o = ale)b with a ¢ 7);

4. when s = ¢ and P =!P; we have o = a.

2 By applying alpha conversion we can assume that all restrictions are appearing at the front of the process term, and thus we denote
by (v7) the list of all bound names of P.
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Proof: We take cases after s € {¢,0,1}.

e When s = 0 the rule that adds 0 to the location label is (PARy), therefore we work with the transition (H, H) +

Py || P, ﬁ (F/,ﬂ') F P}|| Pi. The rule requires that transition ([0]H,[0]H) - Py ﬁ (ﬁ//,ﬂ") F P

exists and that b fn(Py) = 0, with b = dom(H )\dom([0]H). Applying Definition 3.4.4 for deriving com-
ponents, the above transform into the expected result, i.e.: ([0]H, [0]H) F Comp(0, Py || P1) ?—) (Hﬂ,ﬂ/’) F

Comp(0, P} || Py) with o/ = o and (dom(H )\dom([0]H)) N fn(Comp(1, P)) = 0.

If s = 0 and P =!P, the application of the (REP) rule implies that we have a transition from (H,H) +
P, || !Ps % (F,, H') F P’ with the same action, history, and label as the given transition of the statement
of the lerilsrr?;. On this we can now use the (PARq) rule and apply the same argument as above to deduce the
transition ([0]H, [0]H) = Comp(s, Ps||!Ps) ’f‘—» (Fﬁ,ﬂ”) F Comp(s, P"). By Definition 3.4.4(5) we know
that Comp(s, P) = Comp(s, Ps || !Ps), which Seﬁads this case.

When s =1 we follow the same argument as above using (PAR;) instead of (PARg).

When s = € we consider the three rules (OPEN), (SCOPE), and (REP), where we do not add anything to the
location label. The structure of P and of « determine which rule is applicable. We omit the histories when
obvious from the context so to not clutter the text.

— Consider the application of (OPEN) to process P = (vn)P, and action o = @(n)n where a # n. We
thus work with a transition (vn)Py —— Pj for which the rule ensures the existence of the transi-
€s’ue

tion Py “9n, Pj. As Comp(e, (vn)Py) = Py and Comp(e, P}) = Pj we get the expected transition

s’ ue

Comp(e, (vn)Fo) M) Comp(e, P}) with the actions as expected o = a(n)n and o = @(e)n.

— Consider the application of (SCOPE) to a process P = (vn) Py, thus working with a transition (vn) Py ——
€s’Ue

(vn)P}. The rule ensures that n € n(a) and that we have a transition Py — Pj. Applying Defini-
s’ Ue

tion 3.4.4 we get the expected transition Comp(e, (vn)Py) —— Comp(e, (vn)P}), with the action o/ = a.
s’ ue

— Consider the application of (REP) to a process P =!P,, thus working with a transition !Py —— P’.
€s’ue
The rule ensures the existence of the transition Py ||!Py — P’. As Comp(e,!Py) = Comp(e, Py ||'Py) =
s Ue

Py ||'Py and Comp(e, P') = P’, we get the expected transition Comp(e,!Fp) ,L> Comp(e, P").

O

Corollary 3.4.7: Applying several times Lemma 3.4.6, we can extend s to be a string of location components:

s € {0,1}*.

From any communication transition we can then recover the transitions in the components identified by the

location labels.
Lemma 3.4.8 (decomposing communications): For location strings s, so, 1, s, s5 € {0, 1}* the following holds

if (H,H)&P T (H ,H') P then
505054 [Po] [Pyl 1515 [P ] [PY))

([sJH, [si]H) = Comp(s0s, P) ﬁ (H",H") - Comp(s0s9, P') and
Spolfo 0
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([s;]H, [s-]H) F Comp(slsy, P) ﬁ (H" ,H") - Comp(slsi, P')

where s; = s0sg, s, = sls1, and @ notation is defined as a(nyn = a(n) and a(n) = a(n)n.

Proof: We first make use of Lemma 3.4.6 to simplify to only considering s = €. Then we work with the labels 0sq
and 1s; and make two arguments in parallel.
Therefore, we consider P of the form Py || P, and apply the (CoM) rule at the root of the transition derivation
tree. This implies the existence of the two transitions ([0]H, [0]H) - Py w (Hy, H)) F P} and ([1]H, [1|H) -
5050 0
1 ﬁ (Fll,ﬂll) F P{, with Comp(0,P) = Py and Comp(1l, P) = P;. Moreover, a and @ must be of the
s187 L1
forms @(n)ym and a(m), and P’ = (vb)(P}|| P}), with b = dom(H, )\dom([ |H). We know that the channel name a
must be the same in both a’s and the output name m is the same as the received name on the input side. Moreover,
if b # ¢, the only time a name can be added to an output action label is by the (OPEN) rule, which opens the scope
of b and thus we must have m = b.
Apply now Lemma 3.4.6 (in fact Corollary 3.4.7 when the labels are strings) to the two transitions to obtain

([50][0TH, [$0][0]H) + Comp(so, Py) ﬁ (H',H") + Comp(so, )
Solfoll

and

([, (Sl F Comp(sr, P) = (H",H") - Comp(s, P}),

which by Corollary 3.4.5 are the same as ([0so]H, [0s9]H) F Comp(0sg, P) W (H JH") = Comp(so, PY)
90 0

respectively ([1s1]H, [1s1]H) = Comp(1sy, P) ﬁ (H" H") v Comp(sy, P)).
S/1 P1 Pll
To see how the right components become the ones from the statement of the lemma apply Definition 3.4.4(4)
to P’ with the respective location labels 0sg and 1s1, having e.g.,

Comp(0sg, P") = Comp(0so, (vi) (P || P{)) = Comp(0sg, P} || Pi) = Comp(sg, P).
O

Conversely, we can lift a transition from a component to the whole process, when it does not enter a communi-
cation.

Lemma 3.4.9 (composing transitions): For s € {£,0,1} we have that

it ([5H,[5|H) & Comp(s, P) —— — (H',H') - P|

s’ ue

with u, either [P,][P)] or (0sos([Po][F], Ls1s1[P1][P1]), then

(H )FP—>(H H")F P’ with Comp(s, P") = P|

ss’u.
and o defined in terms of «, under the following restrictions:

1. for s=0 if o’ =« and (dom(H )\dom([ 1H)) N fn(Comp(1, P)) = 0;
2. fors=1 if o/ =« and (dom(H )\dom([ 1H)) N fa(Comp(0, P)) = 0;

?

3. fors=cand P=(vn)P; if (n¢gn(a) and o/ = a) or (¢/ =a =a(e)n and n # a).

Proof: We take cases after s € {¢,0,1}.
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1. When s = 0 it implies that P = Py || Q since Comp(0, P) = Py, otherwise is undefined or it enters under the
e cases below. The requirements for the rule (PARq) are satisfied by the restrictions of the lemma. Therefore,

we have the expected transition (H,H) + Py || Q % (Fﬁ,ﬂ") F Py|| Q and Comp(0, Py || Q) = PJ, where
(ﬁ”, H'") are updated according to the (PARg) rule, but this is unimportant for this lemma.
2. When s = 1 use an argument as for s = 0 where we use rule (PAR;) instead.

3. When s = ¢ we consider the two non-trivial cases for which Comp is applicable, i.e., when either P = |P; or

P = (vn)P.
e For P =!P; we have that Comp(e,!Py) = Comp(e, Py ||!Py) = Py ||!Py. Therefore, the transition given
by the lemma is in fact P ||!P [—a][—? P{ and we are allowed to apply the rule (REP) to obtain
s'[Po][P,
P ﬁ) P which is the transition we are looking for, i.e., having s = ¢, P’ = P/, and Comp(e, P{) =
s’ 0 6

P|. The histories do not change, so we omitted them.
e For P = (vn)P; we have Comp(e, (vn)Py) = Comp(e, P1) = P1. We take two cases:

— where n € n(a) and @ = & for which the only applicable rule is (SCOPE) where we have the

transition ([€]H, [¢]H) F (vn)P; # (H ,H') + (vn)P|. We also have that Comp(e, (vn)P]) =
s’/ 1 (/)

Comp(e, P]) = P| and ([¢|H, [¢]H) = (H, H) which end this case.
— when a = @(e)n and n # a, the only rule that can work with this action label is the (OPEN) rule, which

will give us the transition ([{]H, [(]H) - (vn)P; ﬁ (H',H") - P! and as Comp(e,P]) = P}
s’ 0 6
and ([¢|H, [¢]H) = (H, H) the statement of the lemma is true.

O

Corollary 3.4.10: Applying several times Lemma 3.4.9, when the needed restrictions exist, we can extend s to be a
string of location components: s € {0,1}*.

Lemma 3.4.11 (composing communications): Whenever we have

(0] [01H) - Comp(0, P) —"" (Hy, Hy) +- P}
s0[Po][Py]
and "
~ o — ~ aln —
(. 00 - Comp(1, P) —2s (7). 1}) - 7.
s 1
for a ¢ dom(FéJ \ [0]H), then we have the communication
(H,H)+ P T (H ,H')F P’

(0so[Po] [Pyl Ls1[P1][P1])

with Comp(0, P') = P/ and Comp(1, P') = P/’. The symmetric case was elided.

Proof: The statement of the lemma implies that Comp is applicable to P, both for a label 0 and 1. This means
that P has the structure of a parallel composition. Because of the restriction a ¢ b we are allowed to use the
(coM) rule, which gives us that P = (vb)(P[' || P{’) after the transition. From Definition 3.4.4(4) we have that
Comp(0, (vb)(PY' || P})) = Comp(s, (P || P}')). which by Definition 3.4.4(2) becomes Comyp(0, P || P') = P{'. Fol-
lowing the same reasoning using first Definition 3.4.4(4) and then Definition 3.4.4(3) we have that Comp(1, P’ || P{’) =
P/’ proving the lemma. The histories are updated by the rule, but this is not relevant for the lemma, thus we denote

them just (F/, H'). The symmetric version follows the same lines of reasoning. O
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Lemma 3.4.12 (localization): For any process P and a location string s, whenever Comp is defined, we have:

1. if (H,H)FP ﬁ) (H',H')F P’ and (s, s') € I, then Comp(s', P) = Comp(s', P'),
S| 1 1

— —
2.if (H,H)+F P Tz H,H)F P and (ssg,s') € I; and (ss1,s’) € I; then Comp(s’, P) =
(H.4) ey ) (s50,) € Lt end (s, 5) € I P, F)
Comp(s', P').

Proof: We first prove the part 1.

Since (s, s") € I; then we can split s and s’ into s = u0ly, s’ = ull] respectively where u = lep(s, s') is the largest
common prefix, or the symmetric s = ully, s’ = u0l;, which can be treated analogous. From Corollary 3.4.5 we have
that Comp(s, P) = Comp(u0ly, P) = Comp(0ly, Comp(u, P)), and denote Comp(u, P) = P,. The decomposition
Lemma 3.4.6 (i.e., Corollary 3.4.7 for u a string) allows us to derive the transition:

([a]H, [a]H) - P, = Comp(u, P) #}[Pf (H',H") v Comp(u,P') = P,
011 [Pc][P!
with o/ = « except for the case when (OPEN) rule is applied in the derivation tree, with @ = @(n)n, a # n and
o/ = a{e)n. Because of the location label 0l; it means that P, = Py || P1/, and applying Lemma 3.4.6 to the above
transition we derive:

Ol[a|H, [0)[i H) - Comp(0, P,) = Py —>— (H" H") - P!, = Comp(0, P').
LIP[P!] 0 “
1 € €

Lemma 3.4.6 also ensures that (dom(ﬁm)\dom([qu]F)) N fn(Comp(1, P,)) = 0.

Moreover, since (0,1) € I; we can apply the current lemma inductively to the transition with location 0l to
obtain that Comp(1, P,) = Comp(1, P)). These (and the (PARg) rule that is applied to obtain the last transition)
imply that P, = P/, || Pi.

To finish the proof, use Corollary 3.4.5 to get Comp(s’, P) = Comp(1l], Comp(u, P)), and we thus need to prove
that

Comp(11y, Comp(u, P)) = Comp(l', Comp(u, P")).

We already know that Comp(u, P) = P, and Comp(u, P") = P,. Therefore, we need to show
Comp(1ly, P,) = Comp(1l}, P.).

Since we already have proven that Comp(1, P,) = Comp(1, P/,) this part is done.

For the part 2 we can consider ssp and s’ to be written as ssg = wuplp respectively s = wuplf), for which the
independence says that wy is maximal and [y start with a 0 and [, with a 1 (the symmetric case is analogous).
Similarly, for ss; and s’ their independence implies that ss; = uily and ' = uql}. Since ulj = s’ = ugplf, we can
identify two cases:

(1). when uq = ug or
(ii). when ug < uy V ug < up.

Recall that since they are part of a communication location label the sy starts with a 0 and s; starts with a 1.
The case (i) means that ug < s A u; < s. Because of this, the component identified by s’ is outside any of the two
components that participate in the communication, and thus the rest of this case follows as for part 1.

For the case (ii) we know that ssg can be written as sOsj and ss; can be written sls}, which implies that
ug < up Vup < ug. We work with the first sub-string inclusion, as the second one would be analogous. In this case
we deduce that ug = s, for otherwise we would break the requirement that wug is maximal. This implies that s’
can now be written as s’ = s1l{j (when u; is the shortest then s’ = s0l{), which means that the component we are
working with is in the right part of the communication. Moreover, u; can be written as slv’ and thus the whole
s’ = s1v'l] and ss; = s1v’ly. Since s'I;ss; and slv’ is maximal then {1 ;l; (and they start one with 0 and the other
with 1).
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Using the decomposition Lemma 3.4.8 we obtain the transition

([sTv'|H, [sTv']H) = Comp(s1v', P) ﬁ (H" H")+ Comp(s1v')P'.

We can apply the current lemma inductively to this transition and the independent labels I} I;l; to obtain
Comp(ly, Comp(slv', P)) = Comp(ly, Comp(slv')P")

which by Corollary 3.4.5 transforms in the expected result. O

Proof of Theorem 3.4.2: It is easy to see that the independence relation I of Definition 3.2.14 is irreflexive,
because it inherits this from Iccg , and symmetric, because Iocg is and the second part is symmetric by definition.

For the first ATS requirement 3.4.1(1) each event in the generated transition system is a split event, which by
Definition 3.2.12 is attached to a transition between two process.

The ATS requirement 3.4.1(2) is covered by Lemma 3.4.3.

To prove the ATS requirement 3.4.1(3) consider a history (H,H) and some process P, and two events e =
(a,u, D), e’ = (a/,u', D") enabled in this state (H, H) I P, which are also independent el¢’. Take the two transitions
corresponding to these events in the generated transition system, i.e.:

(. 1)+ P~ (A, H)F P and (H,H)+P (’—D> (#" H"YF P

To satisfy 3.4.1(3) we need to prove the existence of the following transitions:

(ﬁl7ﬂl) L p O/D (F/N,ﬁ”/) EP”  and (F//,ﬂ”) L p OtD (F/”/7ﬂl1//) L p
u/ D’ u,

With H/// — H//// P/// — P////.
We can have three possible combinations of events, depending on the structure of their location labels:

s[Ro][Re] and u' = s'[R1][R}];
s(so[Rol[Rp), s1[Ra][R1]) and u' = s'[Ro][RY];
3. u = s(so[Ro][Rp], s1[Ra][R1]) and u = s'(sa[Ro][Ry], s3[Rs][R]).

1. u

2. u

We treat the first case.

Since ele’ then Definition 3.2.14 implies that elccs e’ and that n : D(n) = u' A fn: D'(n) = u (which we use
towards the end of the proof, when showing the ATS property 3.4.1(4)). Since Loc(e) = {s} and Loc(e’) = {s'}
we have by Definition 3.2.7 that sI;s’ which means that they look like s = v0s3 and s’ = vlss with v = lep(s, s’)
the largest common prefix. In consequence, Comp(v, P) = Py || Py is a parallel composition, and the decomposition
Lemma 3.4.6 applied using v allows to derive the transitions

([0]H, [0]H) + Comp(v, P) ﬁ (F;ﬂ;) F Comp(v, P') and
Ss3fo 0

(61 [v]H) - Comp(v, P) ——*— (H,, H}) - Comp(v, P").
Lsy[Ri][R]]

Note that aq is not necessarily the same as the « (cf. Lemma 3.4.6). For this part of the proof we can ignore the
D, D’ sets because these are derived from the histories of transitions like the above. Therefore, we reason over
simpler transitions as above, and in the end we argue that the same split transitions on the respective D and D’
can be obtained from the resulting histories.

At this point the two derivation trees are different in the sense that in one the (PARq) rule is applicable whereas
in the other the (PAR;) rule. From the two (PAR) rules we have the following respective transitions

([WOJH, [0 H) - Py —2>— (Hy, H)) F P} and  ([v1]H,[v1)H) F P, ——>— (H,,H}) + P\.
ss[Ro][Ry)] sy [R1][R})
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According to the decomposition Lemma 3.4.6 we also have Comp(v0,P) = Py and Comp(vl, P) = Py, as well

as Comp(v0, P') = P} and Comp(vl, P") = P/. Moreover, Lemma 3.4.6 also provides the following dom(Hg) \
dom([v0]H) N fn(Py) = respectively dom(ﬁll) \ dom([w1]H) N fn(Py) = 0.

Now we show how to derive the first expected transition (ﬁ/, H)RP %} (FW, H"") = P". Because of the lo-
calization Lemma 3.4.12 applied to labels 0s3[;1 we know that P, = Comp(1, Comp(v, P)) = Comp(1, Comp(v, P"))
and thus we can deduce that Comp(v, P’) = Pj|| P;. To this we can now apply the rule (PAR;) with the right

transition from above, and deduce the transition

(H,. 1) F Py || Py = Comp(v, P') —— (H,, H)) F F || P}.
Lsg[Ra][R]
We were able to apply the right transition from above with a different (correct) history because of Lemma 3.3 .4.
Moreover, the requirement of the (PAR;) rule (i.e., bN n(Py) =0, with b the change in histories from the respective
transition above) was provided above by Lemma 3.4.6 but through the result in Corollary 3.3.5, which says that
the change of histories b is the same for any starting histories (using moreover the fact that fn(Py) = fn(F})).

In order to obtain the full required transition we need to show that now we can apply the Lemma 3.4.9 for
composing transitions on the above last transition (i.e., the respective restrictions of Lemma 3.4.9 need to be
satisfied). For this we consider a minimal v € {0, 1} and take cases after it.

Consider v = 0 (or for v = 1 an analogous argument will go through), i.e., we use s = 00s3 and s’ = 01s5.
Apply the localization Lemma 3.4.12 with the independent locations s = 00s3/;1 to deduce that Comp(1,P) =
Comp(1, P"), and therefore, P’ = P || P1 || Q1.

In order to apply the composition Lemma 3.4.9 we must satisfy the corresponding restriction, i.e.: (dom(ﬁg) \
dom([0]H)) N fn(Comp(1, P') = Q1) and that af, = o’. These two are given by the decomposition Lemma 3.4.6
when it was applied to the second transition with the above particular v = 0. This is because the lemma had to
apply the (PARg) rule which keeps the same action names, i.e., o/ = af, and the restriction on names (dom(H) \
dom([0]H)) N fn(Comp(1, P)) which is equal, as mentioned above, to Q1.

To any of the above we can apply rules that do not change the location label, i.e. the (OPEN), (SCOPE), or
(REP). The first two need the form of P to be P = (vn)Q, for which Comp(v, P) = @Q for any location label
v. The change of histories will tell which of (OPEN) or (SCOPE) have been applied. For any of the two rules the
decomposition Lemma 3.4.6 property 3 ensures that of, = o’. Moreover, the restrictions needed by the composition
Lemma 3.4.9(3) are provided.

In consequence, in all cases we can apply the composition Lemma 3.4.9 to Comp(v, P’) ﬁ Pyl Py to
1 1

Lsg]
obtain P/ ——— P" with Comp(v, P") = P} || P.
vlsy[Ra(RY]
We can use analogous reasoning to obtain a transition Comp(v, P") [;O] ™ Py P{. Again, o = ap by the
083 0 (/J
decomposition Lemma 3.4.6(3). We can apply the composition Lemma 3.4.9 to obtain P” # P with
’l)033 0 6

Comp(v, P"") = P§|| P}.
It remains to argue that P/ = P"””. This is the case because of the localization Lemma 3.4.12 which says that
for any independent location label v’ ;v we have:

e Comp(v', P) = Comp(v', P") as well as Comp(v', P) = Comp(v', P") from the given transitions;
e Comp(v', P') = Comp(v', P"") as well as Comp(v', P") = Comp(v', P"""") for the above deduced transitions.

Therefore, we get Comp(v', P"") = Comp(v', P"""), which together with the fact that Comp(v, P"") = P[|| P| =
Comp(v, P"") we have our expected result P = P"".

Claim: The histories H' and H” are changed by the two derived transitions into the same history H"”' = H"".

We look in the derivation tree of the transition to identify how histories are being changed. Observe that rules
(suM), (REP), (SCOPE), copy the histories from the hypothesis to the conclusion, i.e., they only propagate down
the tree the changes done further up by the other rules. Rule (0UT) does no change to the histories.
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We discuss how the rest of the rules (IN), (PAR;), (OPEN), (COM;), change the histories.

The only rule that adds new names to the input history H is (IN) and this can only be applied once in a
derivation tree. Therefore, the action label a of the transition will tell whether the (IN) rule has been applied, and
thus we know exactly what has been added to the input history, i.e., the pair (n, ) with n the name from the action
a = a(n). Moreover, when (IN) is applied then in the same derivation tree the rule (OUT) cannot appear, and thus
also not the rule (OPEN) as it needs further up in the tree an application of (OUT) (as seen from the action label in
the hypothesis of (OPEN)). In consequence, in a derivation tree, together with rule (IN) only (PAR) or (COM) rules
may still be applicable. The (PAR) rules update any history information coming from further up in the derivation
tree by adding the respective component label, i.e., replacing [i] H by ZF; for extruder histories and [i]H by iH/ for
input histories. The (com) rules update the input histories with the label of the component that does the input in
the communication.

The (coMm) rules, on the other hand, do not change the extruder histories (the same as e.g., (OUT) does not),
since in the conclusion we have the same output histories both on the left and on the right of the transition. But
further up in the derivation tree histories may change, in response to (OPEN) or (PAR;).

The (PAR) rules add new information to the extruder history as H'. The pair that is added in the q’ depends

on the action label & = @(b)n and on the history that we work with (both input and extruder parts of the history).
In any case, at most one name is added to the history. Moreover, when (IN) is applicable, then " is empty because
it depends on « being an output action.

All these tell that when the actions on the transitions that we work with, i.e., either a or o’ are input actions, then
the history is changed by adding one name pair to the input history H and leaving the output history unchanged.

The (OPEN) rule requires a previous application of (OUT), and therefore, no application of (IN) is possible, thus
the input history H remains unchanged throughout the derivation tree. The (OPEN) rule adds one single pair (n,u)
which we extract from the transition labels, i.e., having o = @(b)n and the location label u. Note that at this point
in the derivation tree the name n is added as extruder with the current location u, but this location is updated by
the (PAR) rules through prefixing with location labels depending on the respective component. Thus, at the root of
the tree this extruded name appears as new in the history but with the full label u© which we see on the transition
that we work with.

To finish the proof of this claim we take cases after a and o’.

1. When both @ = a(n) and o’ = b(m) are input actions.

The given histories are H' = H U Hy where H; = (0, {(n,u)}), and H” = H U Hy where Hy = (0, {(m,u')}).
Important is that adding new entries to the input histories does not depend on the previous history H.
Therefore, when we apply the input actions in the derived transitions, i.e., ¢’ to H' and « to H”, we add the
respective input names. This means that H” = H' U Hy, = H U H; U Hy and H"" = H”" UH, = HU Hy U Hy,
which are the same. This reasoning works even when some of the names a, x,n, b, y, m are equal.

2. When both o = @(fi)n and o’ = b{)m are output actions, where both n,m can be extruded names or not,
and not necessarily different.

(a) Consider both actions extrude their name and n # m; then the given histories are H' = H U H; where
H = ({(n,v)},0), and H”" = H U Hy where Hy = ({(m,u’)},0). Since both actions extrude their names,
it means that the (OPEN) rule has been applied in both derivation trees. Whenever (OPEN) is applied
then we are guaranteed that the name added to the extruder history does not already exist in the extruder
history part, i.e., (OPEN) cannot be applied two times with the same name during the execution of a
process.

Therefore, if H; adds name n to H and H; adds name m, and neither of the names existed in H, then
it is obvious that when in the deduced transitions the o’ is applied to H’ it will add Hy. The same for
the other transition to obtain the expected result as in the previous case.

(b) The case when only one of the actions extrudes the name n # m is handled by the (PAR) rules. For the

(PAR) rule to add to the extruder history, i.e., so "’ # (), the name that needs to be added must already
exist in the history but with an independent location label. Assume this for «, thus (n,u”) € H with
v’ Iiu. When o adds a different name m then H” = H U Hy where Hy = ({(m, ')}, ?) will also have
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(n,u") € H'. Therefore a will still add the (n,u), and thus we get the same histories in both deduced
transitions.

(¢) When n = m and any of a or o can contain €, then we are in the situation of parallel extruder’s. Here
is the case when in one transition we apply the rule (OPEN) and in the other the rule (PAR). This is
fine since the name n will be initially added to the histories H' and H” by the (OPEN) rule, and then in
the deduced transitions it will satisfy the requirements to be added to the histories again, but with an
independent location.

3. When « is an input action and «’ is an output action the reasoning is similar to the one done in the first case,
but working with different rules.

Claim: The deduced transitions can be split with the respective D, D’ based on the respective histories.

From the two given transitions we know that both D C H and D’ C H. Since the histories only (at most)
increase through transitions and we have seen that H C H” then we also have that D C H”, meaning that the
transition can be split with D (the same for D’ C H’).

For the second case, when locations u = s(so[Ro|[R{], s1[R1][R}]) and v/ = s'[Rs][R}], the proof follows
similar arguments as for the first case, with few differences which we comment about in the following. Note that
the independence of the events now offers two pairs of independent locations: ssgl;s’ and ss1I;s’, which give rise
to several cases. Recall that sg and sy start with a 0 respectively 1.

Assume that in both independences we have v = lcp(ssg,s’) < s and v/ = lep(ss1,s’) < s, which means that
v =10'. It is easy to see that now we can immediately apply the same reasoning as we did before, for the first case.
Moreover, recall that the (coM) rule which is applied for the transition with u does not change histories, and thus
this transition does not change histories.

Assume that v = s which means that ssp = v0s(, and s’ = vls;. This in turn implies that s; # € because
otherwise we would get s’ < ss; = wvls] which breaks the independence of these two. Moreover, since vls; =
ss101s’ = vlsh we get that siI;s5 and denote lep(sh, s5) = v”, thus having ss; = v1v”0s] and s’ = v1v”1s4 (or a
symmetric variant).

Because of the form of the location u we can use the fact that to create a communication location label the
(coM) rule must have been applied in the derivation tree, which requires that Comp(v, P) = Py || P1, thus, having
the following transitions

H,P i H, P and H,P—1 ", p".
v(0sg[Ro][Ry], 10”07 [R1][R1]) vlv"1sy [Ra][R)]
We must deduce the existence of the following two transitions
H.P [o],L H" P" and H".P" [7],L H" . p
7wl sy [Ra](RY) ’ 7 w(0sp[Rol[Ry], 10708 [Ra][Ry]) T

with H"” = H""” and P"" = P"”. We concentrate on deducing the left transition.
Using Lemma 3.4.6 on the first given transition we can find the transition
[7],.L

Comp(v, P
p(v, P) (0sg[Ro][Rp], 10”057 [R1][R1])

Comp(v, P")

which will be from Py || Py to some P || P;. Using the decomposition of communications Lemma 3.4.8 we get two
transitions

Comp (0, Comp(v, P)) m) Comp(0, Comp(v, P')) and
so[Ro][RY

o

Comp(1, Comp(v, P)) ———
v 0sY [Ra][R]]

Comp(1, Comp(v, P)).
Applying more the decomposition Lemma 3.4.6 and Corollary 3.4.5 to this last transition we obtain

c 10", P) —"—— C. 10", P').
omp(viv”, P) N omp(vlv )
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Whereas applying the same decomposition Lemma 3.4.6 to the second given transition we obtain

[o],L

Comp(vlv", P
( ) Lsg [R2][R5]

Comp(v1v”, P").
Because of the localization Lemma 3.4.12 and the independence of these last two location labels we can see that we
can apply the same transition with o/ but to the component of P’, i.e., deduce

[a'], L

Comp(vlv”, P’
d ) sy [R2][R5)

Comp(v1v”, P").

We can lift this transition using localization Lemma 3.4.12 and the composition of transitions Lemma 3.4.9 because
the restrictions are satisfied by the previous decomposition lemma applications (similarly as we argued in the first
case above) and obtain the transition

[o],L

Comp(v, P’
( ) 1o’ 1s5 [Ro][R))

Comp(v, P").
Because of the independence with the label Os{, we can apply the localization lemma to deduce that this part of the
process also remains unchanged. Therefore, when applying again the composition Lemma 3.4.9 we lift the transition
to the top most process, as expected

[a],L"
vlv'’1s4 [R2][RS]

P/ P///
with P"”’ the same as P’ only with the component Comp(v1v”, P') changed accordingly. This component is different
than the part that was changed through the communication.

To deduce the second transition apply a similar argument, but when lifting up apply the composition of commu-
nications Lemma 3.4.11 to deduce the correct 7-transition. The resulting process will be the same as P’ because
when first we applied the transition with o’ we change a part which was then not touched by the communication
transition.

It is easy to see that these deduced transitions are allowed, and that the histories are the same, i.e., H"” =
H///I — H//.

For the fourth ATS requirement of Definition 3.4.1(4) consider a history H, some process P, an event e = («, u, L)
[a],L , [a'].L " opn
Ll —— H",P", where we

u
also have that ele’. To satisfy 3.4.1(4) we need to prove the existence of the following transitions

with a transition H, P H' P’ and an event ¢’ = (¢/,u, L’) with a transition H', P

H,P [o],L H”I,P”/ and HIH,PW [a],L H//,P//.
u’ u
We will only prove for the first of the transitions and rely on the proof for 3.4.1(3) to show the existence of
the second transition. This is the case because once we have deduced the transition from P, deducing the fourth
transition will fall in under the 3.4.1(3).
We have four different combinations of events depending on the structure of their location labels:

1. u = s[Ro][R)] and u’ = §'[Ri1][R,];
2. u = s(so[Ro|[Rp], s1[Ra][R}]) and v’ = s'[Rs][Rs);
3. u=s[Ro][Rp] and v’ = s'(s1[I1][R1], s2[Ro][R5]);
4w = s(so[Ro|[ R, s1[Ra][R}]) and u = s'(s2[Ra][Ry], s3[Rs][R3)).

For case 1 we first write s and s’ as we did in the proof of case 1 for 3.4.1(3) as s = lep(s, s')0v and s’ = lep(s, s') 10
(the symmetric versions follows just the same). Using the decomposition Lemma 3.4.6 on the two given transitions
we have the two transition

Comp(lcp(s,s’), P) % Comp(lep(s,s”), P')
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and, coming after it,

Comp(lep(s,s’), P') % Comp(lep(s,s’), P").

We want to prove the existence of the transition Comp(lcp(s,s’), P) f‘—> PJ’. Having this we can employ the
U/
composition Lemma 3.4.9, because its restrictions are offered by the previous decomposition lemma, similar to

what we argued before, and we deduce the required transition P # P with Comp(lep(s,s’), P") = P}’
cp(s,s’)1v’

Since OvI;1v" we can apply the localization Lemma 3.4.12 to the first transition to deduce that
Comp(1v', Comp(lep(s,s’), P)) = Comp(1v', Comp(lep(s, s'), P)).

In consequence we can apply the second transition to this component to obtain the transition that we are looking
for, with Py’ = Comp(lcp(s,s’), P"). Here we have to apply the decomposition and composition lemmas to go
down respectively up the location string, similar to what we argued in the previous relevant case for ATS restriction
3.4.1(3).

It remains to make sure that the above derived transition is allowed, which by Definition 3.3.1 means to show
that L/ C H. We know that L' C H and we know that H' = HUH, where Hy may be of the form ({n,ulgo,1,1p13 } 0).
In fact, any name that is added to Hy by a will have the location ulf0,1,ip]}- To show our inclusion we can show
that L' N Ho = 0. This is given by the independence relation el e’ which implies that An : L'(n) = ulgo1,p)}-

The remaining three cases follow similar arguments as the above case 1 and the respective cases 2 and 3 from
the proof for the ATS requirement 3.4.1(3). O

3.5 Conclusion and Related work

We provided the first stable, non-interleaving operational semantics for the pi-calculus conservatively generalising
the interleaving early operational semantics. The semantics is given as labelled asynchronous transition systems. We
followed and conservatively generalised the approach for CCS in [MN92] by capturing the link causalities introduced
in the pi-calculus processes by employing a notion of extrusion histories.

We are currently working on a more thorough comparison with the related work [MP95,JJ95, BG95, BS95,
San96, CS00, CVY12, CKV13, Cril5], in particular we aim to explore the differences between early and late style
non-interleaving semantics. Finally, we work on extending this work to the Psi-calculus [BJPV11].



4. TOWARDS NON-INTERLEAVING SEMANTICS FOR PSI-CALCULI

In this chapter we look at the state of developing non-interleaving semantics for Psi-calculus. We look at the issues
that has to be solved for a non-interleaving semantic for Psi-calculi to be possible. The work in this chapter is
mostly on the level of discussions and suggestions, rather than that of completed results. We do try to give as good
an idea as possible where we plan to take this, how we think a solution would look like and in the cases we have,
give initial proof sketches of results. The main issue that we try to identify in this chapter is the notion of causality
introduced by the assertions in Psi-calculi, which we name environmental causality. Other possible names for this
is logical causality or conditional causality. We will look more into this in the next Section where we identify the
causalities that appear in Psi-calculi.

4.1 Causality in Psi-calculi

In order to give non-interleaving semantics to Psi-calculi we have to know what dependencies that can arise. We
also need to know how to, in a semantic, discover what these dependencies are, and give an independence relation
that encompass all the dependencies we find.

Psi-calculi inherit both the structural and the linked causality from pi-calculus. This can be seen as Psi-calculi
have the same form of prefixing and parallel constructs as is found in pi-calculus, this is what gives the structural
causalities. Psi-calculi also have name-passing as in pi-calculus giving the linked-causalities. While it shares linked
causality with pi-calculus there is a major difference: Where pi only allows single names to be used as channel
and message does Psi allow for any nominal term to be used as channel and message. While this does not change
the way linked causality work, it changes how much impact linked causality has in Psi compared to pi. Where a
single transition in pi could only be dependent on at most two extruder’s, it is not possible to give a fixed bound
for Psi on how many other transitions a single transition can be link-dependent on. In addition to inheriting both
the structural and linked causality from pi, Psi-calculi also introduce a new notion of causality. The new notion of
causality comes from the enabling function between assertions and conditions, and from how some actions changes
the assertions causing conditions to be enabled or disabled, as seen in Example 4.1.1. This new notion of causality
and be called the environmental, logical or conditional causality. We will use the name environmental causality for
the rest of this thesis.

Example 4.1.1: Take a Psi-calculi instance with the following parameters:

T {a,b,e,d, e}
cYAYy

1Y

0

v, 00 2w, +v,
a(%bdéfa:b
v o<w

Here we have that assertions and conditions are integers, and a condition is enabled only if it is equal to or
smaller than the assertion. Channel-equivalence is if the channels are exactly the same, assertion composition is
addition of integers making unit to be 0.
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Fig. 4.1: Simplified partial transition system of the process:
P = (2) ||a(a).(3) || B(b)-(4D || 2(c). (—1) || d(d).(~2) || case 5 : E(e).(—5).
The states shown are the environment for the process that would be at that place in the transition system. The
transitions are marked with the channel the transition is over and the change the transition does to the environment.
The transitions for €(e) has been omited and it is marked with boldfaced green states (those states that have numeric
value of 5 or higher) where €(e) is enabled and can happen.

This instance can be used to model a very simplified version of someone’s financial status. The current environ-
ment gives how much a person is worth in a monetary view, be that as fortune if the environment is positive or as
debt if it is negative. The actions can be viewed as financial transactions, be that moving money from one account
to another, receiving payment or paying bills among other things. The actions may leave behind new assertions
that can be viewed as earnings coming in or expenditure depending on if the assertion is positive or negative. A
guard is blocking some transactions that demands a certain wealth (or not to much debt) in order to be taken. One
example from the Norwegian laws as of this writing is that one cannot buy property without being able to pay 15%
of the price up front. Another example is that you cannot take more loans (or should not be able to) if you have
too much debt already.

In this instantiation let us create the following process:

P = (2) [|ada).(3) || b(b).(4) || e(c).(— 1) [| d{d).(—2) || case 5 : &{e).(—5)

We generate a simplified partial transition system from P in Figure 4.1 where the states are shown only by the

environment that exist for that state, the transitions for the actions @{a), b(b), é(c) and d(d) are labelled by the
channel name used in the action and how this action affects the environment. Each channel is given a different
color in order to make the system more readable. We omit the transition for action €(e) and show in which states
it is enabled by marking them as boldface green (they can also be seen by the numeric value being 5 or greater).

In this we can see that getting to a state enabling the action €(e), is dependent on which of the other actions
we have had so far. Initially we need either @(a) or b(b) to be executed for €(e) to be enabled. But if ¢(c) happens
first then b(b) must happen for €(e) to be enabled, if d(d) happens then both @(a) and b(b) are needed to enable
€(e). If we on the other hand have the action b(b) before the action ¢(c) then ¢(c) will have no impact on whether
€(e) is enabled or not.

The example above shows that a single action may or may not enable/disable other actions depending on
the environment. However, it is also possible in Psi that a single action may enable some other action in one
environment, disable the same action in another and have no effect in a third. This can be seen in the example
bellow.

Example 4.1.2: Take a Psi-calculi instance with the following parameters:

T {a,b,c,d, e}



4. Towards non-interleaving semantics for Psi-calculi 87

Ay
A/

1Y

0
v, 0w Y w, +w,

a(%bdéfa:b

def
(a,b) Fc éfagc/\cgb
Here we have the same terms, assertions, composition channel equivalence and unit as in example 4.1.1. Con-
ditions are intervals in which the assertions has to fit in order to be entailed.
In this instance assume we have the following process:

P = (V) ||a(a).(3) || case (4,7) : b(b).0

If and how @(a) enables, disables or are arguably independent of b(b), depends on what ¥ is in the following
ways:

e If U is 0 or less or 8 and higher, then b(b) is not enabled and can not be enabled by @{a).
e If U is in the range 1 to 3 then b(b) becomes enabled after @(a) happens.

e If W is 4 then b(b) is enabled regardless to if @(a) has happened or not.

e If W is in the range 5 to 7 then b(b) is enabled until @(a) happens.

As W can be looked at as the environment of this small process, we see that a single action may enable, disable or
have no effect on another action depending on what the environment is at that time.

In Example 4.1.1 we see that after the action b(b), the action ¢(c) is no longer able to change the enabling state
of €{e). We are clearly unable to claim that for the initial process and environment that ¢(c) is not independent of
e(e) as it does disable €(e) in the case where only @(a) has happened. A question that needs to be answered is: Does
¢(c) become independent of &(e) once b(b) happens? or more general: can an event or action become independent
of another due to changes in the environment, even though they are not independent initially?

If we would answer yes, would that mean that the notion of independence between actions are environment
dependent? and can changes to the environment make events no longer independent? Just as we claimed they may
become independent from a changing environment. If two actions for some environment are both enabled, and if
either would be executed the other would not be disabled, can we then not argue for them being able to happen at
the same time?

In order to answer this question we look at [DHS15b], where they explore the notion of concurrency and give an
independence relation for DCR-graphs. DCR-graphs have the property that one event may enable or disable another
event depending on the marking, and then previously disabled events may become enabled again at a later stage.
This enabling and disabling of events/actions behaves much the same way as we observe from the environmental
causality in Psi-calculi. We can also claim that the causality of DCR-graphs are environmental due to the marking
directly affecting enabling of events. One may argue that the relations of DCR-graphs are of a structural nature
and thus should give structural dependencies, and we are able to use similar arguments about the case constructs
in Psi-calculi. As the relations of DCR~graphs determine which markings enable some event, will the conditions of
a case construct determine which assertions that enables the transition or transitions that condition is a guard for.

In [DHS15b], the argument is that one should always be able to swap two independent events that are adjacent
in an execution trace. This is the same as claiming that independence must be defined for all environments. While
this is a valid argument it is directly opposed to the argument made in [CVY12] on independence between multiple
extruders in linked causality. This is particular clear in the pi-calculus process P = (vn)(@(n) || b(n) || n(z)) where
the argument is that the input is only dependent on the first output and independent on the second. A DCR-graph
G that has the same behaviour as the process P is shown in Figure 4.2 (the block event will never be enabled
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Fig. 4.2: DCR-graph G simulating the process P = (vn)(@(n) || b(n) || n(x))

%)

B N (3

block n(x)

b<n>

as it is a condition for itself and there to create the disjunctive causality needed). The independence relation for
DCR-graphs 1.2.18, in particular the part about them having to not be cause-orthogonal 1.2.17, specify that n(x)
is not independent of a(n) or b(n), meaning no disjunctive causality. To get the disjunctive causality properly
identified in our non-interleaving Psi-calculi semantic, we had to split basic events with the events they were linked
depending on. A similar thing might be necessary if we choose to have independence for specific markings and not
for all possible markings.

Developing a Psi-calculi semantic that takes into account the environmental causality has to take into account
that the enabling function for a Psi-calculi instance is possibly different from instance to instance. A proper
non-interleaving semantic should give non-interleaving for all possible instances of Psi-calculi, so it must be general
enough for different enabling functions. We will further on look into how we might be able to identify environmental
dependencies and possibly determine when two transitions are independent.

4.1.1 Main differences between guarded pi-calculus and the Psi-calculi

The main differences between the Psi-calculi and the pi-calculus semantics as given in Chapter 3 is how channels
and messages can be shown, and in the way choice is handled through introducing conditions that enable or disable
some choices depending on the process’s assertions.

In pi-calculus channels and messages can only be single names, in Psi-calculus these can be any nominal term,
containing several names, if any names at all. This causes changes in how we can deal with link-causality. In order
to handle the link causalities and give causal semantics in pi-calculus, we extended transitions with a D label (see
Definition 4.1.4), telling which extruding locations this transition is dependent on. Adding the D label can been
seen as splitting of events as for the same non causal transition we could get several causal transitions. We recall
the definition bellow.

Definition 4.1.3 (causal semantics): Define the causal early semantics as the following transitions:
(HH) P = (H ,H)FP it (HHFPS(H,H)FP and

1. DCH,

2. (n,1),(n,l') € D implies [ =1’

3. dom(D) = dom(H) N no(«a),

where dom(H) = {n | (n,u) € H}, i.e. the set of names recorded in the history, and no(«) is the non output names
of a, defined by no(n(z)m) = {n}\{m}, no(n(m)) = {n,m} and no(r) = 0.
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In Psi-calculus, as it works on terms that possibly contain names, we can still handle the link causality in a
similar manner. The main issue is that Definition 3.2.12 assumes at most two names for no(a)) where in the general
case of Psi-calculi this is a set of arbitrary size. In order to solve this we propose the following change to the
definition of no(a) above to

Definition 4.1.4: no(«) is defined as no(M(N)) = n(M) \ n(N),no(M(N)) = n(M) U n(N)

and maintain the rest of Definition 3.2.12.

Another major difference between the pi-calculus and the Psi-calculi is how choice branching is handled. There
are two differences between the choice in our non-interleaving semantics and the case construct of Psi. The first
difference is in going from a guarded syntax to an unguarded one. The second difference is that Psi ad conditions
for when a particular branch can be taken in a case construct compared to the choice where all branches are enabled
when you get to the choice. In our non-interleaving semantics for pi-calculus given in Chapter 3 we used what is
called guarded choice. Guarded choice, or in some versions of pi called guarded sum, is that when there is a choice
between P + @, then both P and @ has to be on the form ¢.P’ with ¢ being either a(z) or @(n). In an unguarded
syntax this restriction does not apply, meaning that P and @ can be any valid pi-calculus process. An unguarded
syntax allows for nesting of choices as in the process (((@(a) + b(b)) ||c(c)) + (d(d) || (€(e) + F{f))))-

Going from guarded to unguarded syntax changes how identifying events can be done. We will first look at how
we can change our guarded syntax for non-interleaving pi-calculus and get an unguarded syntax. We will then go
on to discuss how this may be used to get non-interleaving semantics for Psi-calculi with the addition of conditions
to the choices in the Psi-calculi case construct.

The first change we have to do in moving from a guarded to unguarded syntax is to replace the (SUM) rule given
in Figure 3.2 with the (TEMPCHOICE) rule given below:

(H,H) P, % (H H') +P'

(TEMPCHOICE)

(H,H) P+ P % (H ,H') P’

Example 4.1.5 (Choice label): Consider the process P = (@(a).0 || b(b).0) + (@(a).0 || &(c).0). Assume now that the
pi-calculus semantics we give in Chapter 3 is using the above (TEMPCHOICE) instead of (SuM). In this unguarded
syntax we have that the process P has two transitions labelled with the same action @(e)a and the same location
label 0[@(a).0][0] but reach two different processes, i.e., we have the transitions:

“9 015 >0andPa—>0\| (c).0
0[a(a)-0][0] 0[a(a)-0

So, to achieve event determinism as required in Definition 3.4.1(2), we must be able to distinguish between these
two transitions. Our suggestion is to add choice labels L, R to the locations in the (CHOICE) rule, distinguishing
between taking the left or the right choice. This would in the example above, give us the locations labels LO[@(a).0][0]
and RO[@(a).0][0] for the two transitions.

From the process given in Example 4.1.5 we will, with just changing parts of the (CHOICE) rule, get the transition
system in Figure 4.3. As we can see b(b) generates two different events with different location labels even if it should
be the same. One way to handle this is to give a notion of event equivalence, this equivalence would then ignore the
choice labels to make the two events equivalent. This would though cause the transitions P % P’ and P % pr”

to give equivalent events. As this just brings us back to the same problem we showed in Example 4.1.5 this is not
a good solution.

Instead we suggest for the (CHOICE) rule to not only add the choice label to the location label but also add the
choice label as a marker in the process as shown bellow:

(H.H)FP, % (H ,H') P’ 1€ {L.R}

— — (CHOICE)
(H,H) P, + Py = (H ,H') 1P’

Tu
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(a(a).0 || b(b).0) + (a(a).0||¢(c).0)

ala) 5 ala (c)
L0[@(a).0][0] L1[b(b).0][0] RO[@(a).0][ Rl[E(c>‘0] [0

ol

0]/b(b).0 @(a).0||0 0||e(c). a).0]|0
B(b) ala)
1[b(b).0][0] 0[a(a).0][0] 0[a<a> oj[o
0[[0 0l[o
Fig. 4.3: choice labels only from (CHOICE) rule
).05(b).0) + (@(a).0|2(c).0)
ala) ala (c)
L0[a(a).0][0] L1[b(b).0][0] RrO[a(a).0][ r1[c(c).0][0
01 5(b).0 a(a).0]|0 0//e(c).0 ().0]|0
B(b) ala) &) ala)
L1[b(b).0][0] L0[a(a).0][0] r1[¢(c).0][0] RrO[a(a).0][0]
of|o 0|0

Fig. 4.4: choice labels with (CHOICEHISTORY) and (CHOICE) rules

With just this one rule we would now not add the choice label to transitions from the choice branch other than
the initial transition, we would actually not be able to have a single transition from that branch other than the
initial transition. To solve these issues we would then add the following rule, which allows transitions of processes
with a choice label, and add that choice label to subsequent transitions.

(H,H)+-P % (H ,H') P

(CHOICEHISTORY)

(H,H) 1P 2 (H ,H')+- 1P’
Iu

Adding these changes would give us the transition system in Figure 4.4 from the process in Example 4.1.5.

Moving on to the Psi-calculi case construct, we go from having a binary choice to having an arbitrary amount
of cases to choose from. We propose to change the choice labels, instead of being L or R to be the index of the
case option used. As this index can be 0 or 1, which already are parts of the location label for parallel branching,
just having the index is not enough. Thus we should mark that it is a case label something similar to (ch, ). This
would change Definition 2.2 of prefix locations in Chapter 3 to be

Definition 4.1.6: Let £ = {0,1,(ch, ¢;,i)}* x Proc x Proc be the set of prefiz locations and write s[P][P'] for
elements in L.

The last part of the main differences is that the case constructs use conditions to determine which case is enabled.
While the choice behaviour of pi-calculus can be obtained by having conditions enabled for all assertions, is it also
possible to have some or none conditions enabled for some assertions and others enabled for other assertions. While
which conditions are enabled tells us what transitions that may happen, they do not directly affect the structural
causality other than that each branch of a case construct is in conflict with the other branches. The issue with
the conditions show up when we start looking into the environmental-causality. Currently it it is not completely
known exactly what information is needed to be remembered in order to generate an environmental independence
relation. A suggestion is to remember the condition that are entailed each time the (CASE) rule is used for some
transition by having the rule leave behind a case label like 1. We will discuss how to discover if two activities are
environmentally independent in the next subsection.
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4.1.2 Observing environmental-causality in Psi-processes

At this moment we do not know if independence will have to be over all environments called global independence,
or if we will work on independence depending on the environments, called local independence. It is easy to see
that we can get the global independence relation from a local independence relation by demanding the events to be
independent locally for all possible environments. We will come back to this.

The environment of a Psi-calculi process is known as the frame, and is the composition of all the non prefixed
assertion appearing in this process. The frame of a process before a transition and after a transition can be different
as the reduction may have removed the prefixes of one or more assertions.

Taking the transition ¥ > P % P’, we have that the environment before the transition is F(P) and that after

the transition it is F(P’). Knowing that an assertion (¥]) has no reduction then all assertions making up F(P) are
parts of F(P’). Let us write F(P') = F(P) ® U’ where ¥’ is either 1 or the assertions that has had the prefixes
removed by the transition.

We can see the process that the (IN) and (ouUT) rules reduce to in the location labels. Particularly for some
u = s[P][P’] the process we get after the (IN) or (ouT) rule is P, and for u = s{0so[Po][F}], 11 [P1][P]] using both
rules they are P and Pj. Based on this knowledge we can define the frame of a transition as follows:

Definition 4.1.7: For any transition ¥ > P = P’ we define the frame of the transition F((a,u)) = F(u) as follows
L. F(s[P][P]) = F(P")
2. F(s(0so[Po][Fg), Ls1 [PA][P])) = F(Fg) © F(Py)

As independence is on actions/events and not transitions we need to be able to see from the events which
assertions that can enable them. First let us recall that an event is on the form ((a,u), D). We also recall that in
Definition 4.1.6 the case labels contain the condition that was enabled in order to choose that path.

Assuming we have a notion of event enabling ¥ F e, we can define the global independence relation as follows:

Definition 4.1.8: I; = {(e,€’) [V € A, (Y FeAV e = VR F(le)Fe ANFQF()Fe)AN(TFeATY® F(e) -
€ = UFAUQF()Fe)}

following the requirements for ATS, and A is the nominal set of assertions for a Psi-calculi instance.
We can also define local independence as follows:

Definition 4.1.9: I; = {(e,e,¥) | U € Ae,e’ € Ev(¥ FeANTU e —= VRF(le)Fe ANUQF()Fe)A (T
eNVRF(e)be = TEATRF() e}

marking in the independence relation what environment the two events e and e’ are independent in. From the
local independence we should get the global independence relation in the following way:

I, ={(e,e) | VU € A3(e, €', ¥) € I;}

While using A in the definition for global independence contains all the assertions that can be in the Psi-calculi
instance, it is possible a better idea to use a set containing only reachable assertions. The latter might be better
as some instances might have to use some special assertions that never enable transitions in the processes created,
but are there to create a valid Psi-calculi instance.

Example 4.1.10 (Entailing events): Assume we have an instantiation of Psi where assertions are sets of names and
composition being unions of sets, making ¥ @ ¥ = U,
Take the processes:
P = Upcase ¢ :ala).0||case ¢ : b{b).(clc).(¥') || (¥'))
and
P' = Ucase ¢ :ala).0||case ¢ : (¢(c).(P') || b{b).(¥'))

where UK o AT F ' AT QU F .
It is easy to see that in both P and P’ the events coming from @(a) and ¢(c) are structurally independent since
they are in parallel branches, and they share no names making them linked independent. In P we have that ¢(c)
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is structurally dependent on b(b), where in P’ this is not so. We can argue for the process P that @(a) and ¢(c)
are environmental independent, as the only times one can do either action, the environment is ¥ @ ¥’ following
the transition for b(b). In P’ we have that b(b) and ¢(c) are independent, as they are structural independent,
linked independent and have no way to disable each other environmentally. We cannot claim in P’ that a{a) and
¢(c) are environmentally independent as ¢(c) may happen before b(b) causing ¢(c) to enable @(a) by changing the
environment.

One problem appearing in Example 4.1.10 is that for both P and P’ the suggested semantics makes ¢(c) give the
exact same event in both processes, specifically: e = ((¢(c), 1(ch, ¢, 0)0[¢(c).(¥'D][(¥’])]), D) making it impossible
to state if e is enabled or not in ¥ just from looking at the event. In P, e should be enabled in all possible assertions
as there is no case construct that it has to pass in order to be enabled, while in P’ it may be dependent on the
environment asserting ¢’ to true removing the enabling from all those assertions that this is true for.

The global environmental independence relation we gave in Definition 4.1.8 would in both cases make @(a) not
independent of ¢(c) using A. Using only the reachable environments, and not all environments, causes a{a) and
¢(c) not to be independent of each other, due to how the reachable environment ¥ are technically enabling ¢{c),
but not a@{a).

Another possibility is to only look at the environments that a single event is enabled in. How we are to find the
set of environments that enable any single event, is at this moment not clear. It is also not clear how we can formally
use the sets of environments, enabling some events e and €', to see if e and €' are environmentally independent.
Looking only at an event’s possible environments, we should have that the only environment in P, that ¢(c) can be
executed (and thus be enabled) in, is ¥ ® ¥’, which is enabling @(a), where in P’ this is not so. Making ¢(c) and
@(a) independent in P but not in P’.

The conclusion from these observations is that the global independence relation given in Definition 4.1.8 is not
good, and we need to find one that only looks at the environments that an event may be executed in. This could
also possibly help us in knowing in what assertions an event is enabled.

4.1.3 Non-interleaving semantics for Psi-calculi, a suggestion

Our suggestion for providing a non-interleaving semantic for Psi-calculi would be to build upon the work we done
for pi-calculus. This means updating the semantics with regards to structural and linked causality to something
similar to those given in Figure 4.5. We are confident that this semantic would encompass the structural and linked
causalities for a non-interleaving semantic based on those. While the structural causality does not require more, we
do have to update the causal semantics to what we proposed in Definitions 3.2.12 and 4.1.4 for the link causality.
The main step forward in the generation of a non-interleaving semantic for Psi-calculi will be to properly
generate an independence relation for the environmental causality. We propose that the intersection of the structural
independence relation, the linked independence relation and the environmental independence relation will be the
true independence relation for Psi-calculi. This can be shown as ele’ <= elccse’ Ael e’ Aelye', where Iocg is
the structural independence, I is the linked independence and Iy is the environmental independence relations.

4.2 eventPsi and dcrPsi as sanity checks of environmental causality

While obtaining a non-interleaving semantic with the subsequent independence relation for the Psi-calculi has
shown itself not to be trivial, we also have to consider how we can be certain that the semantics we reach is correct.
While we are confident in the structural and linked independences, we need to have some sanity proofs for the
environmental independence.

We have that Event structures and DCR-graphs are both non-interleaving models based on conditional enabling
of events. In Chapter 2 we gave instantiations of both these two models into Psi-calculi. A possibility we are
working with is to use these instantiations as possible sanity checks for our environmental causality. As both ES
and DCR-graphs come with a native independence relation, we have to check that the independence relation we get
from the instantiations are the same as from the original model itself. This would demand that we take an ES or
DCR-graph, map it into either an eventPsi or dcrPsi process, and then compare the independence relations between
the original model and the process it maps into. As we would have to work with processes mapped from original
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Fig. 4.5: Semantic rules for Psi-calculi treating the accumulation of extruders information in the histories. (we omitted the
symmetric version of rule (com))
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models, and the mapping create syntactic correct processes, we will below discuss how well suited these processes
will be for this purpose.

For both these comparisons there is the question of how we look at independence, whether it is global or local,
and in the case of global, how we define the set of all environments for a single event, or process.

4.2.1 Event structure independence in Psi-calculi

The environment of an event structure can be considered as the configuration of an event structure. Knowing an
events conditions and conflicts, we can for any configuration say if it has happened or can happen. As we see
in Remark 1.2.9 we have that the configurations determine the conditions and conflicts. That the configurations
determine conditions and conflicts makes it impossible for there to be a configuration {a, b} if affb, making configu-
rations the set of reachable environments. For the eventPsiprocess instance this does not make much of a difference
as A are the configurations, not any set of events in the ES.

We recall that in the syntactic restrictions for the eventPsiinstance, each event is given a sub-process placed in
parallel with the other events sub-processes. Each sub-process for some event e consists of a case construct, with
the conditions being the events e depends on and those e is in conflict with. The event transition is a single output
guarded by the case construct, using the events name as channel, reducing to an assertion containing the event
name.

For structural causality the independence relation would be all possible pairs of events in the event structure.
This comes from all events being parallel to each other and thus no prefixing giving rise to any structural causal
relations.

For linked dependencies we also have that its independence relation will be all possible pairs of events. This
comes from there being only output actions possible, and no restricted names.

Both these things gives us that for the full independence we will have to look into the environmental causality
and that due to both the structural and linked independences being the largest possible we have that the full
independence is the same as the environmental independence.

4.2.2 DCR-graph independence in Psi-calculi

The environment of a DCR-graph can be considered to be the marking. The set of markings are defined as all
possible triples where each element is a set of events. This is the same as all possible environments where for a
single DCR-~graph only a subset of the markings are reachable from a set start marking. The independence relation
for DCR-~graphs are defined over relations between events. This means that the independence are over all possible
markings not only over reachable markings. It is possible to create a DCR-graph where we have an event that is
effect- or cause-orthogonal to another event, but the graph never reaches a marking where this has any impact on
enabled or demanded events.

An example of this is the left DCR-graph in Figure 4.6 where it is easy to see that b and ¢ are not cause-
orthogonal, as b includes a which is a condition for ¢. In the initial marking shown then b does not affect the
inclusion of ¢ in any way, and further, the only event possible at the start is a due to it being a condition for both
b and c. Once a has happened at least once, the condition is fulfilled and both ¢ and b can happen in any order,
and should be independent for the marking reachable in this graph. A marking where they are not independent is
the one where a is initially excluded shown as the right DCR~graph in Figure 4.6. In this graph ¢ can happen at
will until b happens, in which case both b and ¢ has to wait on a in order to be able to happen again.

For dcrPsi, we recall that the syntactic restrictions are on the form of one output activity over channel m, that
reduces to the empty process. For each event in the DCR-graph we have one replicating process consisting of a
case-guarded input over channel m reducing to an output of same structure as the single output we have, and an
assertion that is in parallel with the output. There is one or more top level assertions in parallel to the output and
inputs. Everything is placed under a restriction on the channel name m which also is unique compared to all the
events.

When looking at the structural causality, we can see from the syntactic restriction of dcrPsithat it has only one
channel m and that it is bound to the process. This means that it is not possible to have a transition leaving the
scope of the process, due to the b and bfM, a restrictions in the (SCOPE) and (OPEN) rules. As we cannot have
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Fig. 4.6: Left DCR-graph the non-orthogonal events b and ¢ are arguably independent. In the right they are clearly not
independent as b will disable ¢ by including a

a j b ] b

any transitions out of the scope, all transitions must be 7 transitions using the (CoOM) rule. By Lemma 4.19 in
Chapter 2 we have that there is always only one output. By only being able to have 7 transitions and the input
reducing to a new output we can say for some process P that if we have two event transitions (see Definition 4.23
in Chapter 2) with labels a and b enabled in P then they must share the same output and thus be structural
dependent. If we have a trace ab from P, then the output location of b is structural dependent on a. This means
that for any two transitions that are structural independent, they can not be enabled in the same process, nor can
they be directly after each other in a trace language. This in turn makes Iccg not interesting when comparing
with the independence relation of DCR-graphs, due to events that are independent in DCR, are causual structural
dependent in our instantiation.

For the linked-causality we have that there is only one bound name, and that name is not possible to be
extruded. This means that as there is no events being enabled by an extruder there is no linked causality, making
I. ={(e,€') | e,e’ € E,e # €'} for the set of events F in the DCR~graph we built the process from.

For the environment-causality there are some observations we have to see first. In DCR~graphs, what an event
is does not care about the event just before when it comes to its label. In our Psi-calculi instantiation this is not
completely true for events as defined in our non-interleaving semantic, while it is true for event transitions that
get relabelled according to Definition 4.23 in Chapter 2. In non-interleaving Psi, we would, for our instantiation
and having the events a, b, c in DCR-graph, get different events for ¢ depending on if the trace leading to it is abc
or bac, due to the communications having different locations on the output part. If we are to use the instance of
DCR-graphs in Psi-calculi as a possible sanity check for our environmental causality, we have first to find a way to
redefine the events to make all events for ¢ in this small example be equivalent to each-other while maintaining all
the information about the environmental causality as we need.

While this could be done declaring that all transitions that give the same event-transition label to be equivalent
transitions, and ignore the location of the output parts, it is not enough. Initially we would get that any two
equivalent transitions would have the same case guards, just in possible different amounts of guards, making it
that any assertion enabling one would automatically enable the other. The problem comes with the frame of the
transition. Due to how the upgrade of assertions are handled in our instantiation, and the markings in DCR-graphs,
we have that the frame of the events is completely dependent on the frame of the entire process before the event.
As we suggest to use the frame of an event as parts of the information drawn from events to determine if it is
environmental independent of another event, this causes us to not be able to get that information properly. For our
instantiation of DCR-graphs we used generations making a completely new generation of the environment for each
transition, while normally frame of an event is the update that the event does to the environment instead of the
entire new environment. The only way to be able to use the instantiation of DCR-graphs as a sanity check would
be to only look at how the environment changes with an event, instead of the frame of the event.

This gives us that while using the event structures as a sanity check would be quite easy, the same cannot be said
about DCR-graphs. For DCR-graphs we have to change the events we get from the transitions, define equivalence
classes on events and find a different way of defining the frame of events.

Getting the same independence relation would also demand that we look at all possible assertions, and not just
reachable assertions. Assuming the comparison works out, this can make for giving an independence relation to
DCR-graphs using only reachable markings instead of all markings, by changing from all assertions to reachable
assertions.
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4.3 Conclusion and further work

In this thesis we have presented encodings of the declarative event-based models of concurrency of finite prime
event structures and finite DCR-graphs into corresponding instances of Psi-calculi. We gave syntactic restriction to
both instances and a mapping from the original model into a Psi-process respecting the syntactic restrictions. We
showed that any step in the model corresponds to a transition in the process the model was mapped to. For both
models we made use of the expressive logic of Psi-calculi, while we for the dcrPsi instance had to use communication
due to the non-monotonicity of the markings enabling transitions.

For the DCR instance we had to observe the behaviour by a somewhat intentionally constructed event-labelled
transition system. This is not completely satisfactory and an improvement could be to consider a more compositional
definition of event structures and DCR graphs as considered in [DHS15a]. It would also be interesting to look into
adding responses to Psi-calculi as introduced in DCR graphs, allowing to represent liveness/progress properties,
continuing along the lines of the work in [CHPW12] for Transition Systems with Responses.

We have also provided the first stable non-interleaving operational semantics for the full early pi-calculus. Where
others have given non-interleaving semantics for pi-calculus before they have all been for the late pi-calculus, and
most have not considered the choice like in [Cril5] or developed denotational semantics and not operational [CVY12].
We have seen that the addition of choice is not directly trivial, this becomes more prominent when one looks at
unguarded choice compared to guarded choice. We also see that going from late to early semantics provide its own
problems, specifically we had to include a history of names received, as these are decided in the (INPUT) rule and
not delayed to the (com) rule.

One thing working with developing the non-interleaving semantics showed was that we had to go away from
the classic notion of having extruder’s in the transition labels. If we tried to keep them in the labels we could,
for a single event, get several different transition label’s due to scope extrusion or scope extensions. The simplest
example being (vn)(a@(n) || b(n)) where the first transition would get the extruder and the second would not. Instead
of having them in the transition label we moved the extruder’s to the extruder history and showed that by checking
the histories before and after a transition would give us the extruder just as if we had them in the label.

Moving on from this we would like to make a comparison between our semantics and the denotational event
structure semantics for the late pi-calculus done by Varaca, Crafa and Yoshida [CVY12]. We have already provided
insight into the work done to extend the non-interleaving pi-calculus semantics to the meta-language of Psi-calculi.
The first main part of providing non-interleaving semantics for Psi-calculi will be to properly understand what
environmental causality is, and how it behaves in terms of independence. This would not only affect how one looks
at non-interleaving for Psi-calculi but any model of concurrency where the environment or state of the process is
directly affecting what may happen, like the markings for DCR-graphs. The stage after that in developing non-
interleaving semantics for Psi-calculi is to find a proper way to see what a transition does to the environment, and
how one transition might enable or disable another.

Steps towards studying adaptable, distributed and mobile computational artefacts will be to consider cases
of workflows identified in field studies within the CompArt project and the notion of run-time refinement and
adaptation supported by DCR graphs as presented in [DHS15a]. By embedding DCR graphs in the richer framework
of Psi-calculi we anticipate being able to experiment with richer process models, e.g. representing locations, mobility
and resources used by actors in workflows.
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