“J

IT University

of Copenhagen

Installing and Scaling out Ubuntu
Enterprise Cloud in Virtual
Environment

Supplement to

“Guidelines for Building a Private Cloud
Infrastructure”

Zoran Panti¢ and Muhammad Ali Babar

Tech Report TR-2012-154
ISBN: 978-87-7949-255-4

IT University of Copenhagen, Denmark, 2012

ITU Technical Report - TR-2012-154 ISBN: 978-87-7949-255-4



Summary

This document contains the supplemental material to the book “Guidelines for Building a Private Cloud
Infrastructure”. This document provides guidance on how to install Ubuntu Enterprise Cloud in virtual
environment, and afterwards how to scale out when needed.

The purpose of this supplemental book is to provide a practical, step-by-step, detailed guide on how to
dimension and install the machines and network. Some initial steps of configuring the cloud are also
covered. The installation is performed in a virtual environment based on Windows 7 and VMware
Workstation 7.

The cloud installation is performed using the (for the time being) newest version of the UEC, based on the
Ubuntu 11.04. The installation is performed using “CD Install” method® (otherwise, there is also a “Package
Install” method?). Eucalyptus version installed is 2.0.2. This document also includes the initial setup of the
newly installed cloud, both using the command line tools, and GUI based tool HybridFox.

! https://help.ubuntu.com/community/UEC/CDInstall
? https://help.ubuntu.com/community/UEC/Packagelnstall



https://help.ubuntu.com/community/UEC/CDInstall
https://help.ubuntu.com/community/UEC/PackageInstall
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Installation of the cloud

The characteristics of the host system (HP Z600 Workstation) are as follows:

- 2 xIntel Xeon E5530 CPU 2.4GHz
- 12 GB DDR3 RAM

- 840 GB hard disk (3 spindles in RAID 0 configuration on Intel ICH8R SATA RAID controller)

- Windows 7 OS x64
- VMware Workstation 7

The cloud installation described here is performed using the (for the time being) newest version of the UEC,
based on the Ubuntu 11.04 (“ubuntu-11.04-server-amd64.iso” CD image). To get the most of the physical
server, we choose the 64-bit architecture, although a 32-bit version is also available, if implementing on the
older, x86 based architectures.

A “long-term support” (LTS) release is also available (10.04) if more stability needed, or for larger

deployments.

Machine configuration - initial setup

Initial setup is performed on 3 servers — first server being cloud front end, second server being responsible

for the cluster, and the third server being the compute node.

Here is how the servers should be configured:

UECserver01 2 Memory 2048 MBE
Roles: CLC, WS? ' ie=iHard Disk (SCSI) 200 GB
Processor architecture: 64 bit .;"S'J‘.CD [OVD (IDE) Using drive D
VT: not necessarily VT enabled %Nemmk Adapter  Bridged
Network: public (VMnet0), private (VMnet2) SSinetwork Adapter 2 Custom (VMnet2)
EDispIay Auto detect
UECserver02 & Memary 2048 ME
Roles: CC, SC feHard Disk (SCSI) 400 GB
Processor architecture: 64 bit (= )CofovD (IDE) Auto detect
VT: not necessarily VT enabled %Imetwnrk Adapter  Bridged
Network: public (VMnet0), private (VMnet2) I%lr'-hal:m.u:urk Adapter 2 Custom (YMnetz)
EDisplay Auto dekect
UECserver03 3 Memory 4095 MB
e
Roles: NC . ' {=yHard Disk (SCSI) 200 GB
Processor architecture: 64 bit (=) co/ovD (IDE) Using drive D:
VT: VT enabled T=INetwork Adapter  Custom (VMnet2)
Network: private (VMnet2) Episplay Auto detect




Here is the overview in a table:

Server name | Serverrole | Processors | RAM (GB) | Hard disk (GB) EthO Ethl

UECserverO1 CLC, WS3 1 2 200 VMnetO VMnet2

UECserver02 CC, sC 1 2 400 VMnetO VMnet2

UECserver03 NC 2 4 200 VMnet2 -
Network configuration

All networks run on a class \C private network range (subnet mask 255.255.255.0).
The networking in our setup is implemented with two networks — private and public. The public network
would be accessible to users and administrators from the “outside world”, and the private network is

reserved for the backend communication, and is private for the cloud.

Here is the overview in a table:

Name Vlr\Illa\:‘lze Network Subnet mask Gateway DNS1 DNS2
Public VMnetO 192.168.1.0 | 255.255.255.0 | 192.168.1.1 | 193.162.153.164 | 194.239.134.83
Private VMnet2 10.0.0.0 255.255.255.0 10.0.0.1 10.0.0.1 -

Managed-NOVLAN networking mode is chosen, since it gives a variation of possibilities close to the ones that
would be needed in production environments. NOVLAN is chosen simply for the reason that no VLAN
network components are available in the virtual environment. For more details on the 4 networking modes
in UEC, please refer to the main document.

The public DNS servers are very connection specific, and should be obtained and configured in collaboration
with you internet service provider, or internal IT department.

IP addresses allocated for the cloud instances as public IP addresses: 192.168.1.100 - 192.168.1.254 (divided
between clusters, if several clusters present).

Installation of the servers
For more details on installation of UEC, please refer to Ubuntu Documentation®.
Installation is performed from “ubuntu-11.04-server-amd64.iso” installation CD.

The installation could be divided in two parts: first part is a usual Ubuntu server installation, and second part
is related to installing of cloud components.

The screen shots with comments and explanations are given for the whole process of installing the first
server.

Installing later servers, there are screenshots only for the parts pertaining to the installation and
configuration steps that are different from the installation of the previous server(s).

® https://help.ubuntu.com/community/UEC



https://help.ubuntu.com/community/UEC

Installation of the first server (CLC, WS3)
Mount the installation media, and boot from it.

Choose the language — English.

Language

Amharic Gaeilge Halayalam Thai
Arabic Galego Marathi Tagalog
Asturianu Gujarati MNepali Turkce
BEnapycKad nad Nederlands YKpalHCbKa
ELArapckw Hindi Morsk bokmal Tiéng Wiét
Bengali Hrvatski Morsk nynorsk HhET (] 1)
Bosanski Magyar Pun jabi (Gurmukhil nafrglpd=
Catala Bahasa Indonesia Polski
Ceitina Izlenzka Portuzugés do Brasil
Dansk Italiano Portugués
Deutsch BE&E Romana
Dzongkha Jobayee PycCKun
EhhnULKD kazak Samegillii
Kher e

Ezperanto ST S Sloventina

Espafiol B2 Slowenscina

Eesti Kurdi shoip

Euskara Lan CPACKKW

Sl Lietuviskail Svenska

Suomi Latviski Tamil

Francais MakeaaHCKK 57K
F1 Help F2 La g F4 Modes FS AC hility F& Other Options

Choose “Install Ubuntu Enterprise Cloud”.

F1 Help F2 Lan ] nap 4 Modes FS Acc hility F6 Other Options




Choose English as installation language, and the default language for the installed system.

suystem.
Language:

Catalan

Croatian
Czech
Danish

Esperanto
Estonian
Finnish
French
Galician
GErman
Greek

<Go Back:>

Chinese (Simplified)
Chinese (Traditional)

[11]T Select a language |

Choose the language to be used for the installation process. The
selected language will also be the default language for the installed

Catald

H T (E )
R
Hrvatski
Cestina
Dansk
Neder lands

Esperanto
Eesti
suomi
Francais
Galego
Deutsch
ExANV LED

<Tab> moves

Select your location — other:

<Go Back:

[11] Select your location

; <Enter> activates buttons

The selected location will be used to set your time zone and also for
example to help select the system locale. Mormally this should be the
country where you live.

This is a shortlist of locations bhased on the language you selected.
Choose '"other' if your location is not listed.

Country, territory or area:

Hong Kong
India

Ireland

New Zealand
MNigeria
Philippines
Singapore
South Africa
United Kingdom
Inited States
Zimbabue
other

<Tabh> moy

; <Enter: activates buttons




Select your location — Europe:

[11] Select your location
The selected location will hbe used to set your time zone and also for
example to help select the system locale. Mormally this should be the
country where you live.

Select the continent or reglon to which your location belongs.

Continent or region:

Africa
fntarctica
Azia

Atlantic Ocean
Caribhean
Central America
Euraope

Indian Ocean
Morth America
Oceania

South America
other

<Go Back:>

<Tab> mowes; <Space> selects: <Enter> activates hbuttons

Select your location — Denmark:

[11] Select your location

The selected location will be used to set your time zone and also for
example to help select the system locale. Mormally this should be the
country where you live.

Lizted are locations for: Europe. Use the <Go Back> option to select
a different continent or region if your location i1s not listed.

Country, territory or area:

Bulgaria
Croatia
Cyprus

Czech ReEublic

Estonia

Faroe Islands
Finland
France
Georgia
Germany
Gihraltar

<Go Back:

<Tabh> moves; <Space> selects; <Enter> activates buttons



Configure locales — select United States:

[!T Configure locales |

There is no locale defined for the combination of language and
country you have selected. You can now select your preference from
the locales awailable for the selected language. The locale that will
be used is listed in the second column.

Country to base default locale settings aon:

Australia en_All.
Eotswana en_BH.
Canada en_CA.
Hong Kaong en_Hk.
India en_IN
Ireland en_IE.
New Zealand En_NZ.
MNigeria en_NG
Philippines En_PH.
Singapore en_sG.
South Africa EN_ZA.
United Kingdom en_GE.
United States

Zimhabuwe

<Go Back:>

<F1:> for help: <Tab> moves; 2> selects; <Enfer> activates buttons

This comes only if no locale is defined for the combination of language and country of your selection. If we
were choosing i.e. Portuguese and Brazil, everything would be fine, since Portuguese is defined for Brazil.

Configure your keyboard - choose no:

[!1] Configure the keuyhoard
You can try to have your keyboard layout detected by pressing a
series of keys. If you do not want to do this, you will be able to
select your keyboard layout from a list.

Detect keyboard layout?

<G0 Back> <YES> <M

s huttons

If you want your keyboard to be detected, you could choose yes and go through a wizard of options, ending
with your keyboard identified.



Configure the keyboard for Denmark:

[!1 Configure the keyhoard

The layout of keyboards waries per country, with some countries
having multiple common layouts. Please select the country of origin
for the keyboard of this computer.

Country of origin for the keyhoard:

Croatia
Czechia
Denmark
Esperanto
Estonia
Ethiopia
Faroe Islands
Finland
France
Georglia
Germany
Ghana
Greece
Guinea
Hungary

<Go Back:>

. huttons

Choose Denmark — Eliminate dead keys:

[1] Configure the keuhoard |
Please select the layout matching the keyboard for this machine.
keyhoard layout:

Denmark
Denmark

Denmark - Eliminate dead keuys
Denmark HMacintosh
Denmark - Macintosh, eliminate dead keys

<Go Back:

huttons
If you would get troubles with getting some special characters, like “~” and “|”, as a quick workaround you
could make a SSH connection to the machine from a machine where you positively know that you can type
those characters, and run the commands from there, instead from the local host.



The installation starts loading additional components — this part should not take more than few minutes:

| Loading additional components

Retrieving partman-birfs

Next step is configuring network — choose the primary network interface for the installation:

[11] Configure the netwark

Your system has multiple network interfaces. Choose the one to use as
the primary network interface during the installation. If possible,
the first connected network interface found has been selected.

Primary network interface:

ethid: Intel Corporation 82545EM Gigabit Ethernet Controller Ay
ethi: Intel Corporation 82545EM Gigabit Ethernet Controller (Copp

10



The installation automatically configures this network interface for DHCP:

| Configuring the network with DHCP |

Network autoconfiguration has succeeded

Since we want to assign static IP address for the network interface, be quick to press Enter (or Esc) just after
previous option of choosing the network interface. But don’t worry if you are not quick enough — pressing
Esc later would just bring you to the following:

[11 Ubuntu installer main menu
Choose the next step in the install process:

Choose language

Configure the keyhoard

Detect and mount CD-ROM

Load debconf precontfiguration file
Load installer components from CD
Detect network hardware

Confizure the network

Select cloud installation mode
Configure the clock

Detect disks

Partition disks

Install the base system

Set up users and passwords
Configure the package manager
Select and install software
Install the GRUB boot loader on a hard disk
Continue without boot loader
Finish the installation

Change debcont priority

Check the CD-ROM(s) integrity
Save debug logs

s; <Enter: activates buttons
Just enter to the “Configure the network” again, and you will get the option of configuring static IP.

Also, pressing “Esc” during almost the whole process of installation would bring this main menu up.

11



Multiple choices for configuring the network are presented, where one of the options would be configuring
the network manually:

[I''] Configure the network

From here you can choose to retry DHCP network autoconfiguration
{which may succeed if your DHCP server takes a long time to respond)
or to configure the network manually. Some DHCF servers require a
DHCP hostname to he sent by the client, so you can also choose to
retry DHCP network autoconfiguration with a hostname that you
provide.

Network configuration method:
Retry network autocontiguration
Retry network autoconfiguration with a DHCP hostname
Configure network manually
Do not configure the network at this time

<Go Back:

huttons

Put the machines IP address in:

[I''] Configure the network
The IP address is unigue to your computer and consists of four
numbers separated by periods. If you don't know what to use here,
consult your network administrator.

IP address:

<Go Back: <Cont inues

12



Put the netmask for the class C networks in:

[11] Configure the network

periods.

Hetmask :

<G0 Back:

The netmask is used to determine which machines are local to your
network. Consult your network administrator if you do not know the
value., The netmask should be entered as four numbers separated by

<Continues

huttons

Now the gateways IP address:

[I''] Configure the network

administrator.

Gateway:

<Go Back:»

The gateway is an IF address (four numbers separated by periods) that
indicates the gateway router, also known as the default router. ALl
traffic that goes outside your LAM (for instance, to the Internet) is
sent through this router. In rare circumstances, you may have no
router; in that case, you can leawe this blank. If you don't know
the proper answer to this guestion, consult your network

<Continues

13




Put all the DNS servers that are available, separated by blank space:

[11] configure the network

The name servers are used to look up host names on the network.
Flease enter the IF addresses (not host names) of up to 3 name
servers, separated by spaces. Do not use commas. The first name
server in the list will be the first to be gueried. If you don't want
to use any name server, Jjust leave this field hlank.

Name serwver addresses:

<Go Back:> <Continues

buttons

The first one to be contacted would be the first one from the list. In our case it is the local server’s address
(192.168.1.99), since we will install DNS server on this server later on.

Choose the name for the host. Remember that hostnames are case sensitive in UNIX / Linux.

[1] Configure the network
Please enter the hostname for this system.

The hostname is a single word that identifies your system to the
network. If you don't know what your hostname should be, consult your
netwaork administrator. If you are setting up your own home netwark,
you can make something up here.

Hostrname :

<Go Back:> <Continues

14



In our case, we choose to identify that the server is hosting UEC on it, but we don’t designate the server role
in the name, since server roles can be changed. Choosing “UECserverNN” would allow us to scale out to up
to 100 hosts without getting into naming problems.

I"

Domain name —since it is just a test implementation, we choose an “internal” name:

[!T Configure the network |

The domain name is the part of your Internet address to the right of
your host name. It is often something that ends in .com, .net, .edu,
or .org. If you are setting up & home network, you can make
something up, but make sure you use the same domain name on all your
computers.

Domain name:
JECc loud.p

<Go Back:> <Continue>

In the real implementation, we could choose the organization’s domain name, which would normally be
provided by the organization’s IT department (such as i.e. “cloud.itu.dk”).

For the initial install of the cloud, we just continue here, since there is no present Cloud Controller, and we
are just installing one. If we were adding the server to an existing cloud, we would put the hostname or IP
address of the Cloud Controller here (in case if it wasn’t detected automatically, which it normally is).

[1] Select cloud installation mode |
Mo Eucalyptus cloud controller was found on your network. If this is
a mistake and there is in fact already a cloud controller, enter its
hostname or IP address here. Otherwise, leave this blank.

Cloud controller address:

<Cont inue:

huttons
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Choosing the components to be installed on the first server — we install Cloud Controller and WS3. This is a
design choice, since in our case we want to try scale out possibilities, and we are initially separating cloud
and cluster components. We choose the components common for the whole cloud:

1 [!!] Select cloud installation mode

Mo Eucalyptus cloud controller found; install & cloud controller.

Cloud installation mode:

‘oller

2r

<Continues

Confirm the time zone:

[1] Configure the clock

Based on your present physical location, your time zone is
EuropesCopenhagen.

If this is not correct, you may select from a full list of time zones
instead.

Is this time zone correct?

<Go Back:>

ctivat

If not correctly detected, choose No, and you will get the choice of setting up the time zone.

16



Now we have a choice to partition our disk(s). For the sake of simplicity, choose a guided method, using the
entire disk, and setting up LVM:

| [!'!] Partition disks |

The installer can guide you through partitioning a disk (using
different standard schemes) or, if you prefer, you can do it
manually. With guided partitioning you will still hawve a chance later
to review and customise the results.

If you choose guided partitioning for an entire disk, you will next
bhe asked which disk should be used.

Partitioning method:

Guided - use entire disk
gntire disk and set up LWVM
entire disk and set up encrypted LWM

<Go Back:

<Enter> actiwvates buttons

In our case, we have only one large disk, and we would just partition it using default options. If having
several disks, we could choose another way of partitioning, for the sake of performance or redundancy.

Generally, for the local disk, RAID options should be configured on the controller level. That configuration is
specific for each hardware supplier - please refer to the supplier’s manuals. RAID O (stripping) would give us
best performance and most space, but no redundancy. RAID 1 (mirroring) is having a bit better read
performance than just one disk, but gives redundancy. RAID 5 is giving better performance and redundancy
(for missing just one disk). The best option if having local disks would be RAID 10 (that is, mirroring of the
two stripped volumes) giving us both performance of RAID 0 and redundancy of RAID 1, but then we have to
have at least 4 disks.

We could also choose to put the operating system on the local disks (in some RAID configuration, preferably
RAID 1 and up) and put cloud specific storage on SAN (Storage Array Network), accessing it by either fiber
net (optical, very quick but expensive) or iSCSI (using Ethernet infrastructure).

Logical Volume Manger (LVM), allows us to create logical volumes on physical hard disk(s). LVM volumes can
be created on both software RAID partitions (that is, not having controller that supports RAID configuration,
and doing it on the operating system level instead) and standard partitions residing on a single disk. Volumes
can also be extended, giving greater flexibility to systems as requirements change. Choosing configuration
using LVM has a greater degree of complication as side effect. Some of the terms used in the process are:
e Volume Group (VG): contains one or several Logical Volumes (LV);
e Logical Volume (LV): is similar to a partition in a non-LVM system; Multiple Physical Volumes (PV)
can make up one LV, on top of which resides the actual EXT3, XFS, JFS, and other file system;
e Physical Volume (PV): physical hard disk or software RAID partition; the VG can be extended by
adding more PVs.
In our simple case, choosing LVM setup doesn’t give any extra work. If having another disk configuration,
choosing setup using LVM is ensuring that the configuration is done the right way in the terms of
performance and redundancy, and is recommended.

17



In our case, we only have one disk to be partitioned:

[11] Partition disks |

Note that all data on the disk you select will be erased, but not
before you hawve confirmed that you really want to make the changes.

Select disk to partition:

- 214.7 GB WMware, “WMuware Wir

<Go Back:

. huttons

If the disk was used before, having some partitions on it, we would be prompted to overwrite the old
configuration, warned that we would lose all the data saved on the disk.

Write the partition scheme to the disk:

[11] Partition disks |

Before the Logical Yolume HManager can he configured, the current
partitioning scheme has to be written to disk. These changes cannot
be undone.

After the Logical Yolume Manager is configured, no additional changes
to the partitioning scheme of disks containing physical volumes are
allowed during the installation. Please decide if you are satisfied
with the current partitioning scheme before continuing.

The partition tables of the following devices are changed:
SCSI3 (0,0,0) (sda)

HWrite the changes to disks and configure LwM?

s huttons

18



Choosing the amount of VG to use:

[1] Partition disks |

You may use the whole wolume group for guided partitioning, or part
of it. If you use only part of it, or if you add more disks later,
then you will be able to grow logical wolumes later using the LM
tools, so using a smaller part of the wolume group at installation
time may offer more flexibility.

The minimum size of the selected partitioning recipe is 2.6 GB (or
1%); please note that the packages you choose to install may reguire
more space than this. The maximum available size is 214.5 GH.

Hint: "max'" can be used as a shortcut to specify the maximum size, or
enter a percentage (e.g. "20%") to use that percentage of the maximum
size.

Amount of wvolume group to use for 2uided partitioning:

<Go Back:> <Continues

s huttons

In our case, we use the whole disks capacity.

Writing the changes on the disk:

[11] Partition disks |

If you continue, the changes listed below will be written to the
disks. Otherwise, you will bhe able to make further changes manually.

The partition tables of the following devices are changed:
LM ¥G UECzerwerol, LY root
LM VG UECserverll, LY swap_1l
SCSIZ (0,0,0) (sda)

The following partitions are going to be formatted:
LM VWG UECserverdl, LY root as extd
LWM VG UECserverol, LY swap_1 as swap
partition #1 of SCSI3 (0,0,0) (sda) as ext?

Write the changes to disks?

huttons

After the disk configuration, the base system installation starts. This could take from just a few minutes to
tens of minutes, since the files are being copied from the installations media to the hard drive, and how

19



quick that would be done is depending on the speed of reading the installation media, and writing it on the
disk.

Installing the base suystem |

Installing core packages...

We should now set up the user. This user would be used to log on the server. Applying the principle of least
privilege, we should not use administrative accounts (as root is) for non-administrative purposes. We would
log on as this user, and when administrative work is needed to be done, we would elevate the privileges of
this account using prefix “sudo”, thus running commands as root.

First, choose the full name for the user — that is display name:

[11] et up users and passwords

f user account will be created for you to use instead of the root
account for non-administrative activities.

Please enter the real name of this user. This information will he
used for instance as default origin for emails sent by this user as
well as anu program which displays or uses the user's real name. Your
full name is a reasonable choice.

Full name for the new user:

JEC Cloud

<Go Back: <Continues

ctivat
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Choose the username for the account (bear in mind that usernames are case sensitive):

[11] et up users and passwords

Select a username for the new account. Your first name is a
reasonable choice. The username should start with a lower-case

letter, which can be followed by any combination of numbers and more
lower-case letters.

Username for your account:

<Go Back:> <Continues

huttons

Choose the password for the user:

[T Set up users and passwords

A good password will contain a mixture of letters, numbers and
punctuation and should be changed at regular intervals.

Choose a password for the new user:

<Go Back: <Continues

huttons
In production environment it is recommended that the password is at least 16 characters long, and it should

include at least one character from every of the four character groups (upper case letters, lower case letters,
numbers, and special characters).

In our test environment (that is virtual and would never be upgraded to production system), we choose a
simpler password for the sake of simplicity.

21



Repeat the password to make sure that it was typed correctly:

[11] Set up users and passwords |

Flease enter the same user password again to verify you hawve typed it
correctly.

Re-enter password to wverify:

<Go Back:> <Continuer

huttons

We chose not to encrypt our home directory, since it is putting some overhead on processing power and
storage. In production, if you expect that your home directory would host sensitive data, you would consider
encrypting it.

[11 Set up users and passwords

You may configure your home directory for encryption, such that any
files stored there remain private even if your computer is stolen.

The system will seamlessly mount your encrypted home directory each
time you login and automatically unmount when you log out of all
active sessions.

Encrypt your home directory?

<Go Back: Yesk m

huttons
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If your internal network configuration includes proxy server for accessing the internet, add the proxy’s
address here:

[1] Configure the package manager

It you need to use a HTTP prosd to access the outside world, enter
the proxy information here. Otherwise, leave this blank.

The proxy information should be given in the standard form of
"http:ss [[user] [:pass] @] host [zport] s,

HTTF proxy information (blank for none):

<Go Back: <Cont inuex

huttons

If no proxies used, leave the field blank, and choose to continue.
Configuring of Advanced Packaging Tool (APT)* starts:

Retrieving file 9 of 30 (2s remaining)

If the machine has access to the internet, packages are retrieved from there.

* http://en.wikipedia.org/wiki/Advanced Packaging Tool
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After configuring APT, preparation for the software installation starts:

1 Select and install software

Preparing perl

Choose the setting for updating of your system. We would choose not to update the system automatically,
since we would like to have a full control over the packages on the system. Otherwise the automatic update
is an available option.

[1] Configuring tasksel |

fpplying updates on a freguent basis is an important part of keeping
your system secure.

By default, updates need to be applied manually using package
management tools. Alternatively, you can choose to have this sustem
automatically download and install security updates, or you can
choose to manage this system over the web as part of a group of

systems using Canonical's Landscape service.

How do you want to manage upgrades on this system?

Mo automatic updates
Install security updates automatically
Manage system with Landscape

For production systems, choosing either no automatic updates, or managing the system with Landscape® are
valid options. Landscape is systems management and monitoring service provided by Canonical, and is a paid

> https://landscape.canonical.com
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service for monitoring, managing and updating Ubuntu infrastructure using single interface, thus lowering
management and administration costs.

Software installation starts. Again, this could take from just a few minutes to tens of minutes, since the files
are being copied from the installations media to the hard drive, and how quick that would be done is
depending on the speed of reading the installation media, and writing it on the disk.

| Select and install software |

Retrieving file 171 of 398

Mail (Postfix) configuration step is next, choosing the system mail name. Since we would not be using any
public mail domain, we would configure a local “domain” i.e. “UECcloud.private”:

[1] Postfix Configuration

The "mail name' is the domain name used to "gualify" _ALL_ mail
addresses without a domain name. This includes mail to and from
<root:: please do not make your machine send out mail from
root@example.org unless root@example.org has told you to.

This name will also be used by other programs. It should be the
single, fully gualified domain name (FODN).

Thus, if a mail address on the local host iz foo@example.org, the
correct wvalue for this option would be example.org.

Sustem mail name:

er0l.UECC loud. private

<Go Back:» <Cont inues

es buttons

In production environment, you would choose to use your registered domain name (such as “itu.dk”) to
ensure the mail flow. Internal IT department would supply the required information.

25



Main installation starts:

| Select and install software |

Freparing libldap-2.4-2

Again, this could take from just a few minutes to tens of minutes, since the files are being copied from the
installations media to the hard drive, and how quick that would be done is depending on the speed of
reading the installation media, and writing it on the disk.

Since the only operating system on our server would be Ubuntu server including UEC, we should choose to
install boot loader, to make machine be able to boot from the disk:

[1] configuring grub-po

It seems that this new installation is the only operating sustem on
this computer. If so, it should be safe to install the GRUB boot
loader to the master boot record of your first hard drive.

Warning: If the installer failed to detect another operating sustem
that is present on your computer, modifying the master boot record
will make that operating system temporarily unbootable, though GRUB
can be manually configured later to boot itf.

Install the GRUE hoot loader fto the master boot record?

<G0 Back:

s huttons
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After that, the system is finishing the installation.

1 Finishing the installation

Setting the hardware clock...

This includes several short steps, and should not take more than a few minutes.

Installation is completed:

[11] Finish the installation |

Installation complete
Installation is complete, so it is time to boot into your new system.
Make sure to remove the installation media (CD-ROM, floppies), so
that you boot into the new system rather than restarting the

installation.

<G0 Back:>

huttons

Make sure that you un-mount / take out the installations media (CD), to prevent the system booting again
into installation. If that happens, you just cancel the installation, take the media out, and recycle the

machine — no damage to the installation is done.
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After restart, the machine boots for the first time:

fsck from util-linux-ng 2.17.2
fsck from util-linux-ng 2.17.2
devsmapper-UECserverfl-root: clean, 66171-12967936 files, 1129024.-51841024 bloc

devrssdal: clean, 229-124496 files, 39133-248832 blocks
init: ureadahead-other main process (320) terminated with status 4

*

ok ok ok ok K K ok ok % K & % % & & X % & % X ¥

Starting
Stopping
Stopping
Starting
Starting
Stopping
Starting
Stopping
Stopping
Starting
Starting
Starting
Starting
Starting
Starting
Starting
Stopping
Stopping
Starting
Starting
Starting
Starting
Stopping

mDNS~DNS-SD daemon

cold plug devices

log initial device creation

load fallback graphics devices
save udev log and update rules
load fallback graphics devices
Userspace bootsplash

save udev log and update rules
Userspace bootsplash

configure nmetwork device security
configure nmetwork device security
configure nmetwork device security
configure network device

Mount network filesystems
Eucalyptus network readiness
System U initialisation compatibility
Mount network filesystems
Eucalyptus network readiness
Bridge socket events into upstart
configure network device
configure nmetwork device security
configure virtual network devices
configure virtual network devices

After the first login, you will meet this welcome screen, listing some information about the system running

on your machine:

buntu 11.04 UECserver0l ttyl

ECserver®l login: ueccloud

elcome to Ubuntu 11.04 (GNU-Linux 2.6.38-8-server x86_64)

= Documentation: http:-www.ubuntu.conszerver-doc

System information disabled due to load higher than 1.0

The programs included with the Ubuntu system are free software:
he exact distribution terms for each program are described in the
individwual files in ~usr-sharesdoc/=-copyright.

buntu comes with ABSOLUTELY ND WARRANTY, to the extent permitted by
pplicable law.

To run a command as administrator (user "root"), use "sudo <command>".
See "man sudo_root” for details.

iecc loud@UECserver01:™5

System indicated that “System information disabled due to load higher than 1.0”. This is normal behavior
after the first logon on the newly installed system. Booting up the first time, a considerable load is put on the
system, and thus no processing power is left for composing and showing detailed system configuration.
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Waiting for that initial system configuration after the first boot, or logging off and then on, the system
information would be available:

buntu 11.04 UECserverdl ttyl

ECserver®l login: ueccloud

Password :

elcome to Ubuntuw 11.04 (GHU-Linux Z2.6.38-B-server x86_64)

= Documentation: http:- uww.ubuntu.con/serverdoc

Systen information as of Thu Jul 14 06:51:46 CEST 2011

Systen load: 0.35 Processes: 81
Usage of -~: 0.6 of 194.65GB Users logged in: 0]
Memory usage: 26X IP address for etho: 192.168.1.99

Swap usage: 0
Graph this data and manage this system at https:/-landscape.canonical.com~

The programs included with the Ubuntu system are free software:
he exact distribution terms for each program are described in the
individual files in -susrrsharerdoc-=/copyright.

buntu comes with ABSOLUTELY NO WUARRANTY, to the extent permitted by
pplicable law.

To run a command as administrator (user "root"), use “sudo <command>".
See "man sudo_root" for details.

From now on, a SSH session to the machine(s) is suggested, for several reasons. For the first, it is more
convenient to work in just one interface (SSH terminal) than switching between several machine views. Next,
you could use copy & paste option for the commands following the initial setup, during the post-installation
steps. This way eventual misspelling would be avoided and configurations are performed faster.

l.e. from Windows, SSH application “PuTTY” can be used:

Be aware, though, that copying and pasting text with different coding (i.e. from Windows format to Linux)
would eventually cause that some characters are not pasted, or pasted wrong. Please refer to the Appendix

4 about troubleshooting for more information.
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Post installation steps

Set up static IP for both network interfaces. If the primary network interface was configured with DHCP
during the installation, then set that interface to use static IP first. If you managed to set static IP during the
installation, the configuration of only the secondary network interface is needed.

Public IP should be in 192.168.1.0 network, and private in 10.0.0.0 network.

Edit the network configuration of the server:
sudo vi /etc/network/interfaces

Under the primary network interface, remove the “dhcp” and configure it with static IP address:
auto etho
iface ethe® inet static

address 192.168.1.99

netmask 255.255.255.0

network 192.168.1.0

broadcast 192.168.1.255

gateway 192.168.1.1

Add the secondary network interface that is to be configured with static IP address too:
auto ethl
iface ethl inet static

address 10.0.0.1

netmask 255.255.255.0

network 10.0.0.0

broadcast 10.0.0.255

Your network configuration should now look like this:

@ ueccloud@UECserver(l:

93.162.153.164 194.239.134.83
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Restart the networking to apply the changes:
sudo /etc/init.d/networking restart

To be able to synchronize time between servers in the cloud, we will install NTP server on the first server,
which will synchronize time with the external time source. All other servers in the cloud would synchronize
the time with first server.

To set up NTP server, we have to install the NTP server first:
sudo apt-get install ntp
(if error “unable to locate package” occurs, run sudo apt-get update)

To make sure that the server will continue to serve the time even when off-line, a setting that makes it
possible for the server to use its own clock as source should be made. This is done by opening the file
/etc/ntp.conf and adding the following after the “# Specify one or more NTP servers” line:

server 127.127.1.0

fudge 127.127.1.0 stratum 10

Restart the NTP service afterwards to make the changes effective:
sudo /etc/init.d/ntp restart

Check server time:
date

Since first server has access to the internet through its public network, a router (Network Address
Translation, NAT) will be installed®, to make it possible for the rest of the cloud servers that are only on the
private network to connect to the outside network, for the purpose of i.e. fetching updates.

To set-up router, run the following commands:

sudo iptables -A FORWARD -o ethe -i ethl -s 10.0.0.0/24 -m conntrack --ctstate
NEW -j ACCEPT

sudo iptables -A FORWARD -m conntrack --ctstate ESTABLISHED,RELATED -j ACCEPT
sudo iptables -A POSTROUTING -t nat -j MASQUERADE

sudo iptables-save | sudo tee /etc/iptables.sav

sudo iptables-restore < /etc/iptables.sav

sudo sh -c "echo 1 > /proc/sys/net/ipv4/ip_forward"

Edit the /etc/sysctl.conf:

uncomment net.ipv4.ip_forward=1

and add the following after the uncommented line:
net.ipv4.conf.default.forwarding=1
net.ipv4.conf.all.forwarding=1

Now run:

sudo iptables-save | sudo tee /etc/iptables.sav

Edit /etc/rc.local and add the following lines before the "exit 0" line:
iptables-restore < /etc/iptables.sav

To configure the gateway for routing between two interfaces (by enabling IP forwarding):
sudo sh -c "echo 1 > /proc/sys/net/ipv4/ip_forward"

® http://ubuntuforums.org/showthread.php?t=713874
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Restart the server to apply the changes (can wait until all the initial settings are done):
sudo reboot

To make it easier to resolve the DNS names for the servers on the private network, and also for the first
server itself, DNS server (BIND) should be installed. To do that, with default options, run the following
command:

sudo apt-get install bind9

Check the DNS configuration /etc/resolv.conf:

The file should look like:

domain UECcloud.private

search UECcloud.private

# first contact the lLocal DNS server installed on the same server
nameserver 10.6.0.1

nameserver 192.168.1.99

# if that fails, contact the secondary servers (ISP's DNS)
nameserver 193.162.153.164

nameserver 194.239.134.83

To test that the local DNS is serving the DNS queries.
nslookup dr.dk

Server: le.e.0.1

Address: 10.0.0.1#53
Non-authoritative answer:

Name : dr.dR

Address: 195.137.194.128

If having troubles with DNS setup, please refer to Appendix 4 — troubleshooting.

To enable the servers to send mails, such as user verification mails, SMTP server should be installed. The
default SMTP server for Ubuntu is Postfix’, and it is installed during the initial installation. To check or adapt
the configuration, run the following command:

sudo dpkg-reconfigure postfix

Our setup is:
- Internet Site (mail sent directly using SMTP)
- UECserver01.UECcloud.private
- Enter admin mail address (in our case ueccloud@pantic.dk)
- Add eventual destinations, otherwise leave it like it is
- No
- Add local network 10.0.0.0/24 and 192.168.1.0/24
- Mailbox size limit—0
- Leave “+”
- ipvd

The same could be done by editing /etc/postfix/main.cf (and others) as needed. After modifying
main.cf, be sure to run 'sudo /etc/init.d/postfix reload'.

Make sure that you have the latest version of Eucalyptus:
sudo apt-get update

7 https://help.ubuntu.com/community/Postfix
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sudo apt-get upgrade eucalyptus

Depending on the version of your Eucalyptus and how many updates has been made since the release of
your version, this process could take from several minutes to several tens of minutes, depending on the
internet connection speed, and the speed of your hardware.

To check the version of Eucalyptus, view the following file:
/etc/eucalyptus/eucalyptus-version

This is the last step of initial configuration for the first server in the cloud, and to make sure that the
configuration is implemented, restart the machine (sudo reboot) and eventually check the installed
features.
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Installation of second server (CC, SC)

Mount the installation media, and boot from it. Choose the language — English. Follow the same steps as
installing the first server, until you reach to the point of configuring the network.

If your network is configured with DCHP, stop the process (ESC) and jump to the step of configuring your
network manually. (The servers should be configured with static IP addresses)

If your network is not configured with a DHCP server, then you will get a following error:

[V1] Configure the network

Metwork autoconfiguration failed
Your network is probably not using the DHCP protocol. Alternatively,
the DHCP serwer may be slow or some network hardware is not working
properly.

s huttons

Choose to configure the network manually:

[V1] Configure the network

From here you can choose to retry DHCP network autoconfiguration
(which may succeed if your DHCP server takes a long time to respond)
or to configure the network manually. Some DHCP servers reguire a
DHCP hostname to be sent by the client, =0 you can also choose to
retry DHCP network autoconfiguration with a hostname that you
provide.

Network configuration method:

Retry network autoconfiguration
Retry network autoconfiguration with a DHCP hostname
Configure network manually

Do not configure the network at this time

<Go Back>
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Set up static IP for the (public) network interface:
IP address 192.168.1.98

netmask 255.255.255.0

gateway 192.168.1.1

name server addresses: 192.168.1.99

Write “UECserver02” for the hostname. For the domain name, write “UECcloud.private”.

The installation can contact the CLC and get information that the CLC and WS3 components are installed in
the cloud, but there is no cluster configured yet. Choose to install the CC and SC components on the server:

[11] Select cloud installation mode

No Eucalyptus cluster controller was found.

Cloud installation mode:

<Continues

(If the installation complains that it cannot find a CLC or WS3, check the networking before going on!)

Since we have two network interfaces in the system, we should designate one that is to be used for
communication with computing nodes (NCs). Since our computing nodes are going to be placed on the
private network, we should choose the secondary network interface as the one used for communicating
with nodes.

['] Select cloud installation mode

More than one network interface is available on this system. The
primary interface configured during installation (eth0) will be used
for communication with the public network. If your computing nodes
are on a private network, then you will normally use a different
network interface for communication with computing nodes.

Select the network interface that is physically attached to the same

network as your computing nodes.

Metwork interface for communication with nodes:

ethd

5; <Enter: activates buttons
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Configuring disks is done by following the same procedure as for the first server. Installing of the base
system starts, after that the configuring of the APT, then installing the software.

Then, the installation reaches the point of configuring the cluster:

[!T Configuring eucalyptus-cc |

Enter a name for this cluster. The name should contain only ASCII
letters, digits, huphens, and underscores. It will be shown to users
as the name of an availability zone.

Eucalyptus cluster name:

JECClusterdl

s huttons

Name the cluster as “UECcluster01”, since we are going to scale out the cloud later, adding another cluster.

Add the following pool of IP addresses: 192.168.1.100-192.168.1.199:

[!T Configuring eucalyptus-cc |

Eucaluptus reqguires a pool of IP addresses that can be dunamically
assigned as the "public" IPs of wirtual machines. These IPs must be
unused within their Class C subnet, this suystem must hawve an
interface configured with an address on this subnet, and wour
prospect ive users must be able to connect to these IPs from wherewer
thed run the client tools.

Flease specify one or more ranges of IF addresses, e.g.:
192.168.1.100-192.168.1. 139

ar
192.168.2.50-192.168.2.939 192.168.2.150-192.168.2. 199

You may leave this blank if you have no IP addresses avallable, BUT
you and your users must then reguest the private addressing scheme
when starting a wvirtual machine instance. For ecE-run-instances and
euca-run-instances, this is done with the option "--addressing
private'.

{Cont inues

<Tab> mov ACE =lects; <Enfer> actiwvates buttons
(We are not taking the whole class C subnet, since we will use the rest of the addresses for the other cluster)

After the successful installation, the server reboots.
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Post installation steps

As a first step, check the configuration of the network interfaces, and set up static IP for the private network
interface (eth1):
sudo vi /etc/network/interfaces

Add the following:

auto ethl

iface ethl inet static
address 10.0.0.2
netmask 255.255.255.0
network 10.0.0.0
broadcast 10.0.0.255

Your network configuration should now look like this:

Restart the networking to apply the changes:
sudo /etc/init.d/networking restart

To be able to synchronize the time on the server, we will install NTP:
sudo apt-get install ntp

(if error “unable to locate package” occurs, run sudo apt-get update)

To make the server synchronize the time with the first server, open the file /etc/ntp.conf and add:
server 10.0.0.1

Restart the NTP service afterwards to make the changes effective:
sudo /etc/init.d/ntp restart

Check server time:
date
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Check the DNS configuration /etc/resolv.conf - it should look like:
search UECcloud.private
nameserver 10.0.0.1

Make sure that you have the latest version of Eucalyptus:
sudo apt-get update
sudo apt-get upgrade eucalyptus

To check the version of Eucalyptus, view the following file:
/etc/eucalyptus/eucalyptus-version

This is the last step of initial configuration for the second server in the cloud, and to make sure that the
configuration is implemented, restart the machine (sudo reboot) and eventually check the installed
features.

Installation of third server (NC)

Mount the installation media, and boot from it. Choose the language — English. Follow the same steps as
installing the first server, until you reach to the point of configuring the network.

Choose to configure the network manually.

Set up static IP for the (private) network interface.
IP address 10.0.0.3

netmask 255.255.255.0

gateway 10.0.0.1

name server addresses: 10.0.0.1

Write “UECserver03” for the hostname.

For the domain name, write “UECcloud.private”.

The installation can contact the CLC and get information about CLC, WS3, CC and SC components are
installed in the cloud, and offer to install the NC component on the server:

[1!] Select cloud installation mode

There is already a Eucalyptus cluster controller.

Cloud installation mode:

[#] Mode controller
r controller

activates buttons

Configuring disks is done by following the same procedure as for the first server.
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Installing of the base system starts, after that the configuring of the APT, then installing the software.

If you get the error about hardware not supporting virtualization acceleration, please check if your processor
is VT-enabled (having VT extensions), and remember to turn that option on in BIOS.

[1] Configuring eucalyptus-nc |

This hardware does not support wirtuslization acceleration
This system's CPU does not have support for virtualization
acceleration, which is strongly recommended for Eucalyptus Modes.
Eucaluptus running on this hardware will be unaccelerated.

<Continues

(In our case, we get the error since we are installing UEC inside a virtual machine, where VT extensions are
not supported)

After the successful installation, the server reboots.

Post installation steps

As a first step, check the configuration of the network interface (eth0):
sudo vi /etc/network/interfaces

Networking is implemented using bridging:

# This file describes the network interfaces available on your system
# and how to activate them. For more information. see interfaces(5).

it The loopback network interface
uto lo
iface lo inet loopback

# The primary network interface
uto ethd
iface eth® inet manual

uto bro

iface br0 inet static
address 10.0.0.3
netmask 255.255.255.0
network 10.0.0.0
broadcast 10.0.0.255
gateway 190.0.90.1
# dns—= options are implemented by the resoluconf package, if installed
dns—namneservers 10.0.0.1
dns—search UECcloud.private
bridge_ports eth®
bridge_fd 9
bridge_hello 2

bridge_maxage 12
bridge_stp off

"retconetwork-interfaces" Z6L, 611C

To check network connectivity, try pinging an address that you positively know is giving response to ping
requests.

To be able to synchronize the time on the server, we will install NTP:

sudo apt-get install ntp
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(if error “unable to locate package” occurs, run sudo apt-get update)

To make the server synchronize the time with the first server, openi the file /etc/ntp.conf and add:
server 10.0.0.1

Restart the NTP service afterwards to make the changes effective:
sudo /etc/init.d/ntp restart

Check server time:
date

Check the DNS configuration /etc/resolv.conf - it should look like:
search UECcloud.private
nameserver 10.6.0.1

Make sure that you have the latest version of Eucalyptus:
sudo apt-get update
sudo apt-get upgrade eucalyptus

To check the version of Eucalyptus, view the following file:
/etc/eucalyptus/eucalyptus-version

Restart the NC:
sudo restart eucalyptus-nc

This is the last step of initial configuration for the third server in the cloud, and to make sure that the
configuration is implemented, restart the machine (sudo reboot) and eventually check the installed
features.

Verifying the cloud installation

There is a row of verifying steps that could be performed to make sure that the cloud components were
registered correctly. As of Ubuntu 10.04 LTS, all component registration should be automatic:

e Public SSH keys have been exchanged properly;

e The services are configured properly;

e The services are publishing their existence;

e The appropriate uec-component-listener is running;

e Verify Registration.

The steps mentioned above are needed if “Package Install” method is used. Since we are using “CD Install”

method, we can skip those steps (or verify and perform a check if things are as they should be - please refer
to the Appendix 4 about troubleshooting for more information on this).
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Running the cloud

Now we have a cloud infrastructure installed on the server machines. Some initial administrative steps need
to be performed to get the cloud up and running.

Cloud web interface

Finishing installing the three servers, our cloud is set up. Next step is connecting to the web interface of the
UEC, and that is done by opening the following address in a browser: https://192.168.1.99:8443 .

That address is a public address of our CLC, and the port “8443” is the default port.

After ignoring the certificate error (the issuer of the certificate is not in the trusted authorities on our client
machine), the following logon screen appears:

ubuntu®

Please, sian in:

Username: admin
Password: seses|

Remember rme on this computer

[ sonn |

Apply for account | ‘Recover the Password

The default logon credentials are username “admin” and password “admin”. After logging on with those
credentials, the next screen appears, where the password should be changed, administrator’s e-mail address
should be given, and the CLC's public IP address is guessed — make sure that the right public IP of the CLC is
entered there.

ubuntu®

First-time Configuration

Please, supply the following parameters to activate your Bucalyptus installation:

Administrator's new password: sssssssnce
The password, again: sssssssese

Administrator's email address: admin@pantic. dk

Cloud Host: 192.168.1.99
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After submitting, an admin web interface opens, with the possibilities for managing credentials, images,
users, configuration, extras and store.

Configuration is opened first. Here is the info about cloud:
Cloud configuration:

Cloud Host: - 192.168.1.99%

Default kernel: Default ramdisk:
Loaded configuration from server
DNS configuration:

Domain name: localhost
Mameserver:  nshost localhost Pz 127001

Loaded configuration from server

... about the WS3 configuration:
Walrus Configuration:

Walrus host: 192.168.1.99

Buckets Path: J/#var/lib/eucalyptusbukkits
Maximum bucket size (MB): 5120
Maximum buckets per user: 5

Space reserved for unbundling images (MB): 30720

Space reserved for snapshots (GB): 50

Flagizizr Walns Save Walrus configuration Walrus cgnﬂguration up to date

... about the cluster:

Clusters:

Name: UECcluster0l | 0zg=sfanzp@liatzy

Cluster Controller

Host: 192.168.1.98

Dynamic public IP address assignment
Reserve for assignment | 10 public IP addresses
Maximum of 5 public IP addresses per user
Use VLAN tags 10 through 4095

Storage Controller

BEGISERCIUSIER Sl lcideninlieie 8 Clusters up to date
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... and about VM types:

VM Types:
mil.small o1 192 2
cl.medium: 1 256 5
mi.krge 2 B2 10
ml.xlarge 2 1024 20
cl.xlarge - 4 2048 20

Credentials

Managing credentials is where the user’s Eucalyptus credentials can be downloaded as ZIP file. The public
and private key pair that is downloaded as a part of the ZIP file can be used whenever X.509 certificates are
required.

It is a good idea to download those credentials for the admin user, and save it on the client machine, and
also make a backup of them. Click on “Download Credentials” button from the Credentials menu, and save
the “euca2-admin-x509.zip” archive on your local machine. Unpack the archive.

Query interface credentials are two strings used with client tools for queries in which requests and
parameters are encoded in URL. They can also be found in the file “eucarc” from the “euca2-admin-x509.zip”
archive.

If users and admins would like to have a user interface for accessing both EC2 and their UEC private cloud,
the cloud could be registered with the “Right Scale”®. Cloud URL should be the public IP address of the CLC,
and there should be access to that IP address on the port “8443” from the internet (forwarding rule for the
IP and the port combination should be made in the organization’s firewall).

Images
Lists the images that are available locally on the cloud. Those images are downloaded from the “Store”, or
uploaded manually (custom images).

Users
Part of the web interface for administering users.

Configuration
This part presents the cloud configuration, with infrastructure information about the cloud.

Extras
List of Eucalyptus certified images, and compatible tools.

Store
Lists the standard images available from the image store.

& http://www.rightscale.com
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Initial steps

As a part of the initial setup via web interface, cloud admin should choose to perform the following steps:

- Change the password for the user “admin” (use strong password, and back it up at safe place)

- Check the cloud configuration found under “Configuration”, making sure that all the components are
registered right

- Add users, both administrators and/or users

- Download and backup of credentials for user “admin” and other users

- Install image(s) available under “Store” — those images would appear under “Images” after
downloading

Downloading user credentials

There are two ways for obtaining user credentials — via web, and from command line.
Make the ~/. euca folder first:

mkdir -p ~/.euca

chmod 7600 ~/.euca

cd ~/.euca

|Il

To obtain credentials from the web, click on the “Credential” tabs in web interface, and then on the button
“Download credentials”.

Save the “euca2-admin-x509.zip” archive on your local machine, to ~/.euca folder, and rename it to
“mycreds.zip”. Unzip the file to the folder ~/.euca:

unzip -d ~/.euca mycreds.zip

cd -

The same can be done from command line on the CLC:
sudo euca_conf --get-credentials mycreds.zip
unzip mycreds.zip

Ln -s ~/.euca/eucarc ~/.eucarc

cd -

Installing an image from the store

When clicking on the “Install” button, the image is downloaded locally to the cloud:

Ubuntu 10.04 LTS - Lucid Lynx (i386)

Image version: 20100427.1
Ubuntu 10.04 LTS image for 1386

read more... Cance
After an image is downloaded, its status is shown as “Installed”:

Ubuntu 9.10 - Karmic Koala (i386)

Image version: 20091027

Ubuntu 9.10 image for i386. How to run?

44



Information about running the image can be obtained by clicking on the “How to run?” link:

How to run Ubuntu 9.10 - Karmic Koala (i386)

To run an instance with this image, execute the following command:
euica-run-instancas -k <your key pair> emi-DDCE1 064

For more information, please consult the documentation.

Running an image
There are several ways to instantiate an image in the UEC cloud:
- Using HybridFox extension for Firefox,

- Using command line,
- Using Landscape, or another UEC compatible management tool (not covered in this document).

Using HybridFox

HybridFox (previously ElasticFox) is a web based GUI used to manage instances and other related aspects in
the UEC. It is an extension for Mozilla’s Firefox, and can be downloaded® and installed easily. HybridFox'® can
connect to both public (Amazon) and private clouds (UEC).

After installation, the browser should be restarted.

To start HybridFox, choose “HybridFox” from the “Tools” menu:

File Edit View History Eookmarks !_ocﬂs Help

‘ i Ubuntu Enterprise Cloud, powered b Downloads Ctrl+)
& D | [ EEETEEEE] httpsi/19: Add-ons SE
e Set Up Sync..
Credentials Images Error Conscle Ctrl+3Shift+]
Hybridfox
ubuntu@ Web Console Ctrl+Shift+K
Page Info
Maonitor with Fiddler 4

Start Private Browsing Ctrl+Shift+P
User account Information Clear Recent History... Ctrl+Shift+Del

Options

(In the newer versions of Firefox, press ALT to get the menu)

First you will need to define Regions, Credentials and Account IDs:

UEC cloud - l U Account [Ds

UEC cloud - ] O Credentials

ﬁ- Regions

? http://code.google.com/p/hybridfox/downloads/list
1% https://help.ubuntu.com/community/HybridFox
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Information needed for setting these up can be found in the file “eucarc” from the downloaded credentials
(euca2-admin-x509.zip that was renamed to mycreds.zip in our case), or in the web interface, under
Credentials — “Query interface credentials”, clicking on the button “Show keys”.

In our example that info are:
Endpoint URL: http://192.168.1.99:8773/services/Eucalyptus
EC2_ACCESS_KEY="WKy3rMzOWPouVOxK1p3Ar1C2uRBwa2FBXnCw'
EC2_SECRET_KEY="'3J5ZGBb6bYv7290jPXHx0fGLLYIUcCMCk662K5]g"
EC2_USER_ID='85280918035469249085443358232027004938"

Define Regions:

Write the region name at your choice, best describing your cloud. Type should be Eucalyptus, and endpoint
URL is http://<cloud-IP-address>:8773/services/Eucalyptus - click on Add, and then on Close:

F |
Manage EC2 Regicns Iﬁ
Endpoint Name Type Endpoint URL =)

UEC cloud euca http://192.168.1.9%:8773..,

Region Name!  |JEC cloud
Type: ™ EC2 @ Eucalyptus
Endpoint URL:  httpy/102,168.1.99:8773/services/Eucalyptus

=) o=

Define Credentials:

Fill in the account name at your choice, best describing your account name. AWS access key is
EC2_ACCESS_KEY, and AWS Secret Access Key is EC2_SECRET_KEY. Choose your region from the drop-down
menu (the one you just defined in the previous step):

Manage EC2 Credentials ﬁ

Account Mame AWS Access Key ID
WEKy2rMzOWPouVOxK1p3ArlC2uRBwa... |

d

Account Name: UEC cloud
AWS Access Key: WEy3rMzOWPouVOxK1p3ArlC2uRBwa2 FEXnCw

AWS Secret Access KEY:  gassssssssssssssssssnsssnsnsnensnnnsn

Preferred Region: l UEC cloud - l

) [

e

Click on Add, and then on Close.

46



Define Account IDs:

Fill in the account ID, which is EC2_USER_ID. Choose the display name best describing your account:

-

Manage Account IDs

==

Account ID
B5280918035460249085443... admin

Display Name

a3

Account ID:

Display Mame:

Remave

85280918035469249085443358232027004938

admin

[ Add

| (el

Click on Add, and then on Close.

After setting that up, you would probably need to close and reopen the HybridFox tab in Firefox.

When HybridFox is started again, in the initial view you should be able to see the images you downloaded
from the store:

Instances | Images | KeyPairsI Security Groups | Elastic IPs |VOIumes and Snapshots | Bundle Tasks | Reserved Instances | Virtual Private Clouds I‘JPN Connections |ﬁual’|abl’| ity Zones|

Images Launch Permissions
0000 0 [ 3 00000

D * Manifest State Ow... Tag Owner Al.. Visibil.. Archit... Descripti.. & all

eki-F3D31009 image-store-131139... available admin public  x86_64 admin

eki-F3F910DD image-store-131139... available admin public  x86_64

eki-FA6D10ED image-store-131139... available admin public  xB86_64

emi-DDCELDS4 image-store-131129... available admin public  xB6_64

emi-DDDB1064  image-store-131129... available admin public  xB6_64

emi-DES6106A  image-store-131138.. available admin public  x86_64

eri-08521147 image-store-131139... available admin public  x86_64

eri-0878114D image-store-131139... available admin public  xB6_64

eri-08E41151 image-store-131129... available admin public  xB6_64

Here is a short description of the options available (the tabs) that could be used for UEC cloud:

Instances:

List over instances and their statuses; there are several administrative options (like
terminating, showing console output ...),
- Images:
Listing over available images, with several administrative options (launch, register AMI ...),
- Key Pairs:
Lists the key pairs, with few administrative options,
- Security Groups:

Lists the security groups, with few administrative options,

- Elastic IPs:
Lists public IP addresses available to instantiated instances, with several administrative
options (allocate, release, associate ...),
- Volumes and Snapshots:
Gives possibility to create volumes with options (create, delete, attach, detach ...) and manage
snapshots (create new volume from, delete ...),
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- Bundle tasks:

Lists bundled tasks, with few administrative options,
- Availability zones:

Lists the clusters available.

Reserved Instances, Virtual Private Clouds and VPN Connections tabs are not functional in UEC as the
services are not implemented.

Additional steps to be done before we can start using the cloud from the HybridFox:
- Create key pair:
On Linux machines with Firefox installed, this key pair is usually already there, so the only thing is
refreshing the view; on Windows machines (or generally, if it was not already installed), one should
click on “Create a new key pair”, and provide the name for the key pair; afterwards, the .pem
(certificate) file should be saved locally on the machine; when done, it should look somewhat like:

Your Keypairs

Vv
Mame +  Fingerprint
adrmin 90: 0 2e:feiea:d B8 f L6 1 iaaraaic 2:ddid e 0d: 7= 36:86: 16

- Grant permission to the default security group:
Select the security group, and then click on the button “grant permission”:

.

-
Grant New Permission @

Add Mew Permission for Security Group: default

External Group

Select a protocol and specify a host/range

Protocaol Details

l S5H A4 ]
Protocol TCR/P =
Part 22

Host/Metwork Details

) Host l Get My Host Address l
@ Metwork  192.158.1.0/24 [Get My Metwerk Range l
[ Add l l Cancel ]

b

Choose the protocol to be allowed, and from which host / network.

48



On the group tab, specify the user and the group to be authorizes:

F
Grant New Permission

===

External | Group

Add Mew Permission for Security Group: default

UserID m

Group l default

Specify a User and Group you would like to authorize

[ Add || Cancel |

After adding, permissions should look something like this:

Your Groups

0Oe

Group Permissions

AY

Owner

admin

Name
default

a

+ Description

default group tcp

Protocol

From Port/ICMP Type = To Port/ICMP Code

22

Source CIDR. 8B
192.168.1.0/24

Source User:Group

Now we are ready to instantiate an instance. Right click on an image of type “image.manifest.xml”, and click
on “Launch instance(s) of this AMI”:

Images
ZYOXFI=-K7, |N0F|'Iter -
ID +  Manifest State Ow... Tag
eki-F3D310D9 image-store-1311395207 /kernel.manifestxml  availakble admin
eki-F3F910DD image-store-1311396080/kernel.manifestxml  availakle admin
available admin

eki-F46010ED

emi-D00D
ermi-DESE
eri-08521
eri-08781
eri-08E41

PR I e oY et e I

Yiew Details

Add Tag

Register a new AMI

Deregister this AMI

Migrate AMI and Register

Delete AMI Parts and Deregister
Delete Snapshot and Deregister AMI

Launch instance(s) of this AMI

Copy ID to clipboard

image-store-1311393543/kernel.manifestxml

==t.xmil

festxml
festuml
festuml
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admin
admin
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In the dialog box coming, you can leave it as it is default, to run the machine with the “small” instance type.
Otherwise, choose another instance type. Availability zone defines on what cluster the instance would be
instantiated. When finished setting up, click on “Launch”.

i B
Launch new instance(s) Lﬂ

AMIID: emi-DDCEL0G64

AMI Tag:

AMI Manifest: image.manifestaml

SHUILE eki-F3D310D9 ~ ]
B2 eni-08521147 > ]
Instance Type: l mlsmall - ]
MNumber of instances - Min: | 1 Max: 1

MNew Instance(s) Tag:

KeyPair: ladmin - ]

Availability Zone:

l <any> - ]

Additional Info:
Public Address:

Override Root Volume Size:

Virtual Private Cloud

Launch in VPC:  []
WPC:

Subnet:

IP Address:

Security Groups
Available Groups Launch in

Yy default

User Data

[ Open File l ’CIpen Binar_\,rFiIel

| taunch | | cancel |

Switch to the “Instances” tab. Your instance should be listed there, with status “pending”:

Your Instances

Q I W I M 0 W v [7] Don't show Terminated Instances
Reservatio... | Cwner Instanc... .. e el e State Public DNS Private DNS ... Monitoring S... Key G... durd |7 Taeerl [ EOCRY
r-2B1705C3  admin i-39F40... e.. .. .. pending 1921681100 1721912 false admin d. . 0 m.. 2011-.. ..

a3

Now the image is transferred over network to the NC that is going to run the instance, and this can take
some time (minutes on 100 Mbit/s network, shorter on gigabit networks).
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After that, your instance’s state would change to “running”:

Your Instances

u | & | & \;’ ke & [l Don't show Terminated Instances
Reservatio... Owner Instanc... .. o |ese| o .. State Public DNS Private DNS ... Monitoring S... Key G... i e | Lo
j'r-2Bl705C3 admin i-39F40... e.. .. .. running 192.168.1.100  17219.1.2 false admin [ 0 m.. 2011-. ..

a

If you get an error, or your instance doesn’t start, but goes directly to “terminated” after “pending”, please
refer to the Appendix 4 about troubleshooting.

Right click on the running instance, and choose “Connect to instance” — that will make a SSH session to your
instance.

Using command line

First, make sure that you created key pairs. If you didn’t do it by now, run the following:
mkdir -p -m 700 ~/.euca

touch ~/.euca/myRey.priv

chmod 0600 ~/.euca/myRey.priv

euca-add-keypair mykey > ~/.euca/myRey.priv

Verify you keypair:
euca-describe-keypairs
That should list your “mykey” keypair that you just created.

Allow access via SSH (port 22) to the instances:
euca-authorize default -P tcp -p 22 -s 0.0.0.6/0

Instantiate an instance of your registered image using ”euca-run-instances $EMI -k your_ keypair
-t instance_size”, in our case it would be something like:
euca-run-instances emi-DDCE1064 -k mykey -t ml.xlarge

To monitor the state of the instance, run:
watch -n5 euca-describe-instances

To determine which IP address the instance got:
IPADDR=%(euca-describe-instances | grep $EMI | grep running | tail -nl1 [ awk

"{print $4}')

Connect to your instance:
ssh -1 ~/.euca/myRkey.priv admin@$IPADDR
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Scaling out the cloud - adding NC to a cluster

If we needed some more computing power in our cluster, i.e. if we were often getting messages about not
having resources enough when we wanted to instantiate an instance, we would need to add one or more
NC'’s to the cluster.

Installation of fourth server (NC)

In our set-up, we would add one NC to the existing cluster “UECcluster01”.

The NC would be based on this hardware:

UECserver04 2 Memory 4096 MB

Roles: NC #

Processor architecture: 64 bit (= Hard Disk (SCSI) 200 GB

VT: VT enabled (=)cp/ovD (IDE) Using drive D

Network: private (VMnet2) IE'Netwurk Adapter  Custom (VMnetZ2)
EDisplay Auto detect

Mount the installation media, and boot from it. Choose the language — English.

Follow the same steps as installing other servers, until you reach to the point of configuring the network.
Choose to configure the network manually

Set up static IP for the (private) network interface.

IP address 10.0.0.4

netmask 255.255.255.0

gateway 10.0.0.1

name server addresses: 10.0.0.1

Write “UECserver04” for the hostname.

For the domain name, write “UECcloud.private”.
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The installation can contact the CLC and get information about CLC, WS3, CC and SC components are
installed in the cloud, and offer to install the NC component on the server:

[V1] Select cloud installation mode

There is already a Eucalyptus cluster controller.

Cloud installation mode:

<Continues

es buttons

Configuring disks is done by following the same procedure as for the first server.

Installing of the base system starts, after that the configuring of the APT, then installing the software.

Again, if you get the error about hardware not supporting virtualization acceleration, please check if your
processor is VT-enabled (having VT extensions), and remember to turn that option on in BIOS.

(In our case, we get the error since we are installing UEC inside a virtual machine, where VT extensions are

not supported)

After the successful installation, the server reboots.

Post installation steps

As a first step, check the configuration of the network interface (eth0):
sudo vi /etc/network/interfaces

(Networking is implemented using bridging.)
To check network connectivity, try pinging an address that you positively know is giving response to ping
requests.

To be able to synchronize the time on the server, install NTP:
sudo apt-get install ntp

(if error “unable to locate package” occurs, run sudo apt-get update)

To make the server synchronize the time with the first server, openi the file /etc/ntp.conf and add:
server 10.0.0.1
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Restart the NTP service afterwards to make the changes effective:
sudo /etc/init.d/ntp restart

Check server time:
date

Check the DNS configuration /etc/resolv.conf - it should look 1like:
search UECcloud.private
nameserver 10.0.0.1

Make sure that you have the latest version of Eucalyptus:
sudo apt-get update
sudo apt-get upgrade eucalyptus

To check the version of Eucalyptus, view the following file:
/etc/eucalyptus/eucalyptus-version

Restart the NC:
sudo restart eucalyptus-nc

This is the last step of initial configuration for the third server in the cloud, and to make sure that the
configuration is implemented, restart the machine (sudo reboot) and eventually check the installed
features.

Now that we added a node to our existing cluster, we can see it:
sudo euca_conf --list-nodes
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Scaling out the cloud - adding a whole cluster

Another scaling-out option would be adding a whole cluster. As mentioned in the main document, there are
several possible reasons to do that: wanting to run different hypervisor, spreading clusters on several data
centers, and having different clusters for different departments.

In our case, we will add a CC/SC creating another cluster, and we will add one node to that cluster
afterwards.

Installation of fifth server (CC, SC)

The Cloud Controller and Storage Controller server would be configured as:

UECserver05 P Memory 2043 MB

Roles: CC, SC e=iHard Disk {551 400 GE

Processor architecture: 64 bit (= )CofovD (IDE) Auto detect

VT: not necessarily VT enabled %Imetwnrk Adapter  EBridged

Network: public (VMnet0), private (VMnet2) I%lr'-hal:m.u:urk Adapter 2 Custam (YMnet2)
EDisplay Auko detect

Mount the installation media, and boot from it. Choose the language — English. Follow the same steps as
installing other servers, until you reach to the point of configuring the network.

If your network is configured with DCHP, stop the process (ESC) and jump to the step of configuring your
network manually. (The servers should be configured with static IP addresses)

Set up static IP for the (public) network interface:
IP address 192.168.1.97

netmask 255.255.255.0

gateway 192.168.1.1

name server addresses: 192.168.1.99

Write “UECserver5” for the hostname. For the domain name, write “UECcloud.private”.

The installation can contact the CLC and get information that the CLC and WS3 components are installed in
the cloud, and that there is already a cluster controller. Remove the Node Controller, and choose to install
the CC and SC components:
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[11] Select cloud installation mode

There is already a Eucalyptus cluster controller.

Cloud installation mode:

<Continues

= huttons

Since we have two network interfaces in the system, we should designate one that is to be used for
communication with computing nodes (NCs). Since our computing nodes are placed on the private network,
we should choose the secondary network interface (eth1) as the one used for communicating with nodes.

Configuring disks is done by following the same procedure as for the first server. Installing of the base
system starts, after that the configuring of the APT, then installing the software.

The installation reaches the point of configuring the cluster. Name the cluster as “UECcluster02”, since we
already have one cluster. Add the following pool of IP addresses: 192.168.1.200-192.168.1.250:
(We are not taking the whole class C subnet, since we used the previous range for the first cluster)

[11 Configuring eucalyptus-cc |

Eucalyptus requires a pool of IP addresses that can be dynamically
assigned as the "public" IPs of wirtual machines. These IPs must he
unused within their Class C subnet, this systiem must hawve an
interface configured with an address on this subnet, and your
prospective users must be able to connect to these IPs from wherever
they run the client tools.

Please specify one or more ranges of IF addresses, e.g.:
192.168.1.100-192. 168.1.199

or
192.168.2.50-192. 168.2.99 192.168.2.150-192.168.2.139

You may leave this blank if you have no IP addresses available, BUT
you and your users must then reguest the private addressing scheme
when starting a wirtual machine instance. For ec2-run-instances and
geuca-run-instances, this is done with the option "--addressing
private".

192,164,

<Continue:

<Tab> moves; nacer selects; <Enter: activates buttons
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After the successful installation, the server reboots.

Post installation steps

As a first step, check the configuration of the network interfaces, and set up static IP for the private network
interface (eth1):
sudo vi /etc/network/interfaces

Add the following:

auto ethl

iface ethl inet static
address 10.0.0.5
netmask 255.255.255.0
network 10.0.0.0
broadcast 10.0.0.255

Restart the networking to apply the changes:
sudo /etc/init.d/networking restart

To be able to synchronize the time on the server, we will install NTP:
sudo apt-get install ntp
(if error “unable to locate package” occurs, run sudo apt-get update)

To make the server synchronize the time with the first server, open the file /etc/ntp.conf and add:
server 10.0.0.1

Restart the NTP service afterwards to make the changes effective:
sudo /etc/init.d/ntp restart

Check server time:
date

Check the DNS configuration /etc/resolv.conf - it should look like:
search UECcloud.private
nameserver 10.0.0.1

Make sure that you have the latest version of Eucalyptus:
sudo apt-get upgrade eucalyptus

This is the last step of initial configuration for the second server in the cloud, and to make sure that the
configuration is implemented, restart the machine (sudo reboot) and eventually check the installed
features.

Now that we added the cluster, we can see it:
euca-describe-availability-zones
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Installation of sixth server (NC)

The Node Controller server, that is going to be added to our second cluster, would be configured as:

UECserver06 P Memory 4096 MB

Roles: NC -

Processor architecture: 64 bit EHard Disk (SCSI) 200 GB

VT: VT enabled (=) cD/DVD (IDE) Using drive D

Network: private (VMnet2) TENetwork Adapter  Custom (VMnet2)
EDispIay Auto detect

Mount the installation media, and boot from it. Choose the language — English. Follow the same steps as
installing other servers, until you reach to the point of configuring the network. Choose to configure the
network manually.

Set up static IP for the (private) network interface.
IP address 10.0.0.6

netmask 255.255.255.0

gateway 10.0.0.1

name server addresses: 10.0.0.1

Write “UECserver06” for the hostname. For the domain name, write “UECcloud.private”.

The installation can contact the CLC and get information about CLC, WS3, CC and SC components are
installed in the cloud, and offer to install the NC component on the server:

[11] Select cloud installation mode

There is already a Eucalyptus cluster controller.

Cloud installation mode:

<Continues

s huttons

Choose to install a NC.
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Now, we have to choose the cluster which the NC will be installed under. We want the NC to belong to the
second cluster we just created, “UECcluster02”:

1 [!!] Select cloud installation mode |

More than one cluster controller is available on your network. Select
which cluster you want this node to join.

Cluster controller:

LUECClustero? (192
LUECclusterdl (192.168.1.98:8774)

<Enter> actiwvates buttons

Configuring disks is done by following the same procedure as for the first server. Installing of the base
system starts, after that the configuring of the APT, then installing the software.

Again, if you get the error about hardware not supporting virtualization acceleration, please check if your
processor is VT-enabled (having VT extensions), and remember to turn that option on in BIOS.

(In our case, we get the error since we are installing UEC inside a virtual machine, where VT extensions are
not supported)

After the successful installation, the server reboots.

Post installation steps

As a first step, check the configuration of the network interface (eth0):
sudo vi /etc/network/interfaces

(Networking is implemented using bridging.)
To check network connectivity, try pinging an address that you positively know is giving response to ping
requests.

To be able to synchronize the time on the server, install NTP:
sudo apt-get install ntp
(if error “unable to locate package” occurs, run sudo apt-get update)

To make the server synchronize the time with the first server, openi the file /etc/ntp.conf and add:
server 10.0.0.1

Restart the NTP service afterwards to make the changes effective:
sudo /etc/init.d/ntp restart
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Check server time:
date

Check the DNS configuration /etc/resolv.conf - it should look like:
search UECcloud.private
nameserver 10.6.0.1

Make sure that you have the latest version of Eucalyptus:
sudo apt-get upgrade eucalyptus

Restart the NC:
sudo restart eucalyptus-nc

This is the last step of initial configuration for the third server in the cloud, and to make sure that the
configuration is implemented, restart the machine (sudo reboot) and eventually check the installed
features.

Verifying the cloud after the scale-out

The clusters present in the cloud are our two clusters:
euca-describe-availability-zones

The nodes present in the cloud are the three nodes, two belonging to first cluster, and one belonging to
second cluster:
sudo euca_conf --list-nodes

In the cloud’s web interface, both clusters are present in the configuration:
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Clusters:

Name: UECcluster02 | Blzi=efzi=p 8l zi=s

Cluster Controller

Host: 192.168.1.97

Dynamic public IP address assignment
Reserve for assignment | 10 public IP addresses
Maximum of 5 public IP addresses per user
Use VLAN tags 10 through 4095

Storage Controller

Name: (el Deregister Cluster

Cluster Controller

Host: 152.168.1.98

Dynamic public IP address assignment
Reserve for assignment | 10 public IP addresses
Maximum of 5 public IP addresses per user
Use VLAN tags 10 through | 4095

Storage Controller

Register cluster Save cluster configuration eI RT R0 Re |0

In HybridFox we can see both of the clusters under the availability zones:

Availability Zones

Name » State
UECclusterQ1 192.168.1.98
UECclusterQ2 192.168.1.97

Under Elastic IPs, we can see that the IP address pool is now comprised of the pools of the two clusters:

Your Elastic IPs
QLOLVWLU
Address + | Instance ID
192.168.1.196 nobedy
192.168.1.197 nobedy
192.168.1.198 nobody
192.168.1.199 nobody
192.168.1.200 nobedy
192.168.1.201 nobedy
192.168.1.202 nobedy
192.168.1.203 nobedy
192.168.1.204 nobody
192.168.1.205 nobody
192.168.1.206 nobedy
192.168.1.207 nobedy
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Launching an instance, we can now choose on which cluster we would like the instance to run:

-
Launch new instance(s)

AMI ID: emi-DES6106A

AMI Tag:

AMI Manifest: image.manifest.xml

SR eki-FA6D10E0 - ]
ARIID: eri-08E41151 - ]
Instance Type: [ mlaxlarge - ]
MNumber of instances - Min: 1 Max: 1

New Instance(s) Tag:

KeyPair: [admin . ]

Availability Zone:

<any > -

Additional Info:

Public Address: UECcluster0] (192.168.1.98)
Owernide Root Volume Size: | UECduster02 (192.168.1.97)
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