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Shane O'Conchúir


#### Abstract

This work explores confluence and termination in Milner's encoding of the $\lambda$-calculus as a bigraphical reactive system. In that work, the $\lambda$-calculus was extended with explicit subsitutions and the extension ( $\Lambda_{\text {sub }}$ ) was encoded as a bigraphical reactive system.

We prove that the reduction relation of the extension is confluent on ground terms and preserves strong normalisation (PSN) of $\beta$-reduction. This gives us corresponding proofs for the bigraphical encoding. The proofs are based on the strong relationship between $\Lambda_{\text {sub }}$ and the calculus $\lambda \mathrm{xgc}$ of Bloo and Rose. The notion of composition of substitutions in $\Lambda_{\text {sub }}$ and the problems it raises when attempting to prove PSN are discussed.

We then exploit similarities between $\Lambda_{\text {sub }}$ and the $\lambda l$ lxr calculus of Kesner and Lengrand to present a translation from $\Lambda_{\text {sub }}$ to a modified version of $\lambda l \mathrm{lxr}$. We show that reduction in the former may be simulated in the latter which leads to a clearer proof of PSN for $\Lambda_{\text {sub }}$.
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## Introduction

This report concerns $\Lambda_{\mathrm{sub}}$, a $\lambda$-calculus with explicit substitutions inspired by the $\lambda \sigma$ calculus of Abadi et al. [ACCL91] and presented by Milner [Mil04] ${ }^{1}$. The calculus has been used to present an encoding, ' $\Lambda$ big, of the $\lambda$-calculus in the bigraphical framework of Milner, Leifer, and Jensen [Mil01, Lei01, JM04, Mil05b] but we concentrate here on the properties that $\Lambda_{\text {sub }}$ has when viewed as an explicit substitution calculus.

Section 1.1 introduces the explicit substitution calculus $\Lambda_{\text {sub }}$. We describe aspects of the bigraphical encoding and compare the encoding and its reduction strategy to previous work in the $\pi$-calculus [Mil90] and the fusion calculus [PV98]. We also show that ' $\Lambda$ Big encodes the full reduction strategy for the $\lambda$-calculus.

Section 1.2 describes the calculus $\lambda \mathrm{xgc}$ of Bloo and Rose [BR95] and compares it to $\Lambda_{\text {sub }}$. Although the calculi were developed independently and $\Lambda_{\text {sub }}$ was based on $\lambda \sigma$, we find that Milner's calculus more closely resembles $\lambda \mathrm{xgc}$. The main difference as we will see is in how substitutions are performed.

The similarities between $\Lambda_{\text {sub }}$ and $\lambda \mathrm{xgc}$ led us to ask whether the proofs of confluence and preservation of strong normalisation (PSN) for $\lambda \mathrm{xgc}$ could be applied to $\Lambda_{\text {sub }}$. We investigate this in Sections 2.1 and 2.2. In Section 2.1, we prove that the rewrite relation of $\Lambda_{\text {sub }}$ is confluent. Section 2.2 contains proofs that certain subsets of the rewrite relation preserve strong normalisation of $\beta$-reduction. The proofs rest heavily on previous work by Bloo and Rose [BR95] where these two properties were proved for $\lambda \mathrm{xgc}$, a calculus inspired by $\lambda \sigma$. We use their proof strategy for our proofs.

In Section 2.2.2, we prove PSN for a subcalculus of $\Lambda_{\text {sub }}$ without certain interactions between substitutions. We identify the subset $\mathrm{SN}_{\Lambda_{\text {sub }}}$ of strongly normalising terms of $\Lambda_{\text {sub }}$ and show it to be a strict subset of the strongly normalising terms of $\lambda \mathrm{xgc}$. We then give a somewhat complicated, inductive proof of PSN.

Milner's calculus allows 'inter-substitution reduction', a reduction related to the notion of composition of substitutions which allows free occurences of variables in substitutions to be substituted for. This form of reduction is discussed throughout Section 2.2. It is explicit in the reduction rules which do not require a free occurrence of a variable to be located 'near' the substitution definition. This is possible in ' $\Lambda$ BIG due to the bigraphical linking structure (with multiple locality) and wide reaction rules. The wide substitution rule is unusual compared to traditional explicit substitution calculi which typically have a set of distribution rules which serve to distribute substitution through a term to the variable level. In Section 2.3, we note that $\Lambda_{\text {sub }}$ manages to mimic full composition of substitutions. In Section 3.1 we propose an extension to $\Lambda_{\text {sub }}$ (based on $\lambda \mathrm{xc}^{-}$) which allows a direct weak composition of substitutions. We propose that the extension retains confluence and PSN but do not support that here.

The bigraphical encoding of $\Lambda_{\text {sub }}$ shares similarities to the $\lambda$ lxr calculus of Kesner and Lengrand [KL05, KL] which is worth investigating as $\lambda l \mathrm{xr}$ is the first explicit substitution calculi with confluence, preservation of strong normalisation (PSN), and full composition of substitutions. We review the similarities in Section 1.3. We then introduce a modified version of $\lambda$ lxr which retains PSN. A translation from $\Lambda_{\text {sub }}$ to this modified calculus is given which results in a neater proof of PSN.

This work does not directly concern bigraph theory. Milner introduced his bigraphical encoding of the $\lambda$ calculus both as an application of local bigraphs and as a starting point for studying confluence in bigraphical reactive systems (BRSs). Although we prove closed confluence (confluence on terms without metavariables) of ' $\Lambda$ bIG, this work does not add to a general theory of confluence for bigraph theory. However, the technical tools employed by Bloo and Rose in their proofs of closed confluence - projection and the generalised interpretation method - may be helpful in proving this property in other bigraphical explicit substitution encodings of confluent calculi.

This report is (probably overly) long. An interest-oriented reading order is shown in Figure 1.

## Terminology and notation

We will assume that the reader is familiar with bigraph theory [JM04, Mil05b], the $\lambda$-calculus [Bar84], and rewrite systems [Ter03]. All the required background reading for this work can be found in [Mil05b, Mil04] and [Ros96a]. The main technical work (Sections 2.1, 2.2, and 2.4) can be read without much knowledge of bigraph theory.

The notation used here follows [Ros96a] and [Mil04]. For bigraphs, $\bumpeq$ denotes support-equivalence and $\circ$ denotes composition. $\Lambda$ denotes the set of $\lambda$-calculus terms and we use $\equiv$ to denote $\alpha$-equivalence of $\lambda$-terms.

The bulk of the notation concerns rewrite systems and rewrite rules. We call these concepts reduction systems and reduction rules respectively as does Rose [Ros96a] following Huet [Hue80]. We will mainly be working with
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Figure 1: Interest-oriented reading order
variants of the $\lambda$-calculus and will use $M, N, P, Q$, and $R$ to denote terms, $u, v, w, x, y$, and $z$ to denote variables, and $C$ and $D$ to denote contexts. In both $\Lambda_{\text {sub }}$ and $\lambda \mathrm{xgc}$, the set of terms (which is identical for both, assuming a variable convention introduced in the next section) is denoted by $\Lambda \mathrm{x}$.

When a reduction relation $\rightarrow$ has a unique normal form, we write $\downarrow(M)$ for the $\longrightarrow$-normal form of term $M$. The symbol $\xrightarrow{n}$ denotes $n$ consecutive reductions of $\longrightarrow$. The transitive closure of $\longrightarrow$ is denoted by ${ }^{ \pm}$, its reflexive closure is denoted by $\equiv_{>}$, and its transitive and reflexive closure is denoted by $\rightarrow$. When $\longrightarrow$ has unique normal forms, $\rightarrow$ denotes 'reduction to normal form'. We write $\rightarrow \mathrm{SN}$ when $\longrightarrow$ is stronglynormalising, $\rightarrow \mathrm{CR}$ when it has the Church-Rosser property, $\longrightarrow$ LC when it has weak confluence, $\longrightarrow \diamond$ when it has the diamond property, and $\longrightarrow \mathrm{UN}$ when it has unique normal forms.

We only consider confluence on terms without metavariables - closed confluence - in this work and typically omit 'closed' from now on. The following diagrams depict the terminology we use when discussing confluence.


Weak confluence states that when a term $a$ can reduce to two other terms $b_{1}$ and $b_{2}$ then there exists a common reduct, $c$, of the latter pair where $b_{1} \rightarrow c$ and $b_{2} \rightarrow c$. The other properties are defined similarly. Milner [Mil04] calls the diamond property one-step confluence and local confluence has also been called weak Church-Rosser or weak confluence. Any relation is confluent if and only if it has the Church-Rosser property (see [Ros96a] for a proof) and so we will use these terms interchangeably.

We will make one change from the presentation of $\Lambda_{\text {sub }}$ in [Mil04], representing an explicit substitution with angle brackets as opposed to square brackets. We make the same change for the presentation of explicit substitutions in $\lambda$ lxr. This choice of notation was made both to match that used by Bloo and Rose for $\lambda \mathrm{xgc}$ and to avoid confusion with substitution in the pure $\lambda$-calculus.

## Chapter 1

## Introduction to the calculi

### 1.1 The calculus $\Lambda_{\text {sub }}$ and its encoding

We will briefly introduce $\Lambda_{\text {sub }}$ and then comment on its encoding, ' $\Lambda$ BIG, into bigraphs. We refer the reader to [Mil04] for a full introduction to $\Lambda_{\text {sub }}$ and ' $\Lambda$ BIG. We do not discuss ' $\Lambda$ BIG much here. We will start by giving the inductive definition of the set $\Lambda \mathrm{x}$ of $\Lambda_{\text {sub }}$ terms as:

$$
M::=x \quad|\quad \lambda x . M \quad| \quad M N \quad \mid \quad M\langle x:=N\rangle
$$

where the notation $\langle x:=N\rangle$ represents an explicit substitution i.e. $M\langle x:=N\rangle$ is a term construction and should not be confused with the substitution meta-operation of the $\lambda$-calculus. We will refer to this set of terms as $\Lambda \mathrm{x}$. It is also the set of terms of $\lambda \mathrm{xgc}$.

The definition of free variables of terms is given as part of the translation of $\Lambda_{\text {sub }}$ into ${ }^{\prime} \Lambda$ bIG and so we introduce that first.

## Definition ( $\lambda$-terms into bigraphs [Mil05b]).

$$
\begin{array}{rll}
\llbracket x \rrbracket_{a, X} \uplus x & \stackrel{\text { def }}{=} & \operatorname{var}_{a x} \oplus X \\
\llbracket \lambda x . M \rrbracket_{a, X} & \stackrel{\text { def }}{=}\left(\operatorname{lam}_{a(b x)} \oplus \operatorname{id}_{X}\right) \llbracket M \rrbracket_{b, X \uplus x} \\
\llbracket M N \rrbracket_{a, X} & \stackrel{\text { def }}{=} & \left(\operatorname{app}_{a(b c)} \oplus \operatorname{id}_{X}\right)\left(\llbracket M \rrbracket_{b, X} \mid \llbracket N \rrbracket_{c, X}\right) \\
\llbracket M\langle x:=N\rangle \rrbracket_{a, X} & \stackrel{\text { def }}{=} & \left(\operatorname{sub}_{a(b d x)} \oplus \operatorname{id}_{X}\right)\left(\llbracket M \rrbracket_{b, X \uplus x} \mid\left(\operatorname{def}_{d x(c)} \oplus \operatorname{id}_{X}\right) \llbracket N \rrbracket_{c, X}\right) .
\end{array}
$$

The second index of a translation $\llbracket M \rrbracket_{a, X}$ is a set which must at least contain the free variables of $M$ in $\Lambda_{\text {sub }}$. $X$ may contain other names. This is necessary for technical reasons; in a bigraphical reactive system, the reactum of a rule must have the same set of free names as the redex. Therefore if a rule discards some free variables, the names of those variables persist through the reduction. For example, in the reduction

$$
\llbracket x\langle y:=z\rangle \rrbracket_{a,\{x, z\}} \quad \overrightarrow{\mathrm{D}} \llbracket x \rrbracket_{a,\{x, z\}}
$$

with all variables distinct, the reduct retains the free name $z$.
The translation allows us to derive the set of free variables of a $\Lambda \mathrm{x}$ term in $\Lambda_{\text {sub }}$ as:

$$
\begin{aligned}
\mathrm{fv}(x) & =\{x\} \\
\operatorname{fv}(\lambda x \cdot M) & =\mathrm{fv}(M) \backslash\{x\} \\
\mathrm{fv}(M N) & =\mathrm{fv}(M) \cup \mathrm{fv}(N) \\
\mathrm{fv}(M\langle x:=N\rangle) & =(\operatorname{fv}(M) \cup \operatorname{fv}(N)) \backslash\{x\}
\end{aligned}
$$

The last definition may be misleading. The translation from $\Lambda_{\text {sub }}$ to ' $\Lambda$ bIG highlights an implicit variable convention in $\Lambda_{\text {sub }}$. If we examine the translation, we see that the set of free variables of $N$ is disjoint from $\{x\}$. This last definition can therefore be written

$$
\mathrm{fv}(M\langle x:=N\rangle)=(\mathrm{fv}(M) \backslash\{x\}) \cup \mathrm{fv}(N)
$$

as $x \notin \mathrm{fv}(N)$. This convention is important to avoid variable capture (see below).
The reduction rules of $\Lambda_{\text {sub }}$, which we name after their encodings in ' $\Lambda$ BIG, are presented below in the manner of [Ros96a].

Definition (Reduction rules for $\Lambda_{\text {sub }}$ ). Define the following reductions on the set of $\Lambda_{\text {sub }}$ terms (more precisely, their contextual closure modulo $\equiv$ ).

1. $\overrightarrow{\mathrm{A}}$, Apply (substitution generation)

$$
\begin{equation*}
(\lambda x \cdot M) N \rightarrow M\langle x:=N\rangle \tag{A}
\end{equation*}
$$

2. $\overrightarrow{\mathrm{C}}$, Copy (wide/non-local/distant/external (explicit) substitution)

$$
\begin{equation*}
M\langle x:=N\rangle \rightarrow M^{\prime}\langle x:=N\rangle \quad \text { if } x \in \operatorname{fv}(M) \tag{C}
\end{equation*}
$$

where $M=C[x]$ and $M^{\prime}=C[N]$ for some $\Lambda \mathrm{x}$-context $C$ where this occurrence of $x$ is free.
3. $\overrightarrow{\mathrm{D}}$, Discard (garbage collection)

$$
\begin{equation*}
M\langle x:=N\rangle \rightarrow M \quad \text { if } x \notin \mathrm{fv}(M) \tag{D}
\end{equation*}
$$

As in [Ros96a], the subterm $N$ in $M\langle x:=N\rangle$ is called garbage if $x \notin \mathrm{fv}(M)$. This rule also exists in $\lambda \mathrm{xgc}$ and is called explicit garbage collection.
4. $\Lambda_{\text {sub }}$-reduction is $\overrightarrow{\mathrm{ACD}}=\overrightarrow{\mathrm{A}} \cup \overrightarrow{\mathrm{C}} \cup \overrightarrow{\mathrm{D}}$. We will also study the relation $\overrightarrow{\mathrm{CD}}=\overrightarrow{\mathrm{C}} \cup \overrightarrow{\mathrm{D}}$ and other combinations in later sections.

We choose to call $\overrightarrow{\mathrm{C}}$ wide substitution as the corresponding parametric reaction rule of ${ }^{\prime} \Lambda$ BIG is wide - it takes a bigraph with width two as its parameter. Milner describes such rules as non-local [Mil05a], and $\overrightarrow{\mathrm{C}}$ as substitution acting 'at a distance' [Mil05b]. In $\Lambda_{\text {sub }}$, the upshot is that in a $\overrightarrow{\mathrm{C}}$ ' redex, the free occurrence of the variable may be located apart from the substitution definition. This is in contrast to the distributive, local rules of most traditional explicit substitution calculi. Non-local reactions allow full composition of substitutions in $\Lambda_{\text {sub }}$, a feature which we will discuss particularly in the proof of PSN. Klop has called similar non-local substitutions in term graph rewrite systems external substitutions [Klo95].

In $\Lambda_{\text {sub }}$, a single $\beta$-reduction is imitated with $n+2$ reductions (where $n$ is the number of free occurrences of the variable to be substituted for) so that

$$
\text { if } M \underset{\beta}{\longrightarrow} N \text { then } M \underset{\mathrm{~A}}{\longrightarrow} \xrightarrow[\mathrm{C}]{\vec{n}} \underset{\mathrm{D}}{ } N \text {. }
$$

As with most explicit substitution calculi, the reductions which combine to imitate $\beta$-reduction may overlap (see Appendix A. 3 for an example). This behaviour can lead to calculi where confluence or PSN is not guaranteed. Melliès' counterexample to PSN for $\lambda \sigma$ [Me195] was unexpected and led to the study of other calculi which satisfy PSN. The work of Bloo, Rose, and Geuvers [BR95, Ros96a, Ros96b, Blo97, BG99] was instrumental in this line of research and is the basis for the proofs in Sections 2.1 and 2.2.

The rest of this section will discuss how bigraph theory can capture some of the important notions of the $\lambda$-calculus and how ' $\Lambda$ BIG relates to previous work. Some of the following also applies to the encoding of other calculi in bigraphs.

Variable convention In the $\beta$ reduction below, the free occurence of $x$ in $(\lambda x . \lambda y . x)$ is replaced by the argument $y$. To avoid variable capture, one typically employs a variable convention where the bound variables of a term are chosen to be different and distinct from the free variables of the term.

$$
(\lambda x \cdot \lambda y \cdot x) y \vec{\beta} \equiv_{\alpha} \lambda z \cdot y
$$

If $(\lambda x . \lambda y . x) y$ was a valid $\Lambda_{\text {sub }}$ term then we would have the reduction sequence:

$$
(\lambda x \cdot \lambda y \cdot x) y \underset{\mathrm{~A}}{\longrightarrow}(\lambda y \cdot x)\langle x:=y\rangle \overrightarrow{\mathrm{C}}(\lambda y \cdot y)\langle x:=y\rangle \overrightarrow{\mathrm{D}}(\lambda y \cdot y) .
$$

However, if we follow the translation rules, we get:

$$
\begin{aligned}
& \llbracket(\lambda x \cdot \lambda y \cdot x) y \rrbracket_{a, y \uplus Y} \\
= & \left(\operatorname{app}_{a(b c)} \oplus \mathrm{id}_{X}\right)\left(\llbracket \lambda x \cdot \lambda y \cdot x \rrbracket_{b, y \uplus Y} \mid\left(\operatorname{var}_{c y} \oplus Y\right)\right) \\
& \text { where } \\
& \llbracket \lambda x \cdot \lambda y \cdot x \rrbracket_{b, y \uplus Y} \\
= & \left(\operatorname{lam}_{b(d x)} \oplus \operatorname{id}_{y \uplus Y}\right) \llbracket \lambda y \cdot x \rrbracket_{d, y \uplus Y \uplus x} \\
= & \left(\operatorname{lam}_{b(d x)} \oplus \operatorname{id}_{y \uplus Y}\right)\left(\operatorname{lam}_{d(e y)} \oplus \operatorname{id}_{y \uplus Y \uplus x}\right) \llbracket x \rrbracket_{f, y \uplus Y \uplus x \uplus y} \\
= & \left(\operatorname{lam}_{b(d x)} \oplus \operatorname{id}_{y \uplus Y}\right)\left(\operatorname{lam}_{d(e y)} \oplus \operatorname{id}_{y \uplus Y \uplus x}\right)\left(\operatorname{var}_{f x} \oplus(y \uplus Y \uplus y)\right) .
\end{aligned}
$$

Since $y$ can not be disjoint from itself, we therefore assume that in $\Lambda_{\text {sub }}$, the bound names of a term are distinct from the free names.

This variable convention implicit in the translation from $\Lambda_{\text {sub }}$ to ${ }^{\prime} \Lambda$ BIG also means that the set of free variables of a term is preserved by $\overrightarrow{\mathrm{A}}$ reduction. Consider the following translation.

$$
\begin{aligned}
& \llbracket(\lambda x \cdot M) N \rrbracket_{a, X} \\
= & \left(\operatorname{app}_{a(b c)} \oplus \operatorname{id}_{X}\right) \circ\left(\llbracket(\lambda x \cdot M) \rrbracket_{b, X} \mid \llbracket N \rrbracket_{c, X}\right) \\
= & \left(\operatorname{app}_{a(b c)} \oplus \operatorname{id}_{X}\right) \circ\left(\left(\operatorname{lam}_{b(d x)} \oplus \operatorname{id}_{X}\right) \llbracket M \rrbracket_{d, X \uplus x} \mid \llbracket N \rrbracket_{c, X}\right)
\end{aligned}
$$

As $x$ is disjoint from $X$, it is not a free variable of $N$. This term reduces to

$$
\begin{array}{ll}
\overrightarrow{\mathrm{A}} & \left(\operatorname{sub}_{a(d b x)} \oplus \mathrm{id}_{X}\right) \circ\left(\llbracket M \rrbracket_{d, X \uplus x} \mid\left(\operatorname{def}_{b x(c)} \oplus \operatorname{id}_{X}\right) \llbracket N \rrbracket_{c, X}\right) \\
= & \llbracket M\langle x:=N\rangle \rrbracket_{a, X}
\end{array}
$$

where the entire term, $M$, and $N$ respectively have the same set of free variables as in $(\lambda x . M) N$.
Similarly, one can show that $(\lambda x . \lambda x . M)$ is not a valid term in $\Lambda_{\text {sub }}$ and we can therefore assume that nested abstractions or substitutions must have different bound names. We could take the stance that bound variables in a term do not have to be distinct as the terms $(\lambda x . z)(\lambda x . z)$ and $M\langle x:=\lambda x . M\rangle$ both have valid translations. However, as $\alpha$-equivalent terms have equivalent translations and reaction in ' $\Lambda$ BIG matches reduction in $\Lambda_{\text {sub }}$ [Mil04], we assume the following convention, following Barendregt [Bar84].

Convention (bound variables in $\Lambda_{\mathrm{sub}}$ ). When working in $\Lambda_{\mathrm{sub}}$, we assume that the bound names of a term are distinct and different from the free names of the term.

Bound variables In a ${ }^{\prime} \Lambda$ BIG term, a variable $x$ is bound by linking a $\lambda$-port from a var- or def-node to a (binding) $\lambda$-port of a lam- or sub-node. This binding ensures that the variable cannot be accessed outside of the node on which the binding port lies i.e. we have a sort of name-scoping. This feature of bigraphs fits neatly with the $\lambda$-calculus.

Further, this bound link is an edge. An edge in a bigraph forms part of the support set of the bigraph. Two bigraphs are said to be support-equivalent when they are the same up to an isomorphism of their support sets. Hence, support-equivalence naturally encodes $\alpha$-equivalence for the $\lambda$-calculus.

Instantiation Replication of terms in the $\lambda$-calculus e.g. $\quad(\lambda x . x x) N \underset{\beta}{\longrightarrow} N N$ and destruction of terms e.g. $((\lambda x . \lambda y . y) M) N \underset{\beta}{\longrightarrow} N$ can be encoded in bigraphs via the notion of instantiation. Roughly speaking, instantiation is the bigraphical mechanism which allows the parameters of the redex in a parametric reaction rule to be discarded or copied in the reactum. It is also crucial for encoding the $\pi$-calulus as it allows replication.
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Figure 1.1: Abstract syntax trees for $(\lambda y \cdot x y) z$ and a representation of the corresponding bigraph $\operatorname{app}_{a(b c)} \circ$ $\left(\operatorname{lam}_{b(d y)} \circ \operatorname{app}_{d(e f)} \circ\left(\operatorname{var}_{e x} \mid \operatorname{var}_{f y}\right) \mid \operatorname{var}_{c z}\right)$

Explicit substitution Explicit substitution in ${ }^{\prime} \Lambda$ bIG is represented with the help of a pair of controls, def and sub. A $\beta$-reduction $(\lambda x . M) N \rightarrow M[x:=N]$ is encoded as a three-part reduction sequence. First, an explicit substitution is generated, introducing a def node and a sub node into the bigraph. The def node encompasses the term $N$, representing 'this is to be copied.' The sub node both takes a hold of all free occurrences of $x$ in $M$ and encompasses both $M$ and the def node. Next, all the free variables $x$ in $M$ are substituted with $N$, one at a time. Informally, the sub node picks one of its free $x \mathrm{~s}$, throws it away and puts the contents of the def node $(N)$ in its place. Finally, the explicit substitution is discarded (garbage-collected) i.e. the sub node is thrown away and the def node and its contents are thrown away. We are left with a bigraph representing $M[x:=N]$. This description is simplistic as these non-atomic (in the sense of $\beta$-reduction) reductions may interleave (see Appendix A.3).

The term $M\langle x:=N\rangle$ can also be described as ' $M$ placed in a substitution context where $x$ is defined to be $N^{\prime}$. This description is represented in the encoding by placing $\llbracket M \rrbracket$ inside a sub node where all free $x \mathrm{~s}$ in $M$ are connected to a def node containing $\llbracket N \rrbracket$.

The combination of names with multiple locality, wide reactive rules, and active controls means that a free occurrence of $x$ anywhere below a substitution $\langle x:=N\rangle$ may be replaced by $N$. Specifically, this allows substitutions to replace such occurrences in substitutions below them e.g.

$$
N\langle x:=y\rangle\langle y:=P\rangle \stackrel{\longrightarrow}{\mathrm{C}} N\langle x:=P\rangle\langle y:=P\rangle .
$$

This behaviour is known as composing substitutions, is not present in all explicit substitution calculi, and may break PSN. For example, this behaviour breaks PSN for $\lambda \sigma$ and is not allowed in $\lambda \mathrm{xgc}$ (which has PSN). Calculi exist which have both PSN and composition of substitutions in some form but few have both PSN and full composition of substitutions as $\Lambda_{\text {sub }}$ has (see Section 2.3). We will show that $\Lambda_{\text {sub }}$ and ' $\Lambda$ BIG both have full composition of substitutions, can simulate $\beta$-reduction, are confluence, and have PSN. To date and to our knowledge, the only other explicit substitution calculus which has these properties is $\lambda l \mathrm{lxr}$, introduced later.

Relating ' $\Lambda$ BIG to previous work in the $\pi$-calculus There are - perhaps unsurprisingly - some nice similarities between the encoding of the lazy $\lambda$-calculus in the $\pi$-calculus [Mil90] and ' $\Lambda$ big.

In the former, abstractions are encoded as:

$$
\llbracket \lambda x \cdot M \rrbracket u \stackrel{\text { def }}{=} u(x) \cdot u(v) \cdot \llbracket M \rrbracket v
$$

where the names $x$ and $v$ are bound. In this encoding, the names $u$ and $v$ are used as means of tagging terms and passing them around.

In ' $\Lambda$ big, abstractions are encoded as:

$$
\llbracket \lambda x \cdot M \rrbracket_{u, X} \stackrel{\text { def }}{=}\left(\operatorname{lam}_{u(v x)} \oplus \operatorname{id}_{X}\right) \llbracket M \rrbracket_{v, X \uplus x}
$$

where again $x$ and $v$ are bound. In this encoding, the names $u$ and $v$ are called tag-names and $x$ is called a $\lambda$-name.

For the encoding of variables; in the $\pi$-calculus, $\llbracket x \rrbracket u \xlongequal{\text { def }} \bar{x} u$ while in ' $\Lambda$ bIG the translation is $\operatorname{var}_{u x} \oplus X$ for some set $X$. In both cases, the names $u$ and $x$ are free.

The encoding of an 'environment entry' used for substitution in the $\pi$-calculus is:

$$
\llbracket x:=M \rrbracket \stackrel{\text { def }}{=}!x(w) \cdot \llbracket M \rrbracket w
$$

This replicated term keeps the substitution definition alive, within the scope of the substitution, until no more substitutions may be performed. Then, the replicated term may be garbage-collected through strong bisimilarity. This is similar to the case in ' $\Lambda$ BIG where instantiation keeps the explicit substitution alive by copying $M$ and garbage-collection is represented with an explicit reduction rule.

An interesting point is that variables of the $\lambda$-calculus are treated as controls in ${ }^{\prime} \Lambda$ BIG whereas in the bigraphical encoding of the asynchronous $\pi$-calculus [JM04], names are treated as names in the encoding. This would appear quite sensible as a variable of the $\lambda$-calculus is also a $\lambda$-term while the same is not true of a $\pi$-calculus name and the two calculi are built around different paradigms. However, we feel it is helpful to collect intuitions on these encoding choices. ${ }^{1}$

Reduction strategies Another interesting feature of ' $\Lambda$ BIG, arising from the general bigraph theory, is that reductions may be applied to any subterm of a term. This includes, as with $\lambda \mathrm{xgc}$, substitution inside an explicit substitution i.e.

$$
\text { if } N \longrightarrow N^{\prime} \text { then } M\langle x:=N\rangle \longrightarrow M\left\langle x:=N^{\prime}\right\rangle .
$$

Aside from the full evaluation strategy [Bar84] of the $\lambda$-calculus (Figure 1.2), other strategies include the lazy

$$
\overline{(\lambda x \cdot M) N \rightarrow M[x:=N]}
$$

( $\beta$ )

$$
\frac{M \longrightarrow M^{\prime}}{(\lambda x . M) \longrightarrow(\lambda x . M)}
$$

( $\xi$ )

$$
\frac{M \longrightarrow M^{\prime}}{M N \longrightarrow M^{\prime} N}
$$

( $\nu)$

$$
\frac{N \longrightarrow N^{\prime}}{M N \longrightarrow M N^{\prime}}
$$

( $\mu$ )

Figure 1.2: Full evaluation strategy for the $\lambda$-calculus
reduction strategy, having the rules $\beta$ and $\nu$, and the strong lazy reduction strategy, having the rules $\beta, \nu$ and $\xi$.
Milner [Mil90] showed that the $\pi$-calculus could encode the lazy $\lambda$-calculus and the call-by-value $\lambda$ calculus. Parrow and Victor [PV98] later showed that the fusion calculus could encode the strong lazy $\lambda$-calculus through a slight modification of the encoding in [Mi190], utilising the symmetry in their calculus.

Since bigraphs build on ideas from both of these calculi, we would like it to be able to encode at least the strong lazy $\lambda$-calculus. It turns out that $\Lambda_{\text {sub }}$, and hence ' $\Lambda$ bIG, encodes the full evaluation strategy. This is shown in Theorem 8, Section 2.1, which states: for $\lambda$-terms $M$ and $N$,

$$
M \overrightarrow{\mathrm{ACD}} N \Longleftrightarrow M \vec{\beta} N
$$

so that $\beta$-reduction may be simulated step-by-step in ' $\Lambda$ big.

[^2]
### 1.2 The calculus $\lambda \mathrm{xgc}$

$\lambda \mathrm{xgc}$ [BR95, Ros96b, Blo97], due to Bloo and Rose, is a refinement of the $\lambda$-calculus in the tradition of $\lambda \sigma$ [ACCL91]. It is an explicit substitution calculus with (explicit) garbage collection.

The motivation behind comparing $\Lambda_{\text {sub }}$ and $\lambda \mathrm{xgc}$ is as follows. $\Lambda_{\text {sub }}$ uses explicit substitution, names as opposed to de Bruijn notation in its inference rules, and a form of explicit garbage collection [Ros92] so it seems sensible to compare $\Lambda_{\text {sub }}$ to a version of the $\lambda$-calculus which has these properties, as $\lambda \mathrm{xgc}$ has.
$\lambda \sigma$ [ACCL91] has the first of these properties but lacks the notion of explicit garbage collection inherent in $\lambda \mathrm{xgc}$ [Ros96a]. A variant of $\lambda \sigma$ using names was discussed in section 3.3 of [ACCL91] but has some complications as described in that work and in [Ros96a]. As a result, [ACCL91] concentrates mostly on a presentation using de Bruijn notation.

There are some immediate similarities between $\Lambda_{\text {sub }}$ and $\lambda \mathrm{xgc}$. They both have the same set of terms (assuming variable conventions). The definition of free variables is identical. In terms of reaction/reduction relations, $\overrightarrow{\mathrm{A}}$ and $\overrightarrow{\mathrm{D}}$ respectively match $\overrightarrow{\mathrm{b}}$ and $\overrightarrow{\mathrm{gc}}$ from [Ros96a] exactly. Further, in $\lambda \mathrm{xgc}$, reductions are allowed inside explicit substitutions.

One crucial difference between the calculi is that $\lambda \mathrm{xgc}$ propagates explicit substitutions to the variable level of a term (see the definition below), inducting over the structure, whereas substitution can act at a distance in $\Lambda_{\text {sub }}$. $\Lambda_{\text {sub }}$ also allows full composition of substitutions whereas $\lambda \mathrm{xgc}$ does not allow substitutions to be composed (although extensions of $\lambda \mathrm{xgc}$ do - see Sections 2.3.3-2.3.5). We will see later that this composition in $\Lambda_{\text {sub }}$ means that its set of strongly normalising terms is a subset of that of $\lambda \mathrm{xgc}$.

Both calculi share a rule for garbage collection at a distance - explicit garbage collection. $\lambda \mathrm{xgc}$ has a local garbage-collection rule $\overrightarrow{\mathrm{xvgc}}>$ which begs the question why a non-local rule is useful. One answer is that $\overrightarrow{\mathrm{gc}}$ allows for short-cuts where a useless substitution (garbage) does not propagate through a term but is discarded immediately. However, Rose [Ros96a] states that the main technical reason for the existence of explicit garbage collection in $\lambda \mathrm{xgc}$ is that it greatly eases the proof of PSN. It seemed reasonable to be able to adapt their work to prove these properties for $\Lambda_{\text {sub }}$, especially since the proof of PSN rested upon $\overrightarrow{\mathrm{gc}}$.

The reduction rules of $\lambda \mathrm{xgc}$ are as follows.
Definition ( $\lambda \mathrm{xgc}$ reduction). $\overrightarrow{\mathrm{x}}$, explicit substitution, is the contextual closure (modulo $\equiv$ ) of the union of

$$
\begin{align*}
& x\langle x:=N\rangle \rightarrow N  \tag{xv}\\
& x\langle y:=N\rangle \rightarrow x, \quad \text { if } x \neq y  \tag{xvgc}\\
& (\lambda x . M)\langle y:=N\rangle \rightarrow \lambda x . M\langle y:=N\rangle  \tag{xab}\\
& \left(M_{1} M_{2}\right)\langle y:=N\rangle \rightarrow M_{1}\langle y:=N\rangle M_{2}\langle y:=N\rangle \tag{xap}
\end{align*}
$$

$\lambda \mathrm{xgc}-$ reduction is $\overrightarrow{\mathrm{bxgc}}=\overrightarrow{\mathrm{b}} \cup \overrightarrow{\mathrm{x}} \cup \overrightarrow{\mathrm{gc}}$ where $\overrightarrow{\mathrm{b}}=\overrightarrow{\mathrm{A}}$ and $\overrightarrow{\mathrm{gc}}=\overrightarrow{\mathrm{D}}$.
The condition that $x \neq y$ is implicit in (xab) rule as the variable convention is also employed for $\lambda \mathrm{xgc}$. The main differences between $\overrightarrow{\mathrm{ACD}}$ and $\overrightarrow{\mathrm{bxgc}}$ are that:
(i) $\overrightarrow{\mathrm{C}}$ enables substitutions to be performed without migrating the explicit substitutions inside terms as $\lambda \mathrm{xgc}$ does via the xab and xap rules. This wide substitution is made possible partly due to the linking structure of bigraphs which connects a substitution to free occurences of the variable to be replaced. This is certainly a nice feature of bigraphs but it also prevents us from using some inductive techniques that Bloo and Rose employed in their proofs. As a result, some of our proofs in Sections 2.1 and 2.2 are necessarily different or more verbose from the originals.
(ii) $\overrightarrow{\mathrm{C}}$ allows inter-substitution reduction (composition of substitutions) e.g.

$$
N\langle x:=y\rangle\langle y:=P\rangle \overrightarrow{\mathrm{C}} N\langle x:=P\rangle\langle y:=P\rangle .
$$

This form of reduction is not possible in $\lambda \mathrm{xgc}$ which can only push substitutions inside applications or abstractions. This has consequences for the proof of PSN later but for now we will just remark that the set of strongly normalising terms of $\overrightarrow{\mathrm{ACD}}$ is smaller than that of $\overrightarrow{\mathrm{bxgc}}$.
(iii) Given a term $x\langle x:=N\rangle, \lambda \mathrm{xgc}$ may perform a single xv step to reach the term $N$ whereas $\Lambda_{\text {sub }}$ must perform a C step followed by a D step $-\overrightarrow{\mathrm{xv}}$ automatically garbage collects having replaced the only free
occurrence of a variable whereas C does not garbage collect as in the general case there may be more free occurrences of $x$ under the substitution.
(iv) The xvgc rule becomes redundant in $\Lambda_{\text {sub }}$ since if $M \overrightarrow{\mathrm{xvgc}} N$ in $\lambda \mathrm{xgc}$ then $M \overrightarrow{\mathrm{gc}} N$ in $\Lambda_{\text {sub }}$ (and $\lambda \mathrm{xgc}$ ).

For an intuition into comparing substitutions in the calculi, note that given a term $M$ such that $M \overrightarrow{\mathrm{x}} \boldsymbol{X} N$ we have that $M \overrightarrow{\mathrm{CD}} N$ also i.e. the normal forms of $\overrightarrow{\mathrm{x}}$ and $\overrightarrow{\mathrm{CD}}$ coincide.

Finally, Martin Elsman shared this intuition with me:
"Informally, one can think of reductions in $\lambda \mathrm{xgc}$ involving explicit substitutions to encode some kind of 'reference counting' whereas in $\Lambda_{\text {sub }}$, garbage collection is closer to 'reference tracing' as reductions involve finding all free variables $\mathrm{fv}(N)$ of a term $N$ in $N\langle x:=M\rangle$.
"On the other hand, substitution distribution in $\lambda \mathrm{xgc}$ also involves traversing the term, although this is done lazily!"

### 1.3 The calculus $\lambda \mathrm{lxr}$

$\lambda \mathrm{lxr}$ [KL05, KL] is an explicit substitution calculus which is a sound and complete computational counterpart to the intuitionistic part of the Proof Nets of Linear Logic [Gir87]. It is also the first published explicit substitution calculus to enjoy the properties of confluence, PSN, and full composition of substitutions. We concentrate on these properties here and do not review the typing system of $\lambda l x r$ or its connection to linear logic.
$\lambda l x r$ builds partly on work by David and Guillaume on the $\lambda_{w s}$ calculus [DG01]. The $\lambda_{w s}$ calculus allowed a level of composition of substitutions whilst retaining PSN and was one of the first explicit substitution calculi which satisfied step-by-step simulation of $\beta$-reduction, confluence on terms with metavariables, and PSN.

The set of terms of $\lambda l \mathrm{xr}$ is similar to that of $\lambda \mathrm{xgc}$. It is defined (with a slight change of notation) by:

$$
M::=x|\lambda x \cdot M| M N|M\langle x:=N\rangle| W_{x}(M) \mid C_{x}^{y, z}(M)
$$

The two new constructors are $W_{x}(M)$, an explicit weakening, and $C_{x}^{y, z}$, an explicit contraction. The sets of free variables are as before for the old constructors. $x$ is free in $W_{x}(M)$ and $C_{x}^{y, z}$ whereas $y$ and $z$ are bound in the latter. Again, we follow a variable convention where each bound name of a term $M$ is distinct and different from any free names in $M$.

We now discuss three important features in $\lambda l \mathrm{xr}$ - weakenings, contractions, and linearity of terms ${ }^{2}$.
The term $W_{x}(M)$ is an annotated form of $M$ which states that the free variable $x$ does not occur free in $M$. As it is explicitly part of the syntax, it can play a rôle in the reduction relation of $\lambda$ lxr and weakenings are in fact used to provide an explicit garbage collection rule. For example, consider the term $W_{x}(M)\langle x:=N\rangle$. As $x$ does not occur free in $M$, we may want to garbage collect the substitution. The rule ( $W e a k 1$ ) in Figure 1.4 does precisely this. Kesner and Lengrand note that weakenings in $\lambda l x r$ may always be pulled out to the top level allowing efficient garbage collection whereas $\lambda_{w s}$ cannot pull its labels out to the top-level. We note that in ${ }^{\prime} \Lambda$ big, substitutions are never propagated through terms and garbage collection is always at its most efficient.

Substitution in $\lambda l \mathrm{xr}$ is defined as a set of distributive rules. Weakenings also allow efficient propagation of substitutions. For example, propagating the substitution $x:=N$ through $W_{x}(M)$ is pointless as no substitution can take place. Indeed, the reduction rules do not permit this propagation.

Another interesting property of weakenings is that they allow free variables to be kept through reduction. The two destructive rules are (Var) and (Weak1). As expected, the substitution rule (Var) does not lose free variables. Interestingly, the garbage collection rule (Weak1) remembers the free variables of the discarded substitution via a weakening. Kesner and Lengrand compare this preservation of free variables to "interface preserving" [Laf90] in interaction nets ${ }^{3}$. This property is also present in ' $\Lambda$ bIG where, due to the preservation of outer interfaces through reduction, free variables are remembered through reaction.

Contractions in $\lambda \mathrm{lxr}$ allow the linearity of terms discussed below. The term $C_{x}^{y, z}(M)$ may be read as ' $M$ where $y$ and $z$ are $x$.,

Terms in $\lambda$ lxr may always be assumed to be linear. A term $M$ is linear if "in every subterm, every variable has at most one free occurrence, and every binder binds a variable that does have a free occurrence (and hence only one)" [KL05]. It is possible to translate every $\lambda$-term to a (linear) $\lambda$ lxr term. This linearity appears to be a large factor in allowing $\lambda$ lxr to retain PSN whilst having full composition of substitutions (FCS). The $\xrightarrow[\text { xap }]{ }$ rule in $\lambda \mathrm{xgc}$ duplicates substitutions unconditionally and possibly unnecessarily - free occurrences of the bound variable may not exist in either branch of the application. This unconditional copying of substitutions features in the counterexamples of PSN in Section 2.3. The (Cont1) rule which copies substitutions in $\lambda$ lxr does so conditionally and out of necessity - there is always guaranteed to be exactly two free occurrences of $y$ and $z$ below the contraction $C_{x}^{y, z}$.

The congruence axioms and reduction rules for $\lambda l \mathrm{xr}$ can be found in Figures 1.3 and 1.4 respectively. The congruence axioms were chosen to strengthen the relationship between $\lambda l \mathrm{xr}$ and Proof Nets and we consider them in the next section in terms of equivalence in ${ }^{\prime} \Lambda$ big.

In the reduction rules, the notation $R_{\Delta}^{\Phi}(M)$, where $\Phi$ and $\Delta$ are finite lists (with no repetition) of distinct variables and equal length, denotes the result of simultaneously replacing $x \in \Phi$ in $M$ with $y \in \Delta$ where both variables occur as the $i^{t h}$ variable in their respective lists. The meta-notation $W_{\mathrm{fv}(N)}$ and $C_{\Phi}^{\Delta, \Pi}$ denotes multiple weakenings and contractions - the order is irrelevant up to congruences $\equiv_{C 2_{c}}$ and $\equiv_{C_{w}}$.

Many of the reduction rules of $\lambda l \mathrm{xr}$ (especially in System r) deal with pulling weakenings outwards and pushing contractions inwards. Linearity of terms means that substitutions are not replicated during propagation

[^3]| $C_{w}^{x, v}\left(C_{x}^{z, y}(M)\right)$ | $\equiv_{A}$ | $C_{w}^{x, y}\left(C_{x}^{z, v}(M)\right)$ | if $x \neq y, v$ |
| :--- | :--- | :--- | :--- |
| $C_{x}^{y, z}(M)$ | $\equiv_{C 1_{c}}$ | $C_{x}^{z, y}(M)$ |  |
| $C_{x^{\prime}, z^{\prime}}^{y^{\prime}}\left(C_{x}^{y, z}(M)\right)$ | $\equiv_{C 2_{c}}$ | $C_{x}^{y, z}\left(C_{x^{\prime}, z^{\prime}}^{y^{\prime}}(M)\right)$ | if $x \neq y^{\prime}, z^{\prime} \& x^{\prime} \neq y, z$ |
| $W_{x}\left(W_{y}(M)\right)$ | $\equiv_{C_{w}}$ | $W_{y}\left(W_{x}(M)\right)$ |  |
| $M\langle x:=P\rangle\langle y:=Q\rangle$ | $\equiv_{S}$ | $M\langle y:=Q\rangle\langle x:=P\rangle$ | if $y \notin \mathrm{fv}(P) \& x \notin \mathrm{fv}(Q)$ |
|  |  |  | $\& x \neq y$ |
| $C_{w}^{y, z}(M)\langle x:=P\rangle$ | $\equiv_{\text {Cont } 2}$ | $C_{w}^{y, z}(M\langle x:=P\rangle)$ | if $x \neq w \& y, z \notin \mathrm{fv}(P)$ |

Figure 1.3: Congruences for $\lambda l \mathrm{xr}$
$(\lambda x . M) N \quad \longrightarrow_{B} \quad M\langle x:=N\rangle$

## System X

| $(\lambda y \cdot M)\langle x:=N\rangle$ | $\longrightarrow_{\text {Abs }}$ | $\lambda y \cdot M\langle x:=N\rangle$ |  |
| :--- | :--- | :--- | :--- |
| $(M N)\langle x:=P\rangle$ | $\longrightarrow_{\text {App } 1}$ | $M\langle x:=P\rangle N$ | $x \in \operatorname{fv}(M)$ |
| $(M N)\langle x:=P\rangle$ | $\longrightarrow_{\text {App } 2}$ | $M N\langle x:=P\rangle$ | $x \in \operatorname{fv}(N)$ |
| $x\langle x:=M\rangle$ | $\longrightarrow_{\text {Var }}$ | $M$ |  |
| $W_{x}(M)\langle x:=N\rangle$ | $\longrightarrow_{\text {Weak } 1}$ | $W_{\mathrm{fv}}(N)(M)$ |  |
| $W_{y}(M)\langle x:=N\rangle$ | $\longrightarrow_{\text {Weak } 2}$ | $W_{y}(M\langle x:=N\rangle)$ | $x \neq y$ |
| $M\langle x:=P\rangle\langle y:=Q\rangle$ | $\longrightarrow_{\text {Comp }}$ | $M\langle x:=P\langle y:=Q\rangle\rangle$ | $y \in \mathrm{fv}(P)$ |
|  |  |  |  |
| $C_{x}^{y, z}(M)\langle x:=N\rangle$ | $\longrightarrow_{\text {Cont } 1}$ | $C_{\Phi}^{\Delta, \Pi}\left(M\left\langle y:=N_{1}\right\rangle\left\langle z:=N_{2}\right\rangle\right)$ | where |
|  |  |  | $\Phi:=\mathrm{fv}^{\Delta}(N)$ |
|  |  |  | $N_{1}=R_{\Delta}^{\Phi}(N)$ |
|  |  | $N_{2}=R_{\Pi}^{\Phi}(N)$ |  |

## System r

| $\lambda x . W_{y}(M)$ | $\longrightarrow{ }_{W} A b s$ | $W_{y}(\lambda x . M)$ | $x \neq y$ |
| :---: | :---: | :---: | :---: |
| $W_{y}(M) N$ | $\longrightarrow W$ App 1 | $W_{y}(M N)$ |  |
| $M W_{y}(N)$ | $\longrightarrow_{W}{ }_{\text {App } 2}$ | $W_{y}(M N)$ |  |
| $M\left\langle x:=W_{y}(N)\right\rangle$ | $\longrightarrow W_{\text {Subs }}$ | $W_{y}(M\langle x:=N\rangle)$ |  |
| $C_{w}^{y, z}\left(W_{y}(M)\right)$ | $\longrightarrow$ Merge | $R_{w}^{z}(M)$ |  |
| $C_{w}^{y, z}\left(W_{x}(M)\right)$ | $\longrightarrow$ Cross | $W_{x}\left(C_{w}^{y, z}(M)\right)$ | $x \neq y, z$ |
| $C_{w}^{y, z}(\lambda x . M)$ | $\longrightarrow_{C A} A$ | $\lambda x . C_{w}^{y, z}(M)$ |  |
| $C_{w}^{y, z}(M N)$ | $\longrightarrow C A p p 1$ | $C_{w}^{y, z}(M) N$ | $y, z \in \mathrm{fv}(M)$ |
| $C_{w}^{y, z}(M N)$ | $\longrightarrow C A p p 2$ | $M C_{w}^{y, z}(N)$ | $y, z \in \mathrm{fv}(N)$ |
| $C_{w}^{y, z}(M\langle x:=N\rangle)$ | $\longrightarrow$ C Subs | $M\left\langle x:=C_{w}^{y, z}(N)\right\rangle$ | $y, z \in \mathrm{fv}(N)$ |

Figure 1.4: Reduction rules for $\lambda l \mathrm{xr}$
through a term unless a contraction is reached in which case the substitution is duplicated and the copies renamed to maintain linearity (Cont1). Besides these rules, the main ones corresponding roughly to $\overrightarrow{\mathrm{ACD}}$ are substitution introduction $(B)$, copying (Var), and explicit garbage collection (Weak1). There is then one reduction rule for explicit composition of substitutions (Comp). Note that this rule only takes care of the case $y \in \operatorname{fv}(P)$ however, the other case $y \in \operatorname{fv}(M)$ is taken care of by the $\equiv_{S}$ congruence (assuming linearity and the variable convention). This allows $\lambda$ lxr FCS.

The reduction relation $\longrightarrow \lambda_{\mathrm{lxr}}$ of $\lambda \mathrm{lxr}$ is the union of the reduction rules in Figure 1.4 modulo the congruences in Figure 1.3. To tie in with our remarks in Section 2.2.2 on intersubstitution reduction in $\Lambda_{\text {sub }}$, the $\lambda$ lxr reduction sequence below corresponds to the $\Lambda_{\text {sub }}$ sequence $Z \overrightarrow{\mathrm{ACD}} z\langle x:=\Omega\rangle$.

$$
\begin{array}{ll} 
& z\langle x:=u v\rangle\left\langle u:=\lambda a . C_{a}^{b, c}(b c)\right\rangle\left\langle v:=\lambda d . C_{d}^{e, f}(e f)\right\rangle \\
\longrightarrow_{(\text {Comp })} & z\left\langle x:=(u v)\left\langle u:=\lambda a . C_{a}^{b, c}(b c)\right\rangle\right\rangle\left\langle v:=\lambda d . C_{d}^{e, f}(e f)\right\rangle \\
\longrightarrow_{(\text {Comp })} & z\left\langle x:=(u v)\left\langle u:=\lambda a . C_{a}^{b, c}(b c)\right\rangle\left\langle v:=\lambda d . C_{d}^{e, f}(e f)\right\rangle\right\rangle \\
\longrightarrow_{(\text {App } 1)} & z\left\langle x:=\left(u\left\langle u:=\lambda a . C_{a}^{b, c}(b c)\right\rangle v\right)\left\langle v:=\lambda d . C_{d}^{e, f}(e f)\right\rangle\right\rangle \\
\longrightarrow_{(\text {App } 2)} & z\left\langle x:=u\left\langle u:=\lambda a . C_{a}^{b, c}(b c)\right\rangle v\left\langle v:=\lambda d . C_{d}^{e, f}(e f)\right\rangle\right\rangle \\
\longrightarrow_{(\text {Var })} & z\left\langle x:=\left(\lambda a . C_{a}^{b, c}(b c)\right) v\left\langle v:=\lambda d . C_{d}^{e, f}(e f)\right\rangle\right\rangle \\
\longrightarrow_{(\text {Var })} & z\left\langle x:=\left(\lambda a . C_{a}^{b, c}(b c)\right)\left(\lambda d . C_{d}^{e, f}(e f)\right)\right\rangle
\end{array}
$$

We write $\longrightarrow_{\lambda}^{*}{ }_{\lambda \mathrm{xr}}$ to denote the reflexive closure of $\longrightarrow_{\lambda \mathrm{lxr}}$.
We again stress that we are only looking at $\lambda l \mathrm{xr}$ as an explicit substitution calculus here and we refer the reader to the original texts to get a full appreciation of its deeper connections to other fields of research.

### 1.3.1 Comparing $\lambda l \mathrm{xr}$ and ' $\Lambda$ bIG

In $\lambda$ lxr, a weakening $W_{x}(M)$ states that $x$ does not occur free in $M$. In ' $\Lambda$ bIG, we may consider weakenings as adding an idle name to a term. This is achieved by tensoring the bigraph $x: \epsilon \rightarrow\{x\}$ to the ' $\Lambda$ BIG term representing $M$. Similarly, a contraction $C_{x}^{y, z}(M)$ could be represented by a substitution bigraph $x / y \mid x / z$ composed with the ' $\Lambda$ BIG term representing $M$. These observations suggest the translation below from $\lambda$ lxr to ' $\Lambda$ BIG which we base on Milner's translation from $\Lambda_{\text {sub }}$.

$$
\begin{aligned}
\llbracket x \rrbracket_{a, X \uplus x} & \stackrel{\text { def }}{=} \operatorname{var}_{a x} \oplus X \\
\llbracket \lambda x \cdot M \rrbracket_{a, X} & \stackrel{\text { def }}{=}\left(\operatorname{lam}_{a(b x)} \oplus \operatorname{id}_{X}\right) \llbracket M \rrbracket_{b, X \uplus x} \\
\llbracket M N \rrbracket_{a, X} & \stackrel{\text { def }}{=}\left(\operatorname{app}_{a(b c)} \oplus \operatorname{id}_{X}\right)\left(\llbracket M \rrbracket_{b, X} \mid \llbracket N \rrbracket_{c, X}\right) \\
\llbracket M\langle x:=N\rangle \rrbracket_{a, X} & \stackrel{\text { def }}{=}\left(\operatorname{sub}_{a(b d x)} \oplus \operatorname{id}_{X}\right)\left(\llbracket M \rrbracket_{b, X \uplus x} \mid\left(\operatorname{def}_{d x(c)} \oplus \operatorname{id}_{X}\right) \llbracket N \rrbracket_{c, X}\right) \\
\llbracket W_{x}(M) \rrbracket_{a, X \uplus x} & \stackrel{\text { def }}{=}\left(x \otimes \operatorname{id}_{a} \oplus \operatorname{id}_{X}\right)\left(\llbracket M \rrbracket_{a, X}\right) \\
\llbracket C_{x}^{y, z}(M) \rrbracket_{a, X \uplus x} & \stackrel{\text { def }}{=}\left(x / y \mid x / z \otimes \operatorname{id}_{a} \oplus \operatorname{id}_{X}\right)\left(\llbracket M \rrbracket_{a, X \uplus\{y, z\}}\right) .
\end{aligned}
$$

A ' $\Lambda$ big term arising from this translation may be considered to be linear as each occurrence of a variable control will be tagged with a different $\lambda$-name. For example, the $\lambda$-term $\lambda x$. $x x$ is translated as a (linear) $\lambda$ lxr term as $\lambda x . C_{x}^{y, z}(y z)$. The corresponding bigraph is then

$$
\operatorname{lam}_{a(b x)}\left(x / y \mid x / z \otimes \mathrm{id}_{\{b\}}\right)\left(\operatorname{app}_{b(c d)} \oplus \operatorname{id}_{\{y, z\}}\right)\left(\operatorname{var}_{c y} \oplus z \mid \operatorname{var}_{d z} \oplus y\right)
$$

which indeed looks linear. This bigraph may also be written (up to $\bumpeq$ ) as

$$
\operatorname{lam}_{a(b x)}\left(\operatorname{app}_{b(c d)} \oplus \mathrm{id}_{\{x\}}\right)\left(\operatorname{var}_{c x} \mid \operatorname{var}_{d x}\right)
$$

which represents the original non-linear term. In fact, examining the two bigraph terms above, we may also write

$$
\operatorname{lam}_{a(b x)}\left(\operatorname{app}_{b(c d)} \oplus \operatorname{id}_{\{x\}}\right)\left(\mathrm{id}_{1}|x / y| x / z\right)\left(\operatorname{var}_{c y} \oplus z \mid \operatorname{var}_{d z} \oplus y\right)
$$

as an in-between term which has the 'contraction' pushed inside as far as possible.

Milner's presentation of the $\overrightarrow{\mathrm{C}}$ rule [Mil04] is in terms of replacing a variable $y$ in $M$ where there is a unique occurrence of $y$ in $M$ i.e. $M$ is linear in $y$. This may suggest that the translation of $\lambda$ lxr terms above to 'linear' ' $\Lambda$ BIG terms may make it easier (in comparison to the $\Lambda_{\text {sub }}$ translation) to locate occurrences of redexes in a ${ }^{\prime} \Lambda$ big term.

If we consider the congruence axioms for $\lambda$ lxr terms and the associated translations, we notice that $\equiv_{A}$, $\equiv_{C 1_{c}}, \equiv_{C 2_{c}}, \equiv_{C_{w}}$, and $\equiv_{C o n t 2}$ follow immediately in ' $\Lambda$ BIG. The equivalence $\equiv_{S}$ which is used for composing substitutions does not follow from the conventional equivalences on bigraphs. To account for this in ' $\Lambda$ BIG, it may be possible to 1) define an equivalence relation on the bigraphs in ' $\Lambda$ BIG such that a bigraph is related to another if they differ in the order of two adjacent substitutions and 2) define a bisimulation between one bigraph and a related bigraph. If we wished to simulate $\equiv_{S}$ directly in ' $\Lambda$ BIG, we would require two reaction rules to simulate both directions of the equivalence which would trivially lead to infinite reaction sequences and break PSN. We believe that wide substitution is a more natural method for ' $\Lambda$ BIG to achieve full composition of substitutions.

One may consider replacing the rules of ${ }^{\prime} \Lambda$ BIG with reaction rules corresponding to those in $\lambda l x r$ rather than $\Lambda_{\text {sub }}$. To that end, we first observe that many reductions disappear through support equivalence. For example, using our translation, the variable $x$ in the term $(y)\left(W_{x}(M)\right)$ is carried to the outer interface and so $\llbracket(y)\left(W_{x}(M)\right) \rrbracket_{a, X \uplus\{x, y\}} \bumpeq \llbracket W_{x}(y M) \rrbracket_{a, X \uplus\{x, y\}}$. This eliminates the need for rules similar to (Weak2), ( $W$ Abs ), (WApp 1 ), ( $W$ App 2 ), ( $W$ Subs ), and (Cross) in the modified ' $\Lambda_{\text {big. }}$ The rule (Merge) becomes a casualty of composition. Similarly, rules (CAbs), (CApp1), (CApp2), and (CSubs) are no longer required. We then consider the remaining rules. The rule (Weak1) would be similar to $\overrightarrow{\mathrm{D}}$ - the interface preservation is required by bigraph theory. The $(B)$ rule already has its counterpart in $\overrightarrow{\mathrm{A}}$. This leaves the substitution propagation rules $(A b s),(A p p 1)$, and ( $A p p 2$ ), the local copy rule ( $V a r$ ), the composition rule ( $C o m p$ ), and finally the duplication rule (Cont1). The modified ${ }^{\prime} \Lambda$ bIG system would now resemble $\lambda \mathrm{xgc}$ with composition (ignoring the linearity).

It would be interesting to see whether encoding this system as a Brs is possible or beneficial. The 'linearity' in the translation above seems forced and is 'lost' through composition (and hence equivalence of bigraphs). A specific contraction control may be necessary to properly model contractions. Also, as noted above, non-local substitution seems a better (or perhaps just more natural) way to achieve full composition of substitutions in a Brs. The use of distributive rules and local substitution may either require losing PSN or FCS using our translation.

## Chapter 2

## Proofs of confluence and PSN

### 2.1 Proof of confluence for $\Lambda_{\text {sub }}$

In this section we prove that the reduction relation in $\Lambda_{\text {sub }}$ is confluent. The proof is based on Bloo and Rose's work on $\lambda \mathrm{xgc}$ [BR95, Ros96a, Blo97]. This yields a proof of confluence for ' $\Lambda$ BIG. The proofs are based on the


Milner [Mil04] has already given a proof of weak confluence for $\Lambda_{\text {sub }}$. It follows from his bigraphical proof in ' $\Lambda$ big. While we do not address his challenge of tackling (strong, open) confluence in the bigraphical setting, we prove (strong, closed) confluence for $\Lambda_{\text {sub }}$ yielding a proof for ' $\Lambda$ BIG. Direct, bigraphical proofs of strong confluence for ' $\Lambda$ BIG remain unpublished to date.

The proof of PSN in Section 2.2 is also based on Bloo and Rose's work and the reader may notice that some of our proofs are quite verbose in comparison. One reason is that in working with $\Lambda_{\text {sub }}$, we cannot use the inductive property that a distributive rule like $\overrightarrow{\mathrm{x}}$ enjoys. On the other hand, some proofs may also be shortened due to the fact that substitution occurs 'at a distance'. In place of the inductive reasoning of Bloo and Rose, we employ contexts. Because of the existing verbosity, we have chosen to present the propositions and proofs in this section without much discussion. We refer the reader to Rose's tutorial [Ros96a] for more details as we have taken the proof structure directly from that work.

Notation. We let $C[x]$ denote a context $C$ where the hole is filled in with a variable $x$ where this occurence of $x$ is free in $C[x]$. We will sometimes annotate our proofs: the notation

$$
M \stackrel{3}{\equiv} N
$$

indicates that the congruence can be shown by an application of Lemma 3.
Propositions 1. 1. $\overrightarrow{\mathrm{A}} \mathrm{SN}, 2 . \overrightarrow{\mathrm{A}} \diamond, 3 . \overrightarrow{\mathrm{CD}} \mathrm{SN}, 4 . \overrightarrow{\mathrm{CD}} \mathrm{CR}, 5 . \overrightarrow{\mathrm{CD}} \mathrm{UN}$
Proof.

1. Each $\Lambda x$ term has finitely many $\overrightarrow{\mathrm{A}}$-redexes. Each $\overrightarrow{\mathrm{A}}$-reduction decreases the number of $\overrightarrow{\mathrm{A}}$-redexes. Hence, $\overrightarrow{\mathrm{A}} \mathrm{SN}$.
2. $\overrightarrow{\mathrm{A}}=\overrightarrow{\mathrm{b}}$. Hence $\overrightarrow{\mathrm{A}} \diamond$ by [Ros96a, Proposition 1.1.10.2] ${ }^{1}$.
3. $\quad \overrightarrow{\mathrm{CD}} \mathrm{SN}$ is shown by finding a map $h: \Lambda x \rightarrow \mathbb{N}$ such that for all $M \underset{\mathrm{CD}}{ } N$ we have $h(M)>h(N)$. We call this map a weighting. Before we define the weighting, we introduce a labelling of terms. This labelling and proof of SN is adapted from [Bar84, Lemmas 11.12.17, 11.12.18].
For a term $M$ in $\Lambda x$, we number the occurrences of variables (i.e. not the binders $x$ in $\lambda x$ or $\langle x:=N\rangle$ ) in $M$ from the right to the left, depth-first, according to the abstract syntax tree, starting with the number 0 . Give the $n^{\text {th }}$ occurrence the index $2^{n}$. e.g.

$$
x y((\lambda z . x)\langle x:=w v\rangle) \text { becomes } x^{16} y^{8}\left(\left(\lambda z \cdot x^{4}\right)\left\langle x:=w^{2} v^{1}\right\rangle\right) .
$$

[^4]We define the weighting as: $h\left(x^{n}\right)=n, h(M N)=h(M)+h(N), h(\lambda x . M)=h(M), h(M\langle x:=N\rangle)=$ $h(M)+h(N)$ i.e. $h(M)=$ the sum of all indices in $M$.
Next we state two properties on labelled terms

$$
\begin{aligned}
\operatorname{Prp}(M) & \stackrel{\text { def }}{=} \forall x^{i} \subseteq M, \text { if } x^{i} \text { is bound by }\langle x:=P\rangle \text { then } i>h(P), \\
\operatorname{PrpH}(M) & \stackrel{\text { def }}{=} h(P)>0 \text { for all subterms } P \text { of } M .
\end{aligned}
$$

We have the following properties.
(a) If $\operatorname{Prp}(M)$ and $\operatorname{PrpH}(M)$ then if $M \overrightarrow{\mathrm{CD}} M^{\prime}, h(M)>h\left(M^{\prime}\right)$
(b) $\operatorname{Prp}(M)$ is preserved through $\overrightarrow{\mathrm{CD}}$ reduction:

- In the $\overrightarrow{\mathrm{D}}$ case, the discarded substitution binds no variables.
- For the $\overrightarrow{\mathrm{C}}$ case, consider

$$
M \equiv C_{1}\left[C_{2}[x]\langle x:=P\rangle\right] \overrightarrow{\mathrm{C}} C_{1}\left[C_{2}[P]\langle x:=P\rangle\right] \equiv M^{\prime} .
$$

We only need consider the variables in the new copy of $P$ - the proof follows by $\operatorname{PrpM}$. These variables are either free in $M^{\prime}$ or else bound by some abstraction or substitution above $C_{2}[P]\langle x:=$ $P\rangle$ as variable capture does not occur. As $\operatorname{Prp}(M)$, these variables satisfy the necessary condition and so $\operatorname{Prp}\left(M^{\prime}\right)$.
(c) Proving $\operatorname{PrpH}(M)$ amounts to proving that all variables have a positive, non-zero label. Thus, $\operatorname{PrpH}(M)$ is preserved through $\overrightarrow{\mathrm{CD}}$ reduction.
(d) Label any term $M$ with the initial labelling described above. We have $\operatorname{Prp}(M)$ and $\operatorname{PrpH}(M)$ and so if $M \overrightarrow{\mathrm{CD}} M^{\prime}, h(M)>h\left(M^{\prime}\right)$.

As $h(M)$ is finite for all terms $M$, the proof then follows.
4. $\overrightarrow{\mathrm{CD}} \mathrm{LC}$ can be proved by inspecting the cases of the proof of $\overrightarrow{\mathrm{ACD}}$ LC given in [Mil04, Propositions 5.8, 5.5]. $\overline{\mathrm{CD}} \mathrm{SN}$ and $\overline{\mathrm{CD}}$ LC imply $\overrightarrow{\mathrm{CD}} \mathrm{CR}$ by Newman's lemma [New42].
5. $\overrightarrow{\mathrm{CD}} \mathrm{CR}$ implies $\overrightarrow{\mathrm{CD}} \mathrm{UN}[$ Ter03, Theorem 1.2.2(i), p. 17].

We skipped past the proof of $\overrightarrow{\mathrm{CD}}$ LC above so we will briefly outline the important interactions between the rules. As the reduction $\overrightarrow{\mathrm{C}}$ is wide, the interactions are not similar to $\lambda \mathrm{xgc}$ where the critical pairs can be determined as usual in term rewriting systems. Milner has classified the ways in which bigraphical rules may overlap and has provided local confluence theorems for those cases [Mil04]. The three interesting cases for $\Lambda_{\text {sub }}$ are as follows.

1. A $\vec{C}$ or $\vec{D}$ redex lies totally under another $\vec{C}$ or $\vec{D}$ redex.
2. The most interesting case for $\Lambda_{\text {sub }}$ is when a redex is partly inside another. This occurs due to the wide reaction rules that BRSs allow. $\overrightarrow{\mathrm{C}}$ is a wide rule so it is possible that the variable $x$ to be replaced is not a sibling of the substitution definition $x:=N$ - in fact this is only the case in terms of the form $x\langle x:=N\rangle$. Generally, $x$ is a subterm of some term $M$. The case occurs when $x$ lies under a $\overrightarrow{\mathrm{CD}}$ redex in $M$, e.g.:

$$
(P(\underline{(\lambda y \cdot x)}\langle y:=N\rangle))\langle x:=N\rangle, \quad y \neq x
$$

where a free $x$ lies under the underlined $\overrightarrow{\mathrm{D}}$ redex.
3. The last case is when two redexes partly overlap. A term $M\langle x:=N\rangle$ cannot be both a $\overrightarrow{\mathrm{C}}$ index and a $\overrightarrow{\mathrm{D}}$ index as either $x \in \mathrm{fv}(M)$ or not. Thus, a $\overrightarrow{\mathrm{C}}$ redex cannot partly overlap with a $\overrightarrow{\mathrm{D}}$ redex. Two $\overrightarrow{\mathrm{D}}$ redexes which overlap must be the same redex. The only case of partly overlapping redexes is when two $\overrightarrow{\mathrm{C}}$ redexes overlap and in this case, the overlap must be on the substitution definition $x:=N$. Milner provides a general bigraphical proof for this situation. The essential property of the $\overrightarrow{\mathrm{C}}$ reduction is that
the substitution definition $x:=N$ remains after a $\overrightarrow{\mathrm{C}}$ reduction. For $\Lambda_{\text {sub }}$, the following diagram explains the resolution.


Notation. As in [Ros96a], we denote the unique $\overrightarrow{\mathrm{CD}}$-normal form of $M$ as $\downarrow_{\mathrm{CD}}(M)$. We say that $M$ is pure if $M \equiv \downarrow_{\mathrm{CD}}(M) \in \Lambda$. We denote the unique $\overrightarrow{\mathrm{D}}$-normal form of $M$ as $\downarrow_{\mathrm{D}}(M)$. We say that $M$ is garbage-free if $M \equiv \downarrow_{\mathrm{D}}(M)$.

The following lemmas concerning unique normal forms will be useful. They are required in some proofs where we cannot avail of the inductive methods that were originally employed.

Lemmas 2 (normal forms). For all $\Lambda_{\mathrm{sub}}$ terms $P$ and $Q$,

1. $\downarrow_{\mathrm{CD}}(P Q) \equiv \downarrow_{\mathrm{CD}}(P) \downarrow_{\mathrm{CD}}(Q)$
2. $\downarrow_{\mathrm{CD}}(\lambda x . P) \equiv \lambda x \cdot \downarrow_{\mathrm{CD}}(P)$
3. $\downarrow_{\mathrm{CD}}\left((P Q)\left\langle x_{1}:=N_{1}\right\rangle \cdots\left\langle x_{n}:=N_{n}\right\rangle\right)$

$$
\equiv \downarrow_{\mathrm{CD}}\left(P\left\langle x_{1}:=N_{1}\right\rangle \cdots\left\langle x_{n}:=N_{n}\right\rangle\right) \downarrow_{\mathrm{CD}}\left(Q\left\langle x_{1}:=N_{1}\right\rangle \cdots\left\langle x_{n}:=N_{n}\right\rangle\right)
$$

4. $\downarrow_{\mathrm{CD}}\left((\lambda x . P)\left\langle x_{1}:=N_{1}\right\rangle \cdots\left\langle x_{n}:=N_{n}\right\rangle\right)$ $\equiv \downarrow_{\mathrm{CD}}\left(\lambda x . P\left\langle x_{1}:=N_{1}\right\rangle \cdots\left\langle x_{n}:=N_{n}\right\rangle\right)$ $\equiv \lambda x \cdot \downarrow_{\mathrm{CD}}\left(P\left\langle x_{1}:=N_{1}\right\rangle \cdots\left\langle x_{n}:=N_{n}\right\rangle\right)$
5. 1,2, and 4 hold with $\downarrow_{\mathrm{CD}}$ replaced by $\downarrow_{\mathrm{D}}$

Proof. We use the fact that reductions in $\Lambda_{\text {sub }}$ may be applied to any subterm of a term (this is realised in ${ }^{\prime} \Lambda$ big by the fact that all controls besides the atomic var control are active). Specifically; for (1), $P$ and $Q$ can not interact via $\overrightarrow{\mathrm{CD}}$ reductions. (1) then follows as $\overrightarrow{\mathrm{CD}} \mathrm{UN}$. (4) follows by the variable convention ( $x \neq x_{i}, 1 \leq 1 \leq n$ ) and then an application of (2).

Lemma 3 (representation). For all terms $M, N$ and variable $x$,

$$
\downarrow_{\mathrm{CD}}(M\langle x:=N\rangle) \equiv \downarrow_{\mathrm{CD}}(M)\left[x:=\downarrow_{\mathrm{CD}}(N)\right]
$$

Proof. We induct over the number of symbols in $M, N_{1}, \ldots N_{n}$ and show that

$$
\downarrow_{\mathrm{CD}}\left(M\left\langle x_{1}:=N_{1}\right\rangle \cdots\left\langle x_{n}:=N_{n}\right\rangle\right) \equiv \downarrow_{\mathrm{CD}}(M)\left[x_{1}:=\downarrow_{\mathrm{CD}}\left(N_{1}\right)\right] \cdots\left[x_{n}:=\downarrow_{\mathrm{CD}}\left(N_{n}\right)\right]
$$

We break the proof over the structure of $M$ :

Case $\quad M \equiv x, n=0: \quad \downarrow_{\mathrm{CD}}(x) \equiv \downarrow_{\mathrm{CD}}(x)$
Case $\quad M \equiv x, n>0$ :
if $x \neq x_{1}$ then

$$
\begin{array}{cc} 
& \downarrow_{\mathrm{CD}}\left(x\left\langle x_{1}:=N_{1}\right\rangle \cdots\left\langle x_{n}:=N_{n}\right\rangle\right) \\
\equiv & \downarrow_{\mathrm{CD}}\left(x\left\langle x_{2}:=N_{2}\right\rangle \cdots\left\langle x_{n}:=N_{n}\right\rangle\right) \\
\text { IH } & \downarrow_{\mathrm{CD}}(x)\left[x_{2}:=\downarrow_{\mathrm{CD}}\left(N_{2}\right)\right] \cdots\left[x_{n}:=\downarrow_{\mathrm{CD}}\left(N_{n}\right)\right. \\
\equiv & \downarrow_{\mathrm{CD}}(x)\left[x_{1}:=\downarrow_{\mathrm{CD}}\left(N_{1}\right)\right] \cdots\left[x_{n}:=\downarrow_{\mathrm{CD}}\left(N_{n}\right)\right.
\end{array}
$$

if $x=x_{1}$ then

$$
\begin{array}{cc} 
& \downarrow_{\mathrm{CD}}\left(x\left\langle x_{1}:=N_{1}\right\rangle \cdots\left\langle x_{n}:=N_{n}\right\rangle\right) \\
\equiv & \downarrow_{\mathrm{CD}}\left(N_{1}\left\langle x_{2}:=N_{2}\right\rangle \cdots\left\langle x_{n}:=N_{n}\right\rangle\right) \\
\equiv & \downarrow_{\mathrm{CD}}\left(N_{1}\right)\left[x_{2}:=\downarrow_{\mathrm{CD}}\left(N_{2}\right)\right] \cdots\left[x_{n}:=\downarrow_{\mathrm{CD}}\left(N_{n}\right)\right. \\
\equiv & x\left[x:=\downarrow_{\mathrm{CD}}\left(N_{1}\right)\right]\left[x_{2}:=\downarrow_{\mathrm{CD}}\left(N_{2}\right)\right] \cdots\left[x_{n}:=\downarrow_{\mathrm{CD}}\left(N_{n}\right)\right. \\
\equiv & \downarrow_{\mathrm{CD}}(x)\left[x_{1}:=\downarrow_{\mathrm{CD}}\left(N_{1}\right)\right] \cdots\left[x_{n}:=\downarrow_{\mathrm{CD}}\left(N_{n}\right)\right.
\end{array}
$$

Case $\quad M \equiv P Q$

$$
\begin{array}{cc} 
& \downarrow_{\mathrm{CD}}\left(M\left\langle x_{1}:=N_{1}\right\rangle \cdots\left\langle x_{n}:=N_{n}\right\rangle\right) \\
\equiv & \downarrow_{\mathrm{CD}}\left((P Q)\left\langle x_{1}:=N_{1}\right\rangle \cdots\left\langle x_{n}:=N_{n}\right\rangle\right) \\
\stackrel{2.3}{=} & \downarrow_{\mathrm{CD}}\left(P\left\langle x_{1}:=N_{1}\right\rangle \cdots\left\langle x_{n}:=N_{n}\right\rangle\right) \downarrow_{\mathrm{CD}}\left(Q\left\langle x_{1}:=N_{1}\right\rangle \cdots\left\langle x_{n}:=N_{n}\right\rangle\right) \\
\stackrel{\text { IH }}{\equiv} & \left(\downarrow_{\mathrm{CD}}(P)\left[x_{1}:=\downarrow_{\mathrm{CD}}\left(N_{1}\right)\right] \cdots\left[x_{n}:=\downarrow_{\mathrm{CD}}\left(N_{n}\right)\right]\right. \\
\equiv & \left.\downarrow_{\mathrm{CD}}(Q)\left[x_{1}:=\downarrow_{\mathrm{CD}}\left(N_{1}\right)\right] \cdots\left[x_{n}:=\downarrow_{\mathrm{CD}}\left(N_{n}\right)\right]\right) \\
\equiv & \left(\downarrow_{\mathrm{CD}}(P) \downarrow_{\mathrm{CD}}(Q)\right)\left[x_{1}:=\downarrow_{\mathrm{CD}}\left(N_{1}\right)\right] \cdots\left[x_{n}:=\downarrow_{\mathrm{CD}}\left(N_{n}\right)\right] \\
\equiv & \left.\downarrow_{\mathrm{CD}}(P Q)\left[x_{1}:=\downarrow_{\mathrm{CD}}\left(N_{1}\right)\right] \cdots\left[x_{n}:=\downarrow_{\mathrm{CD}}\left(N_{n}\right)\right]\right)
\end{array}
$$

Case $\quad M \equiv \lambda x . P$

$$
\begin{array}{cc} 
& \downarrow_{\mathrm{CD}}\left(M\left\langle x_{1}:=N_{1}\right\rangle \cdots\left\langle x_{n}:=N_{n}\right\rangle\right) \\
\equiv & \downarrow_{\mathrm{CD}}\left((\lambda x . P)\left\langle x_{1}:=N_{1}\right\rangle \cdots\left\langle x_{n}:=N_{n}\right\rangle\right) \\
\equiv \frac{2.4}{\equiv} & \lambda x \cdot \downarrow_{\mathrm{CD}}\left(P\left\langle x_{1}:=N_{1}\right\rangle \cdots\left\langle x_{n}:=N_{n}\right\rangle\right) \\
\stackrel{\mathrm{IH}}{\equiv} & \lambda x \cdot \downarrow_{\mathrm{CD}}(P)\left[x_{1}:=\downarrow_{\mathrm{CD}}\left(N_{1}\right)\right] \cdots\left[x_{1}:=\downarrow_{\mathrm{CD}}\left(N_{n}\right)\right] \\
\equiv & \left(x \neq x_{i}, 1 \leq i \leq n \text { by the variable convention }\right) \\
\equiv & \downarrow_{\mathrm{CD}}(\lambda x . P)\left[x_{1}:=\downarrow_{\mathrm{CD}}\left(N_{1}\right)\right] \cdots\left[x_{n}:=\downarrow_{\mathrm{CD}}\left(N_{n}\right)\right]
\end{array}
$$

Case $\quad M \equiv P\langle y:=Q\rangle^{2}$

$$
\begin{gathered}
\downarrow_{\mathrm{CD}}\left(M\left\langle x_{1}:=N_{1}\right\rangle \cdots\left\langle x_{n}:=N_{n}\right\rangle\right) \\
\equiv \\
\downarrow_{\mathrm{CD}}\left(P\langle y:=Q\rangle\left\langle x_{1}:=N_{1}\right\rangle \cdots\left\langle x_{n}:=N_{n}\right\rangle\right) \\
\\
\\
\\
\\
\\
\text { (inductive case over the symbols in } P, Q, N_{1} \ldots N_{n} \\
\text { which has less symbols than } \left.P\langle y:=Q\rangle, N_{1} \ldots N_{n}\right) \\
\left.\downarrow_{\mathrm{CD}}(P)\left[y:=\downarrow_{\mathrm{CD}}(Q)\right]\left[x_{1}:=\downarrow_{\mathrm{CD}}\left(N_{1}\right)\right] \cdots\left[x_{n}:=\downarrow_{\mathrm{CD}}\left(N_{n}\right)\right]\right) \\
\\
\\
\\
\text { (use IH backwards over } \downarrow_{\mathrm{CD}}(P)\left[y:=\downarrow_{\mathrm{CD}}(Q)\right] \\
\text { which has less symbols than } \left.P, Q, N_{1} \ldots N_{n}\right) \\
\equiv \\
\left.\downarrow_{\mathrm{CD}}(P\langle y:=Q\rangle)\left[x_{1}:=\downarrow_{\mathrm{CD}}\left(N_{1}\right)\right] \cdots\left[x_{n}:=\downarrow_{\mathrm{CD}}\left(N_{n}\right)\right]\right)
\end{gathered}
$$

## Corollary 4 (substitution lemma [Ros96a]).

$$
M\langle x:=N\rangle\langle y:=P\rangle \stackrel{\overleftrightarrow{\mathrm{CD}}}{ } M\langle y:=P\rangle\langle x:=N\langle y:=P\rangle\rangle
$$

Proof. Follows from previous lemma, the $\lambda$-calculus substitution lemma

$$
M[x:=N][y:=P] \equiv M[y:=P][x:=N[y:=P]] \quad(*),
$$

[^5]and the fact that $\downarrow_{\mathrm{CD}}(Q)$ is a pure term for any $Q$. Explicitly;
\[

$$
\begin{array}{cc} 
& \downarrow_{\mathrm{CD}}(M\langle x:=N\rangle\langle y:=P\rangle) \\
\stackrel{3}{=} & \downarrow_{\mathrm{CD}}(M)\left[x:=\downarrow_{\mathrm{CD}}(N)\right]\left[y:=\downarrow_{\mathrm{CD}}(P)\right] \\
\stackrel{\left.()^{\prime}\right)}{=} & \downarrow_{\mathrm{CD}}(M)\left[y:=\downarrow_{\mathrm{CD}}(P)\right]\left[x:=\downarrow_{\mathrm{CD}}(N)\left[y:=\downarrow_{\mathrm{CD}}(P)\right]\right] \\
\stackrel{3}{=} & \downarrow_{\mathrm{CD}}(M)\left[y:=\downarrow_{\mathrm{CD}}(P)\right]\left[x:=\downarrow_{\mathrm{CD}}(N\langle y:=P\rangle)\right] \\
\stackrel{3}{=} & \downarrow_{\mathrm{CD}}(M\langle y:=P\rangle\langle x:=N\langle y:=P\rangle\rangle
\end{array}
$$
\]

and the corollary follows.
The following is slightly different to the corresponding proof for $\lambda \mathrm{xgc}$. In $\Lambda_{\mathrm{sub}}$, the only type of reduction which reduces the set of free variables of a term is $\overrightarrow{\mathrm{D}}$. In $\lambda \mathrm{xgc}, \overrightarrow{\mathrm{gc}}$ is not the only reduction with this property $-\overrightarrow{\mathrm{xvgc}}$ (a subrelation of $\overrightarrow{\mathrm{x}}$ ) may also reduce the set of free variables. The statement $\downarrow_{\mathrm{CD}}(M) \equiv \downarrow_{\mathrm{CD}}(N)$ in the first two propositions follows trivially by $\overrightarrow{\mathrm{CD}} \mathrm{UN}$.

Propositions 5. For any $M$,

1. If $M \xrightarrow[\mathrm{D}]{ } N$ then $\mathrm{fv}(M) \supseteq \mathrm{fv}(N)$ and $\downarrow_{\mathrm{CD}}(M) \equiv \downarrow_{\mathrm{CD}}(N)$.
2. If $M \underset{\mathrm{C}}{ } N$ then $\mathrm{fv}(M)=\mathrm{fv}(N)$ and $\downarrow_{\mathrm{CD}}(M) \equiv \downarrow_{\mathrm{CD}}(N)$.
3. If $M \overrightarrow{\mathrm{~A}} N$ then $\mathrm{fv}(M)=\mathrm{fv}(N)$
4. If $M$ is garbage-free then $\mathrm{fv}(M)=\mathrm{fv}\left(\downarrow_{\mathrm{CD}}(M)\right)$.

Proof.

1. $\quad \overrightarrow{\mathrm{D}}$ may discard some free variables, hence $\mathrm{fv}(M) \supseteq \mathrm{fv}(N)$.
2. Let $M \equiv C^{\prime}[C[x]\langle x:=Q\rangle] \overrightarrow{\mathrm{C}} C^{\prime}[C[Q]\langle x:=Q\rangle] \equiv N$. The occurrence of $x$ which is replaced was bound in $M$ so no free variables are lost. Any $y$ which is bound in $Q$ in $M$ is bound within $Q$ or by some binder above $Q$ in $M$. The same is true of the copy of $Q$ in $N$ and so the set of free variables does not increase and $\mathrm{fv}(M)=\mathrm{fv}(N)$.
3. By definition, $(\lambda x \cdot P) Q$ has the same set of free variables as $P\langle x:=Q\rangle$.
4. There is a reduction path

$$
M \equiv M_{0}^{\prime} \overrightarrow{\mathrm{CD}} M_{1} \stackrel{=}{\mathrm{D}} M_{1}^{\prime} \xrightarrow[\mathrm{CD}]{ } M_{2} \stackrel{=}{\mathrm{D}} M_{2}^{\prime} \overrightarrow{\mathrm{CD}} \ldots \stackrel{=}{\mathrm{D}} M_{n}^{\prime} \equiv \downarrow_{\mathrm{CD}}(M)
$$

where

- $M_{i+1} \equiv M_{i+1}^{\prime}$ if $M_{i}^{\prime} \overrightarrow{\mathrm{CD}} M_{i+1}$ is a $\overrightarrow{\mathrm{C}}$ step which does not substitute for the last free occurrence of a variable i.e. it does not create garbage,
- $M_{i+1} \overrightarrow{\mathrm{D}} M_{i+1}^{\prime}$ if $M_{i}^{\prime} \overrightarrow{\mathrm{CD}} M_{i+1}$ is a $\overrightarrow{\mathrm{C}}$ step which does substitute for the last free occurrence of a variable i.e. it creates garbage,
- all $M_{i}^{\prime}$ are garbage free.

We now show that $\mathrm{fv}\left(M_{i}^{\prime}\right)=\mathrm{fv}\left(M_{i+1}^{\prime}\right)$. For the first case of $\overrightarrow{\mathrm{C}}$ reduction, this follows by (2) above. For the second case, the $\overrightarrow{\mathrm{D}}$ discards some free variables but those variables were copied by the $\overrightarrow{\mathrm{C}}$ reduction and avoided variable capture. The proof follows by $\overrightarrow{\mathrm{CD}} \mathrm{UN}$.

Proposition 6. For pure $M, 1 . M \underset{\mathrm{~A}}{\rightarrow}$ CD $\rightarrow \square$
and 2. $M \longrightarrow \underset{\beta}{ }$
$A>$CD

Proof. There exists a pure context $C$ such that $M \equiv C[(\lambda x . P) Q]$ with $P$ and $Q$ pure i.e. $P \equiv \downarrow_{\mathrm{CD}}(P), Q \equiv \downarrow_{\mathrm{CD}}$ (Q).

1. We have

$$
\begin{array}{cc} 
& C[(\lambda x \cdot P) Q] \\
\overrightarrow{\mathrm{A}} & C[P\langle x:=Q\rangle] \\
\overrightarrow{\mathrm{CD}^{\wedge}} & C\left[\downarrow_{\mathrm{CD}}(P\langle x:=Q\rangle)\right] \\
\stackrel{3}{=} & \left.C\left[\downarrow_{\mathrm{CD}}(P)\left[x:=\downarrow_{\mathrm{CD}}(Q)\right]\right)\right] \\
\equiv & C[P[x:=Q]]
\end{array}
$$

and $C[(\lambda x . P) Q] \vec{\beta} C[P[x:=Q]]$.
2. Follows similarly.

## Lemmas 7 (Projection).

1. For all $\Lambda_{\text {sub-terms }} M$,

2. For garbage-free $M$,


Proof. We prove 2 by inducting over the structure of $M$ :
Case $\quad M \equiv(\lambda x . P) Q, N \equiv P\langle x:=Q\rangle$ :

$$
\begin{array}{ll} 
& \downarrow_{\mathrm{CD}}(M) \\
\stackrel{2}{=} & \left(\lambda x \cdot \downarrow_{\mathrm{CD}}(P)\right) \downarrow_{\mathrm{CD}}(Q) \\
\stackrel{\beta}{\Longrightarrow} & \downarrow_{\mathrm{CD}}(P)\left[x:=\downarrow_{\mathrm{CD}}(Q)\right] \\
\stackrel{3}{=} & \downarrow_{\mathrm{CD}}(P\langle x:=Q\rangle)
\end{array}
$$

Case $\quad M \equiv P Q, N \equiv P^{\prime} Q$

$$
\downarrow_{\mathrm{CD}}(M) \stackrel{2.1}{\equiv} \downarrow_{\mathrm{CD}}(P) \downarrow_{\mathrm{CD}}(Q) \stackrel{+}{\beta} \mathrm{IH} \downarrow_{\mathrm{CD}}\left(P^{\prime}\right) \downarrow_{\mathrm{CD}}(Q) \stackrel{2.1}{\equiv} \downarrow_{\mathrm{CD}}(N)
$$

Case $\quad M \equiv P Q, N \equiv P Q^{\prime}$ : As above
Case $\quad M \equiv \lambda x . P, N \equiv \lambda x . P^{\prime}$

$$
\downarrow_{\mathrm{CD}}(M) \equiv \downarrow_{\mathrm{CD}}(\lambda x . P) \stackrel{2.2}{=} \lambda x \cdot \downarrow_{\mathrm{CD}}(P) \stackrel{+}{\beta} \mathrm{IH} \lambda x \cdot \downarrow_{\mathrm{CD}}\left(P^{\prime}\right) \stackrel{2.2}{=} \downarrow_{\mathrm{CD}}\left(\lambda x . P^{\prime}\right)
$$

Case $M \equiv P\langle x:=Q\rangle, N \equiv P^{\prime}\langle x:=Q\rangle$ : Similar to the next case.

Case $\quad M \equiv P\langle x:=Q\rangle, N \equiv P\left\langle x:=Q^{\prime}\right\rangle$
By the inductive hypothesis, we know that $\downarrow_{\mathrm{CD}}(Q) \stackrel{+}{\beta} \downarrow_{\mathrm{CD}}\left(Q^{\prime}\right)$ and so

$$
\downarrow_{\mathrm{CD}}(P)\left[x:=\downarrow_{\mathrm{CD}}(Q)\right] \stackrel{+}{\beta} \downarrow_{\mathrm{CD}}(P)\left[x:=\downarrow_{\mathrm{CD}}\left(Q^{\prime}\right)\right] .
$$

since by the fact that $M$ is garbage free we have that $x \in \mathrm{fv}(P)$ and by Proposition 5.4 , it follows that $x \in \mathrm{fv}\left(\downarrow_{\mathrm{CD}}\right.$ $(P))$.

Now, by application of Lemma 3 twice we have

$$
\downarrow_{\mathrm{CD}}(M) \stackrel{3}{=} \downarrow_{\mathrm{CD}}(P)\left[x:=\downarrow_{\mathrm{CD}}(Q)\right] \stackrel{+}{\beta} \downarrow_{\mathrm{CD}}(P)\left[x:=\downarrow_{\mathrm{CD}}\left(Q^{\prime}\right)\right] \stackrel{3}{=} \downarrow_{\mathrm{CD}}(N)
$$

The proof of 1 is similar except that we do not know in the last case that $x \in \operatorname{fv}\left(\downarrow_{\mathrm{CD}}(P)\right)$ and so we have to use $\vec{\beta}>$, allowing the reflexive closure to provide identity $(\equiv)$ i.e. we do a case split taking either $x \in \operatorname{fv}(P)$ (proof as above) or $x \notin \mathrm{fv}(P)$ (in which case $\downarrow_{\mathrm{CD}}(M) \equiv \downarrow_{\mathrm{CD}}(N)$ ).

Proposition 6, Lemma 7, and $\overrightarrow{\mathrm{CD}}$ UN prove that $\Lambda_{\text {sub }}$ is a conservative extension of the $\lambda \beta$-calculus, with $\overrightarrow{\mathrm{CD}}$ as translation.

Theorem 8. For pure terms $M, N: M \overrightarrow{\mathrm{ACD}} N \Longleftrightarrow M \vec{\beta} N$

## Proof.

Case $\Leftarrow$ : Assume $M \vec{\beta} \gg N$; we then prove by induction on the length $n$ of the $\beta$-reduction, using Proposition 6.2 in each step:

Case: $n=0$ Trivial
Inductive hypothesis (IH): $n=k M \xrightarrow[\beta]{\beta} N \Longrightarrow M \overrightarrow{\mathbf{A C D}^{\prime}} N$
Case: $n=k+1$

$$
M \stackrel{k+1}{\beta} N \Rightarrow M \underset{\beta}{\longrightarrow} M^{\prime} \xrightarrow[\beta]{k} N
$$

By Proposition 6.2 and IH , we have $M \overrightarrow{\mathrm{~A}} \overrightarrow{\mathrm{CD}}^{\wedge} M^{\prime} \overrightarrow{\mathrm{ACD}} N$.
Case $\Rightarrow$ : We induct over the length of the $\overrightarrow{\mathrm{ACD}}$-reduction to prove


Each step in the top of each square above is one of $\overrightarrow{\mathrm{D}}, \overrightarrow{\mathrm{C}}$, or $\overrightarrow{\mathrm{A}}$ and so each square respectively gives rise to one of the following diagrams:


which follow respectively by $\overrightarrow{\mathrm{CD}} \mathrm{UN}$ and Lemma 7.1.

Corollary 9. $\overrightarrow{\mathrm{ACD}} \mathrm{CR}$
Proof. We prove the following diagrammatic proposition which states that $\overrightarrow{\mathrm{ACD}}$ is strongly confluent. Strong confluence implies CR.


We have shown that

1. $\vec{\beta} \subseteq \overrightarrow{\mathrm{ACD}}$ (by Proposition 6.2),
2. $\forall M \in \Lambda_{\mathrm{sub}}: M \overrightarrow{\mathrm{ACD}} \downarrow_{\mathrm{CD}}(M) \in \Lambda$,
3. $\forall M, N \in \Lambda_{\text {sub }}: M \overrightarrow{\mathrm{ACD}} N \Rightarrow \downarrow_{\mathrm{CD}}(M) \vec{\beta} \downarrow_{\mathrm{CD}}(N)$. This follows from the fact that a $M \overrightarrow{\mathrm{ACD}} N$ reduction is either a $M \overrightarrow{\mathrm{~A}} N$ reduction or a $M \overrightarrow{\mathrm{CD}} N$ reduction. The former case is shown by Lemma 7.1 and the latter case from $\overrightarrow{\mathrm{CD}} \mathrm{UN}$.

The proof follows from the generalised interpretation method (GIM) [KR97] which was inspired by Hardin's interpretation method [Har89]. In the notation of [KR97], $A$ is the set of terms in $\Lambda_{\text {sub }}, B$ is the set of pure $\lambda$-terms, $R=\overrightarrow{\mathrm{ACD}}, R^{\prime}=\vec{\beta}$ and $f=\overrightarrow{\mathrm{CD}}$.

Explicitly; from 2 we can fill in the horizontal arrows below and by 3 we can fill in the diagonal $\beta$ arrows below.


By the confluence of $\vec{\beta}$ we have

where, by 1 , the dotted arrows can be filled in. Hence, $\overrightarrow{\mathrm{ACD}} \mathrm{CR}$.
Corollary 10 (closed confluence in ' $\Lambda$ BIG). Confluence holds for every image of a $\Lambda_{\text {sub }}$-term without metavariables in ' $\Lambda$ BIG.

Proof. The result follows from Corollary 9 and [Mil04, Proposition 5.5].

### 2.2 An inductive proof of PSN

In this section, we prove that $\overrightarrow{\mathrm{ACD}}$ preserves strong normalisation (PSN) of $\beta$-reduction. PSN means that if $M \in \Lambda$ is strongly normalising for $\beta$-reduction then it is strongly normalising for $\overrightarrow{\mathrm{ACD}}$ reduction.

The proofs are based on Bloo and Rose's work [BR95, Ros96a, Blo97] on methods of proving PSN for calculi with explicit substitutions. We follow the inductive proof in [BR95], employing the technique of garbage-free reduction to assist us. Bloo [Blo97] gives an alternative inductive proof and Bloo and Geuvers [Blo97, BG99] use the recursive path ordering (RPO) technique. Our inductive proof is inelegant and we present a better proof in Section 2.4.4. We have not tried a proof using the RPO technique as we felt that the same complications may occur as in the following inductive proof. We thought specifically that the fact that the substitution definition persists after a $\overrightarrow{\mathrm{C}}$ reduction and remains in place may be a complication for an RPO proof.

In Section 2.2.1, we follow Rose and prove PSN for a calculus $\Lambda_{\text {sub } \downarrow \mathrm{D}}$ where reduction, called garbage-free reduction, can be described as 'do an $\overrightarrow{\mathrm{A}}$ or a $\overrightarrow{\mathrm{C}}$ followed by total garbage collection.'

Section 2.2.2 introduces two new calculi $\Lambda_{\text {subc }}$ and $\Lambda_{\text {subC }}$. They are both weak versions of $\Lambda_{\text {sub }}$ in that the reduction relation is a subset of $\overrightarrow{\mathrm{ACD}}$, respectively omitting all or some copying between substitutions. This copying between substitutions effectively is compositions of substitutions in $\Lambda_{\text {sub }}$. We prove PSN for $\Lambda_{\text {subC }^{b}}$ in this section by adapting Rose's inductive proofs for $\lambda \mathrm{xgc}$. We show that as $\Lambda_{\text {subC }}{ }^{b}$ allows some form of composition of substitutions and $\lambda \mathrm{xgc}$ does not ${ }^{3}$, the set of strongly normalising terms of $\Lambda_{\text {subC }^{b}}$ is a subset of the set of strongly normalising terms of $\lambda \mathrm{xgc}$.

Section 2.2.3 discusses why the property subSN used in the proof of PSN for $\Lambda_{\text {subC }^{b}}$ is not a sufficient property for reasoning about infinite reduction paths inside garbage in $\Lambda_{\text {sub }}$. As might be expected, the problem is with copying between substitutions. We show that these reductions (that we disallowed in $\Lambda_{\text {subc }}$ ) conspire to make the set of strongly normalising terms of $\Lambda_{\text {sub }}$ a strict subset of that of both $\lambda \mathrm{xgc}$ and $\Lambda_{\text {subc }}$. The issue is that more cases of infinite reductions inside garbage can occur. We identify the set of strongly normalising terms of $\Lambda_{\text {sub }}$ but do not have a neat characterisation as in $\Lambda_{\text {subC }}{ }^{\text {b }}$ or $\lambda \mathrm{xgc}$.

Section 2.2.4 finally tackles the proof of PSN for $\Lambda_{\text {sub }}$.

### 2.2.1 PSN for $\Lambda_{\text {sub } \downarrow D}$

Definition (body of a substitution [Ros96a]). We say $N$ is a body of a substitution in $M$ if for some $P, x$, $P\langle x:=N\rangle$ is a subterm of $M$.

Notation (in(side), under a body of substitution). We say $N$ is in a body of substitution $P$ if $N$ is a subterm of $P$. We say $N$ is under a body of substitution $P$ if $N$ is a subterm of $M$ in $M\langle x:=P\rangle$.

Definition (top-level substitution). If a substitution $\langle x:=P\rangle$ in a term $M$ does not lie inside any other substitution then it is called a top-level substitution. Top-level substitutions may lie under other substitutions.

Definition (garbage-free reduction). $\overrightarrow{\mathrm{AC} \downarrow \mathrm{D}}$ is $(\overrightarrow{\mathrm{AC}} \cdot \overrightarrow{\mathrm{D}}$ ), i.e., the union of the composition of $\overrightarrow{\mathrm{AC}}$ with complete garbage collection. We denote the garbage-free reduction calculus $\Lambda_{\text {sub } \downarrow \mathrm{D}}$.

Garbage-free reduction is reduction "where all garbage is removed as soon as possible"[Ros96a] i.e. as soon as we perform an Apply or Copy, we immediately discard any garbage. This ensures that we do not 'waste time' reducing garbage.

Garbage-free reduction also has a theoretical advantage. Rose notes that for $\lambda \mathrm{xgc}$, "infinite reductions consist mainly of reductions inside garbage" [Ros96a]. As we show in Section 2.2.4, this is true even more so for $\Lambda_{\text {sub }}$ as $\xrightarrow[\mathrm{ACD}]{ }$ allows copying between substitutions. This leads to yet more cases of infinite reductions than in $\lambda \mathrm{xgc}$. Garbage-free reduction removes garbage whenever it is created and so avoids these infinite reduction sequences. We follow Rose by proving PSN first for $\Lambda_{\text {sub } \downarrow \mathrm{D}}$ and then reason about PSN for $\Lambda_{\text {subC }}$ and $\Lambda_{\text {sub }}$.

Remark. Our definition of garbage-free reduction is slightly different to that of Rose. In $\lambda \mathrm{xgc}$, garbage-free reduction was defined by $\xrightarrow[\mathrm{bx} \downarrow \mathrm{gc}]{\vec{~}}=(\overrightarrow{\mathrm{bx}} \cdot \overrightarrow{\mathrm{gc}} \mathrm{x})$. We have previously mentioned that the reduction relation $\overrightarrow{\mathrm{x}}$ is somewhat matched by $\overrightarrow{\mathrm{CD}}$ - this would initially suggest that garbage-free reduction for $\Lambda_{\text {sub }}$ should be defined as $\overrightarrow{\mathrm{ACD}} \cdot \overrightarrow{\mathrm{D}}$. If we use that definition then the remaining proofs in this section still hold but it turns out that we may instead use the smaller relation defined above. The reason is that in the following proofs, any

[^6]garbage-free reduction path will begin at a garbage-free term $M$. Since $M$ contains no garbage, a reduction path $M \overrightarrow{\mathrm{ACD}} M^{\prime} \overrightarrow{\mathrm{D}}{ }^{M} N$ must begin with an $\overrightarrow{\mathrm{A}}$ or $\overrightarrow{\mathrm{C}}$ reduction. As $N$ is guaranteed to be garbage-free, the same holds for $N$ and so defining garbage-free reduction as $\overrightarrow{\mathrm{ACD}} \cdot \overrightarrow{\mathrm{D}}$ is redundant for our purposes - in the proofs of PSN, reduction paths start at pure terms.

We can also look at the issue from another angle. If $M$ is garbage-free and $M \underset{\mathrm{bx} \downarrow \mathrm{gc}}{ } N$ such that $M \underset{\mathrm{x}}{ } M^{\prime} \xrightarrow[\mathrm{gc}]{ }{ }^{4} N$ then the real role of the $\overrightarrow{\mathrm{x}}$ reduction is to seek and replace free occurences of a variable with some body of a substitution i.e. as $M$ is garbage-free, a reduction $M \stackrel{\mathrm{xvgc}^{\prime}}{ } M^{\prime}$ is not possible. Such reductions $M \underset{\mathrm{x}}{ } M^{\prime} \xrightarrow[\mathrm{gc}]{ }{ }^{N} N$ essentially worm down inside the term $M$ until they hit paydirt with a free occurrence of some sought-after variable. Any garbage encountered along the way is quietly discarded. The $\overrightarrow{\mathrm{C}}$ relation performs this seek-and-replace job of $\overrightarrow{\mathrm{x}}$ from the outside (without the seeking). The $\overrightarrow{\mathrm{D}}$ relation then removes the garbage. This is our intuition as to why $\overrightarrow{\mathrm{AC} \downarrow \mathrm{D}}$ suffices to replace $\overrightarrow{\mathrm{bx} \downarrow \mathrm{gc}}$ in the following proofs.

We first prove confluence and then PSN for $\Lambda_{\text {sub } \downarrow \mathrm{D}}$.

## Lemmas 11.

1. For all $\Lambda_{\text {sub-terms }} M$,

2. For garbage-free $M, M \xrightarrow{\mathrm{ACD}_{\longrightarrow}} N$

$$
\mathrm{AC} \downarrow \mathrm{D} \quad \gg \downarrow_{\mathrm{D}}(N)
$$

Proof.

1. When $M \overrightarrow{\mathrm{D}} N$, the proof follows from $\overrightarrow{\mathrm{D}} \mathrm{UN}$. When $M \overrightarrow{\mathrm{AC}} N$ and the reduction occurs inside garbage then $\psi_{\mathrm{D}}(M) \equiv \downarrow_{\mathrm{D}}(N)$. Otherwise, for $M \overrightarrow{\mathrm{~A}} N$ we have two cases depending on whether the reduction creates garbage or not. These are depicted below (using Lemma 2.5),

where the dotted reduction occurs when $x \notin \mathrm{fv}\left(\downarrow_{\mathrm{D}}(P)\right)$. So we reach $\downarrow_{\mathrm{D}}(N)$ from $\downarrow_{\mathrm{D}}(M)$ with one $\overrightarrow{\mathrm{AC} \downarrow \mathrm{D}}$ reduction.
A $M \underset{\mathrm{C}}{ } N$ reduction outside garbage means that a free occurrence of some variable $x$ is not discarded. A similar diagram sketches the proof.

2. This follows as

clearly holds - as $M$ is garbage-free, the left triangle is given by the definition of $\overrightarrow{\mathrm{AC} \downarrow \mathrm{D}}$. The first square on the left is given by $\overrightarrow{\mathrm{D}} \mathrm{UN}$, the next square is given by 1 , and so on.

Theorem 12. $\overrightarrow{\mathrm{AC} \downarrow \mathrm{D}} \mathrm{CR}$.
Proof. $\overrightarrow{\mathrm{AC} \downarrow \mathrm{D}} \mathrm{CR}$ when $\overrightarrow{\mathrm{AC} \downarrow \mathrm{D}} \diamond$ [Ter03, Proposition 1.1.10.iv]. The latter is shown as follows. The diagram on the left below can be filled in by noting that $\overrightarrow{\mathrm{AC} \downarrow \mathrm{D}} \subseteq \overrightarrow{\mathrm{ACD}}$ and that $\overrightarrow{\mathrm{ACD}} \mathrm{CR}$ (which implies that $\overrightarrow{\mathrm{ACD}} \diamond$ ). The diagram on the right can then be filled in by applying Lemma 11.2 twice, noting that the terms at the starting points of the triangles are garbage-free.


Theorem 13 (PSN for $\Lambda_{\text {sub } \downarrow \mathrm{D}}$ ). Pure terms that are $\vec{\beta}$-strongly normalising are also strongly normalising for $\overrightarrow{\mathrm{AC} \downarrow \mathrm{D}}$.

Proof. Assume $M$ is pure and strongly normalising for $\vec{\beta}$. Since $M$ is pure it has no $\overrightarrow{\mathrm{CD}}$-redexes. Thus, every $\overrightarrow{\mathrm{AC} \downarrow \mathrm{D}}$-reduction (finite or not) starting with $M$ is of the form $M \equiv M_{0} \overrightarrow{\mathrm{~A}} M_{1} \overrightarrow{\mathrm{CD}} M_{2} \overrightarrow{\mathrm{~A}} M_{3} \overrightarrow{\mathrm{CD}} \ldots$ where the " $\overrightarrow{\mathrm{CD}}$ " reductions are really of the form $\overrightarrow{\mathrm{D}} \boldsymbol{y} \cdot(\overrightarrow{\mathrm{C}} \cdot \overrightarrow{\mathrm{D}} \boldsymbol{x}) \cdots(\overrightarrow{\mathrm{C}} \cdot \overrightarrow{\mathrm{D}}$ ) as we are working in $\overrightarrow{A C \downarrow D}$.

Given any such reduction, we can construct the reduction graph as below:

where every second square starting from the leftmost square follows by Lemma 7.2 and where the other squares follow from $\overrightarrow{\mathrm{CD}} \mathrm{UN}$.
$M$ is strong normalising for $\vec{\beta}$ and so the lower reduction is finite. Since $\overrightarrow{\mathrm{CD}}$ SN, the upper one must also be finite.

### 2.2.2 PSN for $\Lambda_{\text {subC }^{b}}$

Definition (inter-substitution reduction, $\overrightarrow{\mathrm{C}}, \overrightarrow{\mathrm{C}^{b}}$ reduction).

1. Inter-substitution reduction is the contextual closure of the reduction generated by:

$$
C^{\prime}[M\langle y:=C[x]\rangle]\langle x:=N\rangle \overrightarrow{\mathrm{C}} C^{\prime}[M\langle y:=C[N]\rangle]\langle x:=N\rangle
$$

2. $\overrightarrow{\mathrm{C}}$ is the largest subrelation of $\overrightarrow{\mathrm{C}}$ which excludes any inter-substitution reduction.
3. $\overrightarrow{\mathrm{C}^{b}}$ is the largest subrelation of $\overrightarrow{\mathrm{C}}$ which excludes any inter-substitution reduction whose redex is not entirely located in a body of substitution.
$\overrightarrow{\mathrm{C}}$ could also be described as excluding any $\overrightarrow{\mathrm{C}}$ reductions where the variable of the redex was located inside a substitution. $\overrightarrow{\mathrm{C}^{b}>}$ could be described as excluding any $\overrightarrow{\mathrm{C}}$ reductions where the substitution definition is a top-level substitution and the variable of the redex lies inside another substitution. For example,

$$
x\langle y:=Q\langle z:=C[w]\rangle\langle w:=P\rangle\rangle \overrightarrow{\mathrm{ACD}} x\langle y:=Q\langle z:=C[P]\rangle\langle w:=P\rangle\rangle
$$

is not a $\overrightarrow{\mathrm{C}}$ reduction as the free occurence of $w$ is located inside a substitution definition. It is a $\overrightarrow{\mathrm{C}^{b}}$ reduction as the $\overrightarrow{\mathrm{C}}$ redex is entirely contained inside a body of substitution $Q\langle z:=C[w]\rangle\langle w:=P\rangle^{4}$. The reduction

$$
Q\langle z:=C[w]\rangle\langle w:=P\rangle \overrightarrow{\mathrm{ACD}} Q\langle z:=C[P]\rangle\langle w:=P\rangle
$$

is again not a $\overrightarrow{C^{\prime}}$ reduction. It is also not a $\overrightarrow{\mathrm{C}^{\mathrm{b}}}$ reduction as the inter-substitution copy happens between two top-level substitutions. Clearly, $\overrightarrow{\mathrm{C}} \subset \overrightarrow{\mathrm{C}^{b}} \subset \overrightarrow{\mathrm{C}}$.

An inter-substitution reduction is a replacement of a free variable located inside a substitution definition with some term. This form of reduction is related to the notion of composition of substitutions (see Section 2.3) which has been known to break PSN in other calculi (see Sections 2.3.3, 2.3.4, and 2.3.6).
Definition ( $\left.\overrightarrow{\mathrm{ACD}}, \overrightarrow{\mathrm{AC}^{b} \mathrm{D}}, \Lambda_{\text {subC }}, \Lambda_{\mathrm{subC}^{b}}\right)$. $\overrightarrow{\mathrm{ACD}}=(\overrightarrow{\mathrm{AD}} \cup \overrightarrow{\mathrm{C}})$. $\overrightarrow{\mathrm{AC}^{b} \mathrm{D}}=\left(\overrightarrow{\mathrm{AD}} \cup \overrightarrow{\mathrm{C}^{b}}\right)$. We denote their respective calculi as $\Lambda_{\mathrm{subC}}$ and $\Lambda_{\mathrm{subC}^{b}}$.
$\lambda \mathrm{xgc}$ does not have a rule to compose substitutions. Therefore, it would be reasonable to hypothesize that an inductive proof of PSN for $\Lambda_{\text {subc }}$ would follow the inductive proof of PSN for $\lambda \mathrm{xgc}$. We strongly believe this but do not prove it here. Instead, we will use the inductive proof of PSN for $\lambda \mathrm{xgc}$ to prove PSN for the slightly stronger $\Lambda_{\text {subC }^{b}}$ calculus. However, the reasoning at each stage should also hold for $\Lambda_{\text {sube }}$. The reason we are able to reuse Rose's inductive proofs whilst allowing some inter-substitution reduction is that the proofs rest on a property subSN (see below) which states that bodies of substitutions are strongly normalising for $\stackrel{\rightharpoonup}{\mathrm{ACD}}$. This property must be shown to be preserved by reduction on a subset of $\Lambda \mathrm{x}$ which includes the strongly normalising pure terms. We will show that $\overline{\mathrm{AC}^{\mathrm{D}} \mathrm{D}}$ does indeed preserve this property on a suitable subset. As an intuition, note that if $\operatorname{subSN}(M)$ then as $\overrightarrow{\mathrm{AC}^{b} \mathrm{D}}$ does not allow any inter-substitution reduction at top-level, any other intersubstitution reduction preserves subSN.

Lemma 14 ( $\left.\downarrow_{\mathrm{CD}}=\downarrow_{\mathrm{C}^{\mathrm{b}}}=\downarrow_{\mathrm{CD}}\right)$.
Proof. We prove $\downarrow_{\mathrm{CD}}=\downarrow_{\mathrm{CD}}$ which is sufficient. Given a term $M$, the innermost substitutions are subterms $P\langle x:=$ $Q\rangle$ of $M$ such that $P$ and $Q$ are pure. Given such a subterm, reduce an innermost substitution:

$$
M \equiv C[P\langle x:=Q\rangle] \overrightarrow{\mathrm{C}} C[P\{x:=Q\}\langle x:=Q\rangle] \overrightarrow{\mathrm{D}} C[P\{x:=Q\}] .
$$

None of the $\overrightarrow{\mathrm{C}}$ reductions in the path are inter-substitution reductions. We may repeat this process until it ends (as $\overrightarrow{\mathrm{CD}} \mathrm{SN}$ ). The proof follows by $\overrightarrow{\mathrm{CD}} \mathrm{UN}$.
Definition $\left(\mathrm{SN}_{\beta}, \mathrm{SN}_{\lambda \mathrm{xgc}}, \mathrm{SN}_{\Lambda_{\mathrm{sub}}}, \mathrm{SN}_{\Lambda_{\text {subcb }}}\right) . \mathrm{SN}_{\beta}$ is the set of strongly normalising $\lambda$-calculus terms. $\mathrm{SN}_{\lambda \mathrm{xgc}}$, $\mathrm{SN}_{\Lambda_{\mathrm{sub}}}$, and $\mathrm{SN}_{\Lambda_{\text {subc }^{b}}}$ are the sets of $\Lambda \mathrm{x}$ terms which are strongly normalising for $\overrightarrow{\mathrm{bxgc}}, \overrightarrow{\mathrm{ACD}}$, and $\xrightarrow[\mathrm{AC}^{b} \mathrm{D}]{ }$ respectively.

The next two definitions help us describe if the reduction paths of a term outside garbage (\#gf) or inside substitutions (subSN) are finite. The intuition is that a term is strongly normalising for $\overrightarrow{\mathrm{AC}^{b} \mathrm{D}}$ if finite paths always exist both outside garbage and inside substitutions (Theorem 19).
Definition $(\# \mathrm{gf}(M))$. For all terms $M \in \Lambda x$, define $\# \operatorname{gf}(M)$ to be the maximum length of garbage-free ( $\overrightarrow{\mathrm{AC} \downarrow \mathrm{D}})$ reduction paths starting in $\downarrow_{\mathrm{D}}(M)$.
Definition $\left(\operatorname{subSN}_{\odot}(M), \operatorname{subSN}_{\mathrm{C}^{b}}(M), \operatorname{subSN}(M)\right)$. The predicates $\operatorname{subSN}_{\mathcal{C}}(M), \operatorname{subSN}_{\mathrm{C}^{b}}(M)$, and subSN $(M)$ state that all bodies of substitutions in $M$ are strongly normalising for $\overrightarrow{\mathrm{A}_{6}}-, \overrightarrow{\mathrm{AC}} \overrightarrow{\mathrm{D}}-$, and $\overrightarrow{\mathrm{ACD}}$ respectively. ${ }^{5}$.

We will not discuss subSN ${ }_{C}(M)$ or subSN ${ }_{\mathrm{C}^{b}}(M)$ much here. We hypothesize that the former is sufficient to prove PSN for $\Lambda_{\text {subc }}$ but the latter is not sufficient to prove PSN for $\Lambda_{\text {subCb }}$ - the term $p\langle u:=Z\rangle$ in Proposition 15 would be a counterexample to the main theorem of this section. For $\Lambda_{\mathrm{subC}^{b}}$, we need the stronger property subSN.

To demonstrate how \#gf and subSN describe the finiteness of reduction sequences outside and inside garbage respectively, let $\Omega \equiv(\lambda v . v v)(\lambda w \cdot w w) ; \# \operatorname{gf}(\Omega)=\infty$ and $\operatorname{subSN}(\Omega)$ is true (there are no substitutions) whereas $\# \operatorname{gf}(x\langle y:=\Omega\rangle)=0$ and $\operatorname{subSN}(x\langle y:=\Omega\rangle)$ is false, where $x \neq y$.
Notation (properties of terms and subsets of $\Lambda \mathrm{x}$ ). We typically use the same notation for a property of a term and a subset of $\Lambda \mathrm{x}$ e.g. subSN $(M)$ means that $M$ satisfies subSN whereas $\# \mathrm{gf}<\infty$ denotes the subset of $\Lambda \mathrm{x}$ which satisfies this property.

[^7]Definition $\left(\Lambda \mathrm{x}^{<\infty}\right)$. We define a subset $\Lambda \mathrm{x}^{<\infty}$ of $\Lambda \mathrm{x}$ as:

$$
\Lambda \mathrm{x}^{<\infty}=\left\{M \in \Lambda \mathrm{x} \mid \forall N \subseteq M \cdot \downarrow_{\mathrm{CD}}(N) \in \mathrm{SN}_{\beta}\right\}^{6}
$$

where $\subseteq$ denotes 'subterm (non-strict) of'.
The pure terms of $\Lambda x^{<\infty}$ are exactly the strongly normalising pure terms of the $\lambda$-calculus. As it excludes some non-terminating $\Lambda \mathrm{x}$ terms, it seems a good starting point for the proof of PSN. In fact, $\Lambda \mathrm{x}^{<\infty}$ characterises $\mathrm{SN}_{\lambda \mathrm{xgc}}[\mathrm{BR} 95]$ and we hypothesize that it also characterizes $\mathrm{SN}_{\Lambda_{\text {sub } \mathcal{C}}}$. It does not characterize $\mathrm{SN}_{\Lambda_{\text {sub }}}$ (see Section 2.2.4).
$\Lambda \mathrm{x}^{<\infty}$ also does not characterize $\mathrm{SN}_{\Lambda_{\text {subc }}}$. Define $Z$ as:

$$
Z \equiv z\langle x:=y y\rangle\langle y:=\lambda v \cdot v v\rangle,
$$

where all variables are distinct. The set of subterms of $Z$ are (up to equivalence):

$$
S=\{v, v v, \lambda v . v v, z\langle x:=y y\rangle, Z\} .
$$

Proposition 15. $\mathrm{SN}_{\Lambda_{\mathrm{subc}}} \neq \mathrm{SN}_{\lambda x g c}$.
Proof. Consider the term $p\langle u:=Z\rangle \in \Lambda \mathrm{x}^{<\infty}$. By [BR95], $Z \in \mathrm{SN}_{\lambda \mathrm{xgc}}$. However,

$$
\left.\left.Z \overrightarrow{\mathrm{C}^{b}}\right\rangle \overrightarrow{\mathrm{C}^{b}}\right\rangle\langle u:=z\langle x:=\Omega\rangle\langle y:=\lambda v \cdot v v\rangle\rangle
$$

and Proposition 6.2 shows that $Z$ is not strongly normalising for $\overrightarrow{\mathrm{AC}^{b} \mathrm{D}}$.
Corollary 16. $\mathrm{SN}_{\Lambda_{\text {subcb }}} \subset \mathrm{SN}_{\lambda \mathrm{xgc}}$.
Proof. By definition, a $\Lambda \mathrm{x}$ term which is not in $\Lambda \mathrm{x}<\infty$ has a subterm whose $\overrightarrow{\mathrm{CD}}$ normal form is not strongly normalising for $\beta$-reduction. Any infinite $\beta$-reduction sequence can be matched by an infinite $\overrightarrow{\mathrm{AC}^{b} \mathrm{D}}$ sequence (Proposition 6.2 and Lemma 14). As $\mathrm{SN}_{\lambda \mathrm{xgc}}=\Lambda \mathrm{x}^{<\infty}$, the set $\mathrm{SN}_{\Lambda_{\mathrm{sub}^{b}}}$ must be a subset of $\mathrm{SN}_{\lambda \mathrm{xgc}}$. Proposition 15 proves that it is a strict subset.

We now define garbage-reduction which classifies all the 'useless' reductions which occur in garbage (and may lead to infinite sequences).

## Definition (Garbage-reduction).

1. Garbage-reduction is the contextual closure of the reduction generated by:

- If $N \overrightarrow{\mathrm{ACD}} N^{\prime}$ and $x \notin \mathrm{fv}\left(\downarrow_{\mathrm{D}}(M)\right)$ then $M\langle x:=N\rangle \overrightarrow{\mathrm{ACD}} M\left\langle x:=N^{\prime}\right\rangle$ is garbage reduction.
- If $x \notin \operatorname{fv}(M)$ then $M\langle x:=N\rangle \stackrel{ }{\mathrm{ACD}} M$ is garbage-reduction.
- If $x \notin \mathrm{fv}\left(\downarrow_{\mathrm{D}}(M)\right)$ then

$$
C[M\langle x:=\ldots y \ldots\rangle]\langle y:=N\rangle \stackrel{ }{\mathrm{ACD}} C[M\langle x:=\ldots N \ldots\rangle]\langle y:=N\rangle
$$

is garbage reduction.
2. Reduction outside garbage is any reduction that is not garbage-reduction.

The first type of garbage-reduction reduces the term that will replace $x$ but any free instance of $x$ in $M$ is contained inside garbage. The second type of garbage-reduction is simply garbage-collecting via $\overrightarrow{\mathrm{D}}$. The third type is special to $\Lambda_{\text {sub }}$. It describes the wide substitution of a variable within garbage. The context $C$ in the definition is needed as the outer substitution may not be directly above the inner substitution. This garbage reduction is always a $\overrightarrow{\mathrm{C}}$ reduction and can lead to the infinite sequences in terms like $z\langle x:=y y\rangle\langle y:=\lambda v . v v\rangle$. In $\Lambda_{\text {sube }}$, this final type of garbage reduction does not occur. In $\Lambda_{\text {subC }}{ }^{b}$, these reductions are a special case of the first type as the redex must be located entirely in a body of substitution.

As any $\overrightarrow{\mathrm{D}}$ reduction is garbage-reduction, reduction outside garbage only pertains to the $\overrightarrow{\mathrm{A}}$ and $\overrightarrow{\mathrm{C}}$ reductions e.g. if $N \overrightarrow{\mathrm{AC}} N^{\prime}$ and $x \in \mathrm{fv}\left(\downarrow_{\mathrm{D}}(M)\right)$ then $M\langle x:=N\rangle \underset{\mathrm{AC}}{ } M\left\langle x:=N^{\prime}\right\rangle$ is outside garbage. Any $\overrightarrow{\mathrm{AC}}$ reduction whose redex is not totally or partially contained in a body of substitution is also outside garbage.

[^8]
## Propositions 17.

1. If $M \underset{\mathrm{ACD}}{ } N$ is garbage-reduction then $\downarrow_{\mathrm{D}}(M) \equiv \downarrow_{\mathrm{D}}(N)$.
2. If $M \overrightarrow{\mathrm{ACD}} N$ is outside garbage then $\downarrow_{\mathrm{D}}(M) \overrightarrow{\mathrm{AC} \downarrow \mathrm{D}}{ }_{\mathrm{D}}(N)$. Furthermore,
(a) if $M \overrightarrow{\mathrm{C}} N$ then $\downarrow_{\mathrm{D}}(M) \overrightarrow{\mathrm{C}} \overrightarrow{\mathrm{D}}{ }^{\wedge} \downarrow_{\mathrm{D}}(N)$,
(b) if $M \overrightarrow{\mathrm{C}^{b}} N$ then $\downarrow_{\mathrm{D}}(M) \overrightarrow{\mathrm{C}^{b}} \overrightarrow{\mathrm{D}} \overrightarrow{\mathrm{D}} \downarrow_{\mathrm{D}}(N)$.

## Proof.

1. We split the proof on the three cases where garbage-reduction occurs:

- Let $Q \overrightarrow{\mathrm{ACD}} Q^{\prime}$ and $x \notin \mathrm{fv}\left(\downarrow_{\mathrm{D}}(P)\right)$. Given a garbage-reduction

$$
P\langle x:=Q\rangle \stackrel{\overrightarrow{\mathrm{ACD}}}{ } P\left\langle x:=Q^{\prime}\right\rangle,
$$

the proof follows by $\overrightarrow{\mathrm{D}} \mathrm{UN}$ and the diagram


- Follows by $\overrightarrow{\mathrm{D}}$ UN.
- Let $x \notin \mathrm{fv}\left(\downarrow_{\mathrm{D}}(M)\right)$. The proof follows by $\overrightarrow{\mathrm{D}} \mathrm{UN}$ and the diagram


2. A reduction $M \overrightarrow{\mathrm{AC}} N$ outside garbage can be described as contracting a redex in $M$ which exists in some garbage-free form in $\downarrow_{\mathrm{D}}(M)$. More precisely, the redex of a reduction outside garbage in a term $M$ has a unique residual in the term $\downarrow_{\mathrm{D}}(M)$; there is at most one residual as no copying takes place and there is at least one residual by the definition of reduction outside garbage i.e. the residual cannot be discarded.
The proof follows from the two diagrams in the proof of Lemma 11.1.
(a) If $M \underset{\lessdot}{\hookrightarrow} N$ then the free occurrence of the variable (say $x$ ) in the redex does not lie under substitution. In $\psi_{\mathrm{D}}(M)$, it still does not lie under substitution.
(b) If $M \overrightarrow{\mathrm{C}^{b}} N$ then the entire redex is a subterm of a body of substitution. This remains true for the reduct of the redex in $\downarrow_{\mathrm{D}}(M)$.

The following proofs relate specifically to $\Lambda_{\text {subCb }}$. We hypothesize that they also hold for $\Lambda_{\text {sube }}$, replacing subSN with $\operatorname{subSN}_{\mathrm{C}}$.

## Lemmas 18.

In $\Lambda_{\text {subC }}{ }^{\text {b }}$,

1. If $\operatorname{subSN}(M)$ and $M \overrightarrow{\mathrm{AC}^{b} \mathrm{D}} N$ is garbage-reduction, then $\operatorname{subSN}(N)$.
2. If $\operatorname{subSN}(M)$ then $M$ is strongly normalising for garbage-reduction.

## Proof.

1. This follows from the definition of garbage-reduction. For the first case, say $M \equiv P\langle x:=Q\rangle \underset{\mathrm{ACD}}{ } P\langle x:=$ $\left.Q^{\prime}\right\rangle \equiv N$. Since $\operatorname{subSN}(M), Q$ is strongly normalising for $\overrightarrow{\mathrm{ACD}}$-reduction. Then $Q^{\prime}$ is strongly normalising for $\overrightarrow{\mathrm{ACD}}$-reduction.

For the second case, say $M \equiv P\langle x:=Q\rangle \stackrel{\overrightarrow{\mathrm{ACD}}}{ } P \equiv N$. Then the bodies of substitution of $N$ are a subset of those of $M$ and so $\operatorname{subSN}(N)$.
In $\Lambda_{\text {subC }^{b}}$, the third case is a special case of the first ${ }^{7}$. The proof follows by induction over the structure of terms.
2. We begin by defining two interpretations for subSN-terms $M$. Let $h_{1}(M)$ be the maximum length of $\overrightarrow{\mathrm{ACD}}$-reduction paths inside bodies of substitutions of $M$. The value $h_{1}(M)$ is well defined as $M$ has a finite number of substitutions and the body of each substitution is strongly normalising for $\overrightarrow{\mathrm{ACD}}$-reduction by $\operatorname{subSN}(M)$. Let $h_{2}(M)$ be the number of substitutions of top-level substitutions in $M$. Any garbagereduction reduct of $M$ will never have a greater number of top-level substitutions than $M$ as a garbagereduction of the form $\overrightarrow{\mathrm{A}}$ (which introduces new substitutions) will only occur under a substitution.

Let $M \underset{\mathrm{ACD}}{ } N$ be garbage reduction occuring under a body of substitution of $M$. Then $h_{1}(M)>h_{1}(N)$ as if $h_{1}(N) \geq h_{1}(M)$ then there exists a $\overrightarrow{\mathrm{ACD}}$-reduction path starting from $M$ which is longer than $h_{1}(M)$, the maximum such path.
Let $M \underset{\mathrm{ACD}}{ } N$ be garbage reduction which does not occur under a body of substitution of $M$. By the definition of garbage reduction it must be that $M \overrightarrow{\mathrm{D}} N$ and the reduction throws away a top-level substitution. Hence, the number of top-level substitutions of $M$ is reduced by 1 and $h_{2}(M)>h_{2}(N)$.
For any garbage reduction $M \stackrel{ }{\mathrm{ACD}} N$ either of $h_{1}(M)$ or $h_{2}(M)$ decreases while the other does not increase. Hence, garbage reduction is strongly normalising for subSN-terms.

Theorem 19. If $\# \operatorname{gf}(M)<\infty$ and $\operatorname{subSN}(M)$ then $M$ is strongly normalising for $\overrightarrow{\mathrm{AC}^{b} \mathrm{D}}$-reduction.
Proof. We induct over $\# \operatorname{gf}(M)$.
Base case $\# \operatorname{gf}(M)=0$. By Proposition 17.2, any reduction $M \overrightarrow{\mathrm{AC}^{b} \mathrm{D}} N$ must be garbage-reduction. Now, for any garbage reduction $M \stackrel{\mathrm{AC}^{b} \mathrm{D}}{ } N$ we have by Proposition 17.1 that $\downarrow_{\mathrm{D}}(N) \equiv \downarrow_{\mathrm{D}}(M)$. Hence, \#gf $(N)=0$ and so by the same argument any reduction $N \overrightarrow{\mathrm{AC}^{b} \mathrm{D}} N^{\prime}$ must also be garbage reduction. It follows that any reduction path starting at $M$ contains only garbage reductions. As subSN $(M)$, it follows by Lemma 18.2 that $M$ is strongly normalising.

Induction hypothesis Suppose $\# \operatorname{gf}(M)>0$. We assume that if $\# \operatorname{gf}\left(M^{\prime}\right)<\# \operatorname{gf}(M)$ and $\operatorname{subSN}\left(M^{\prime}\right)$ then $M^{\prime}$ is strongly normalising for $\overrightarrow{\mathrm{AC}^{b} \mathrm{D}}$. We call this induction hypothesis IH1.
Suppose there exists an infinite reduction path

$$
M \equiv M_{0} \overrightarrow{\mathrm{AC}^{b} \mathrm{D}} M_{1} \overrightarrow{\mathrm{AC}^{b} \mathrm{D}} M_{2} \overrightarrow{\mathrm{AC}^{b} \mathrm{D}} M_{3} \overrightarrow{\mathrm{AC}^{b} \mathrm{D}} \cdots
$$

We have assumed that subSN $(M)$. By Lemma 18.2, $M$ is then strongly normalising for garbage reduction and so there is $m$ such that $M \overrightarrow{\mathrm{AC}^{\mathrm{b}}}{ }_{3} M_{m}$ is garbage-reduction and $M_{m} \overrightarrow{\mathrm{AC}^{b} \mathrm{D}} M_{m+1}$ is reduction outside garbage. By Propositions 17.1 and 17.2, we have

$$
\# \operatorname{gf}\left(M_{m+1}\right)<\# \operatorname{gf}\left(M_{m}\right)=\# \operatorname{gf}(M)<\infty
$$

[^9]$\operatorname{subSN}\left(M_{m}\right)$ by Lemma 18. If we can prove by induction on the structure of $M_{m}$ that also $\operatorname{subSN}\left(M_{m+1}\right)$ then we can invoke IH1 to show that $M_{m+1}$ is strongly normalising for $\overrightarrow{\mathrm{AC}^{\mathrm{b} D}}$-reduction. We call the new induction hypothesis IH2. We treat some cases below, noting that $M_{m} \overline{\mathrm{AC}^{b}}>M_{m+1}$ by definition of reduction outside garbage.

Case $M_{m} \equiv(\lambda x . N) P \overrightarrow{\mathrm{AC}^{\mathrm{b}} \mathrm{D}} N\langle x:=P\rangle \equiv M_{m+1}$. Bodies of substitutions in $N$ and $P$ are strongly normalising since they are also bodies of substitutions in $(\lambda x . N) P \equiv M_{m}$ and $\operatorname{subSN}\left(M_{m}\right)$. Also, $\# \operatorname{gf}(P)<$ $\# \operatorname{gf}((\lambda x . N) P)$ and so by IH1 $P$ is strongly normalising, thus $\operatorname{subSN}(N\langle x:=P\rangle)$.

Case $M_{m} \equiv C[x]\langle x:=P\rangle \stackrel{\mathrm{AC}^{b} \mathrm{D}}{ } C[P]\langle x:=P\rangle \equiv M_{m+1}$. We are in $\Lambda_{\text {subC }^{b}}$ so if this free occurence of $x$ is located inside a body of substitution, then the definition $\langle x:=P\rangle$ is located inside the same body and the next case addresses this situation.
Otherwise, $x$ is located outside of a body of substitution ${ }^{8} . x$ is replaced by $P$ whose bodies of substitutions are strongly normalising as they are also bodies of substitutions in $M_{m}$. Otherwise $M_{m}$ and $M_{m+1}$ have identical bodies of substitution. Hence, $\operatorname{subSN}(C[P]\langle x:=P\rangle)$.

Case $\left.M_{m} \equiv N\langle x:=P\rangle \stackrel{ }{\mathrm{AC}^{b} \mathrm{D}}\right\rangle\left\langle x:=P^{\prime}\right\rangle \equiv M_{m+1}$ where $\left.P \stackrel{\mathrm{AC}^{b} \mathrm{D}}{ }\right\rangle P^{\prime}$. We know subSN $\left(M_{m}\right)$ which implies $\operatorname{subSN}(N) . P$ is strongly normalising for $\overrightarrow{\mathrm{ACD}}$ since $\operatorname{subSN}\left(M_{m}\right)$. Hence, $P^{\prime}$ is strongly normalising and $\operatorname{subSN}\left(N\left\langle x:=P^{\prime}\right\rangle\right)$.

Case $M_{m} \equiv N P \overrightarrow{\mathrm{AC}^{b} \mathrm{D}} N^{\prime} P \equiv M_{m+1}$ where $N \overrightarrow{\mathrm{AC}^{b} \mathrm{D}} N^{\prime}$. Then $\operatorname{subSN}\left(N^{\prime}\right)$ by IH2. As subSN $(N P)$, we have $\operatorname{subSN}(P)$ and so $\operatorname{subSN}\left(N^{\prime} P\right)$.

Case $\left.M_{m} \equiv \lambda x . N \overrightarrow{\mathrm{AC}^{b} \mathrm{D}}\right\rangle x . N^{\prime} \equiv M_{m+1}$ where $N \overrightarrow{\mathrm{AC}^{b} \mathrm{D}} N^{\prime}$. Similar to the last case.
Thus, $M_{m+1}$ is strongly normalising for $\overrightarrow{\mathrm{AC}^{b} \mathrm{D}}$-reduction. This completes the proof as $M \overrightarrow{\mathrm{AC}^{\mathrm{b}} \mathrm{D}} M_{m+1}$ is a finite sequence.

Corollary 20 (PSN for $\Lambda_{\text {subC }}$ ). $\overrightarrow{\mathrm{AC}^{b} \mathrm{D}}$ PSN of $\vec{\beta}$.
Proof.
Case $\Rightarrow$. If $M$ is pure then it has no substitutions and so $\operatorname{subSN}(M)$. If $M$ is strongly normalising for $\vec{\beta}_{-}$ reduction then by Theorem 13, $\# \operatorname{gf}(M)<\infty$. We now apply Theorem 19.

Case $\Leftarrow$. By Proposition 6.2 and Lemma 14, infinite $\vec{\beta}$-reductions induce infinite $\overrightarrow{\mathrm{AC}^{b} \mathrm{D}}$-reductions.

We should remark that there is no bigraphical equivalent for $\Lambda_{\text {subC }}$ or $\Lambda_{\text {subCb }}$. There is no obvious way to disallow inter-substitution reduction without changing the nature of activity of controls in a bigraphical reactive system (and assuming a suitable notion of activity is definable).

### 2.2.3 The problem with inter-substitution reduction

The proof in the previous section does not hold for $\Lambda_{\text {sub }}$. This is because inter-substitution reduction in general can introduce cases of infinite sequences inside substitution which do not occur in $\lambda \mathrm{xgc}$ or $\Lambda_{\mathrm{subC}^{b}}$.

Proposition 21. $\mathrm{SN}_{\Lambda_{\text {sub }}} \neq \mathrm{SN}_{\lambda \mathrm{xgc}}$.
Proof. Consider $Z$ from the last section. $Z \in \Lambda \mathrm{x}^{<\infty}$ and so by [BR95], $Z \in \mathrm{SN}_{\lambda \mathrm{xgc}}$. However,

$$
Z \overrightarrow{\mathrm{C}} \overrightarrow{\mathrm{C}} z\langle x:=\Omega\rangle\langle y:=\lambda v \cdot v v\rangle \equiv Z^{\prime}
$$

and Proposition 6.2 shows that $Z$ is not strongly normalising for $\overrightarrow{\mathrm{ACD}}$.

[^10]Corollary 22. $\mathrm{SN}_{\Lambda_{\text {sub }}} \subset \mathrm{SN}_{\Lambda_{\mathrm{subc}^{b}}} \subset \mathrm{SN}_{\lambda \mathrm{xgc}}$.
Proof. By definition, a $\Lambda \mathrm{x}$ term which is not in $\Lambda \mathrm{x}^{<\infty}$ has a subterm whose $\overrightarrow{\mathrm{CD}}$ normal form is not strongly normalising for $\beta$-reduction. Any infinite $\beta$-reduction sequence can be matched by an infinite $\overrightarrow{\mathrm{ACD}}$ sequence (Proposition 6.2). As $\mathrm{SN}_{\lambda \mathrm{xgc}}=\Lambda \mathrm{x}^{<\infty}$, the set $\mathrm{SN}_{\Lambda_{\mathrm{sub}}}$ must be a subset of $\mathrm{SN}_{\lambda \mathrm{xgc}}$. Proposition 21 proves that it is a strict subset. As $Z$ is strongly normalising for $\overrightarrow{\mathrm{AC}^{b} \mathrm{D}}$, a similar argument and Corollary 16 finish the proof.

Bloo proposed that the crucial step in the inductive proof of PSN for $\lambda \mathrm{xgc}$ was that it was provable that given a term $M$ in $\Lambda \mathrm{x}^{<\infty}$, if $\operatorname{subSN}(M)$ then all $\overrightarrow{\text { bxgc }}$-reducts $M^{\prime}$ of $M$ satisfied $\operatorname{subSN}\left(M^{\prime}\right)$. In the proposition above, $\operatorname{subSN}(Z)$ is true but $\operatorname{subSN}\left(Z^{\prime}\right)$ is false and the inductive proof fails for $\Lambda_{\text {sub }}$.

The reason it fails is that $\operatorname{subSN}(M)$ is not a strong enough predicate for $\Lambda_{\text {sub }}$. subSN is meant to capture the property that all reduction sequences that occur inside substitutions are strongly normalising. However, $\Lambda_{\text {sub }}$ allows interactions between substitutions similar to composition of substitutions (see Section 2.3) which cannot occur in $\lambda$ xgc. Specifically, these interactions are inter-substitution reductions. Proposition 21 demonstrates how substitution may alter another body of a substitution such that subSN no longer holds. In explicit substitution calculi without composition of substitutions, this behaviour is not possible. For $\Lambda_{\text {sub }}$, we need a stronger property similar to subSN to provide for this behaviour.

As our property will consider a body of substitution and all substitutions above it, we first introduce some notation to make the remainder of the section more legible.

Notation (substitutions, superbody of substitution). When considering a subterm $N$ of some term $M$, the term

$$
N\left\langle y_{1}:=R_{1}\right\rangle\left\langle y_{2}:=R_{2}\right\rangle \ldots\left\langle y_{n}:=R_{n}\right\rangle
$$

includes all the substitutions above $N$ in $M$ (where $\left\langle y_{i}:=R_{i}\right\rangle$ lies below $\left\langle y_{i+1}:=R_{i+1}\right\rangle$ ). This is abbreviated to $N\left\langle y_{1} \ldots y_{n}\right\rangle$. When $N$ is a body of substitution, we say $N\left\langle y_{1} \ldots y_{n}\right\rangle$ is a superbody of substitution.

Definition (preSN). The predicate $\operatorname{preSN}(M)$ states that all superbodies $N$ of substitutions in $M$ are strongly normalising for $\overrightarrow{\mathrm{ACD}}$.
$\operatorname{preSN}(Z)$ does not hold as $(y y)\langle y:=\lambda v . v v\rangle$ is not strongly normalising. The predicate seems strong but we do need to consider all inter-substitutions reduction. For example, the term

$$
M \equiv((N\langle x:=y v\rangle P)\langle y:=z\rangle Q)\langle z:=\lambda w . w w\rangle\langle v:=\lambda u . u u\rangle
$$

does not satisfy preSN $(M)$ and has an infinite reduction sequence inside substitutions.
Next, we redefine the proposed set of strongly normalising terms of $\Lambda_{\text {sub }}$ to account for inter-substitution reduction.

Definition $\left(\Lambda \mathrm{x}_{\text {sub }}{ }^{<\infty}\right)$. We define a subset $\Lambda \mathrm{x}_{\text {sub }}<\infty$ of $\Lambda \mathrm{x}$ as:

$$
\Lambda \mathrm{x}_{\mathrm{sub}}{ }^{<\infty}=\left\{M \in \Lambda \mathrm{x} \mid \forall N \subseteq M \cdot \downarrow_{\mathrm{CD}}\left(N\left\langle y_{1} \ldots y_{n}\right\rangle\right) \in \mathrm{SN}_{\beta}\right\}
$$

where $\subseteq$ denotes 'subterm (non-strict) of'.
Any term $M \in \mathrm{SN}_{\Lambda_{\text {sub }}}$ satisfies both $\operatorname{preSN}(M)$ and $M \in \Lambda \mathrm{x}_{\text {sub }}{ }^{<\infty}$. The pure terms in $\Lambda \mathrm{x}_{\text {sub }}{ }^{<\infty}$ are exactly those which are strongly normalising for $\vec{\beta}$. It is therefore a likely candidate for $\mathrm{SN}_{\Lambda_{\text {sub }}}$ and the proof of PSN but unfortunately it contains terms which are not strongly normalising.

Examples 23 (terms which are not strongly normalising). Here are some examples of terms which are not strongly normalising but satisfy at least one of $\# \mathrm{gf}<\infty$, preSN, or inclusion in $\Lambda \mathrm{x}_{\mathrm{sub}}{ }^{<\infty}$. All variables are distinct.

1. $z\langle x:=y y\rangle\langle y:=\lambda v . v v\rangle$

This term only satifies $\# \mathrm{gf}<\infty$.
2. $N\langle x:=y v\rangle\langle y:=z\rangle\langle z:=\lambda w \cdot w w\rangle\langle v:=\lambda u . u u\rangle, x \notin \mathrm{fv}(N)$

This term only satifies $\# \mathrm{gf}<\infty$.
3. $(\lambda x . z\langle y:=(\lambda v . v v) x\rangle)(\lambda u . u u), y \neq z$

This term satisfies all three properties. However, it reduces via a $\overrightarrow{\mathrm{A}}$ reduction to

$$
z\langle y:=(\lambda v . v v) x\rangle\langle x:=\lambda u . u u\rangle
$$

where preSN does not hold.
4. $(\lambda x . z\langle y:=(\lambda v . v v) x\rangle)\langle w:=p\rangle(\lambda u . u u), y \neq z$

This term satisfies all three properties. However, it reduces via a $\overrightarrow{\mathrm{D}}$ reduction (discarding $\langle w:=p\rangle$ ) to 3 above.
5. $(\lambda w \cdot(\lambda x . z\langle y:=(\lambda v . v v) x\rangle) w)(\lambda u . u u), y \neq z$

This term satisfies all three properties. However, it reduces as

$$
\overrightarrow{\mathrm{C}} \stackrel{\overrightarrow{\mathrm{~A}}}{\overrightarrow{\mathrm{D}}} 3
$$

The important terms to note above are 3-5. In term 3, a $\overrightarrow{\mathrm{A}}$ reduction breaks preSN by creating a new substitution above existing ones which introduces an infinite sequence. In term 4, a similar reduction occurs but first a $\overrightarrow{\mathrm{D}}$ reduction must unblock a $\overrightarrow{\mathrm{A}}$ redex. In term 5, a copy enables a $\overrightarrow{\mathrm{A}}$ redex to break preSN.

However, it is encouraging that our examples which satisfy subSN but may not terminate all arise from nonterminating pure terms. For example,

$$
\begin{array}{rll}
(\lambda y \cdot(\lambda x \cdot z) y y)(\lambda v \cdot v v) & \overrightarrow{\mathrm{ACD}} & 1 \\
(\lambda v \cdot(\lambda z \cdot(\lambda y \cdot(\lambda x \cdot N)(y v)) z)(\lambda w \cdot w w))(\lambda u \cdot u u) & \overrightarrow{\mathrm{ACD}} & 2 \\
(\lambda x \cdot(\lambda y \cdot z)((\lambda v \cdot v v) x))(\lambda u \cdot u u) & \overrightarrow{\mathrm{ACD}} & 3 \\
(\lambda w \cdot \lambda x \cdot(\lambda y \cdot z)((\lambda v \cdot v v) x))(p)(\lambda u \cdot u u) & \overrightarrow{\mathrm{ACD}} & 4 \\
(\lambda w \cdot \lambda x \cdot(\lambda y \cdot z)((\lambda v \cdot v v) x) w)(\lambda u \cdot u u) & \overrightarrow{\mathrm{ACD}} & 5
\end{array}
$$

In their inductive proofs of PSN for $\lambda \mathrm{xgc}$, Bloo [Blo97] shows that subSN is preserved by reduction for terms in $\Lambda x^{<\infty}$ while Rose [Ros96b] shows that subSN is preserved by reduction for terms where $\# \mathrm{gf}<\infty$. Unfortunately, the examples above demonstrate that even with the more restrictive $\Lambda \mathrm{x}_{\text {sub }}{ }^{<\infty}$, preSN is not preserved by reduction.

As noted above, the problem is that a sequence of $\overrightarrow{\mathrm{A}}$ reductions may introduce new substitutions above existing ones and this can break preSN. We could further constrain preSN with the following definition.

Definition $\left(\operatorname{bigSN}_{\mathrm{A}}\right)$. The predicate $\operatorname{bigSN}_{\mathrm{A}}(M)$ states that for all sequences $M \xrightarrow[\mathrm{~A}]{ } M_{i}, \operatorname{preSN}\left(M_{i}\right)$.
However, $\overrightarrow{\mathrm{D}}$ reductions may unblock $\overrightarrow{\mathrm{A}}$ redexes as in Example 23.4 above. We would then require a stronger definition in order that preSN was preserved.

Definition ( $\mathrm{bigSN}_{\mathrm{AD}}$ ). The predicate $\operatorname{bigSN_{\mathrm {AD}}}(M)$ states that for all sequences $M \overrightarrow{\mathrm{AD}} M_{i}$, $\operatorname{preSN}\left(M_{i}\right)$.
Clearly, bigSN $\mathrm{AD}_{\mathrm{AD}}$ is a necessary property for a term to be strongly normalising. However, now we have to prove that it is preserved under $\xrightarrow[\mathrm{ACD}]{ }$ reduction. We started this investigation by weakening the condition to only consider reductions outside substitution.

## Definition (Reduction inside substitution).

1. Reduction inside substitution is the contextual closure of the reduction generated by:

- If $N \overrightarrow{\mathrm{ACD}} N^{\prime}$ then $M\langle x:=N\rangle \overrightarrow{\mathrm{ACD}} M\left\langle x:=N^{\prime}\right\rangle$ is reduction inside substitution.
- $C[M\langle x:=\ldots y \ldots\rangle]\langle y:=N\rangle \underset{\mathrm{ACD}}{ } C[M\langle x:=\ldots N \ldots\rangle]\langle y:=N\rangle$ is reduction inside substitution.

2. Reduction outside substitution is any other reduction.

We explored these definitions and were able to prove the following lemmas (the proofs are in Appendix A.1):
Lemma $24(\underset{\mathrm{AD}}{ } \mathbf{S N}$ ).
Lemmas 25 (preservation, reflection of preSN).

1. If $\operatorname{preSN}(M)$ and $M \overrightarrow{\mathrm{AD}} N$ is inside substitution then $\operatorname{preSN}(N)$.
2. If $\operatorname{preSN}(M)$ and $M \overrightarrow{\mathrm{D}} N$ is outside substitution then $\operatorname{preSN}(N)$.
3. If $\operatorname{preSN}(M)$ and $M \overrightarrow{\mathrm{C}} N$ then $\operatorname{preSN}(N)$.
4. If $\operatorname{preSN}(N)$ and $M \overrightarrow{\mathrm{~A}} N$ is inside substitution then $\operatorname{preSN}(M)$.

These lemmas allowed us to redefine bigSN $\mathrm{AD}_{\mathrm{AD}}$ as:
Definition (bigSN ${ }_{\mathrm{AD}}$ ). The predicate $\operatorname{bigSN}_{\mathrm{AD}}(M)$ states that for all sequences $M \overrightarrow{\mathrm{AD}} M_{i}$ containing only reductions outside substitution, $\operatorname{preSN}\left(M_{i}\right)$.
and then prove the following lemmas:

## Lemmas 26 (preservation of bigSN).

1. If $\operatorname{bigSN} \mathrm{AD}(M)$ and $M \overrightarrow{\mathrm{AD}} M_{1}$ then $\operatorname{bigSN}_{\mathrm{AD}}\left(M_{1}\right)$.
2. If $\operatorname{bigSN} \mathrm{AD}_{\mathrm{AD}}(M)$ and $M \overrightarrow{\mathrm{C}} M_{1}$ does not create any new $\overrightarrow{\mathrm{A}}$ redexes outside substitution then $\operatorname{bigSN} \mathrm{AD}^{\left(M_{1}\right)}$.

However, although this eases the proof/counterproof of $\operatorname{bigSN}_{\mathrm{AD}}(M)$ for an arbitrary term $M$, it is not true that either $\# \mathrm{gf}<\infty \cap \operatorname{bigSN}_{\mathrm{AD}}$ or $\Lambda \mathrm{x}_{\mathrm{sub}}{ }^{<\infty} \cap \mathrm{bigSN} \mathrm{AD}$ is closed under reduction (Example 23.5 is a counterexample for both). This unfortunately ${ }^{9}$ leads us to the following heavy-handed definition.

Definition (bigSN ACD ). The predicate $\operatorname{bigSN} \mathrm{ACD}(M)$ states that for all sequences $M \overrightarrow{\mathrm{ACD}} M_{i}, \operatorname{preSN}\left(M_{i}\right)$.
It may be possible to weaken the definition to reductions outside substitution again but we do not attempt this. It is rather unsatisfactory when compared to Bloo and Rose's proofs for $\lambda \mathrm{xgc}$. Where they require a term to satisfy subSN, we require a much stronger property - the preservation of preSN through reduction. Another consequence of Example 23.5 is that $\mathrm{SN}_{\Lambda_{\text {sub }}} \subset \Lambda \mathrm{x}_{\text {sub }}{ }^{<\infty}$ and we do not have a simple property to characterise $\mathrm{SN}_{\Lambda_{\text {sub }}}$.

### 2.2.4 PSN for $\Lambda_{\text {sub }}$

Lemmas 27.

1. If $\operatorname{preSN}(M)$ and $M \overrightarrow{\mathrm{ACD}} N$ is garbage-reduction, then $\operatorname{preSN}(N)$.
2. If $\operatorname{preSN}(M)$ then $M$ is strongly normalising for garbage-reduction.

Proof.

1. Proof by case split. Lemmas 25.1-25.3 cover all cases.
2. The proof proceeds as in Lemma 18.2. The only difference is that we define the measure $h_{1}(M)$ as the maximum length of garbage-reduction paths where the redexes are at least partially contained inside substitution. The value $h_{1}(M)$ is well-defined as $M$ has a finite number of substitutions and, in particular, for each innermost body of substitution $Q, Q\left\langle y_{1} \ldots y_{n}\right\rangle$ is strongly normalising.
[^11]We mentioned previously that Lemmas 18.1 and 18.2 do not hold for $\Lambda_{\text {sub }}$. To illustrate this, consider the sequence:

$$
\begin{array}{ll} 
& z\langle x:=y y\rangle\langle y:=\lambda v \cdot v v\rangle \\
\overrightarrow{\mathrm{ACD}} & z\langle x:=(\lambda w \cdot w w) y\rangle\langle y:=\lambda v \cdot v v\rangle \\
\overrightarrow{\mathrm{ACD}} & z\langle x:=\Omega\rangle\langle y:=\lambda v \cdot v v\rangle .
\end{array}
$$

This is a sequence of garbage-reductions in $\Lambda_{\text {sub }}$ (but not in $\Lambda_{\text {subC }^{b}}$ ). The second reduction disproves Lemma 18.1 in $\Lambda_{\text {sub }}$ and the entire sequence disproves Lemma 18.2.

Theorem 28. If $\# \operatorname{gf}(M)<\infty$ and $\operatorname{bigSN}_{\mathrm{ACD}}(M)$ then $M$ is strongly normalising for $\overrightarrow{\mathrm{ACD}}$-reduction.
Proof. We use induction on $\# \operatorname{gf}(M)$.
Base case $\# \operatorname{gf}(M)=0$. By Proposition 17.2, any reduction $M \underset{\mathrm{ACD}}{ } N$ must be garbage-reduction; if it was reduction outside garbage then there would be a contradictory garbage-free reduction $\psi_{\mathrm{D}}(M) \overrightarrow{\mathrm{AC} \downarrow \mathrm{D}}{ }_{\mathrm{D}}$ $(N)$. Now, for any garbage reduction $M \overrightarrow{\mathrm{ACD}} N, \downarrow_{\mathrm{D}}(N) \equiv \downarrow_{\mathrm{D}}(M)$ by Proposition 17.1. Hence, $\# \operatorname{gf}(N)=$ 0 . It follows that any reduction path starting at $M$ contains only garbage reductions. As preSN $(M)$, it follows by Lemma 27.2 that $M$ is strongly normalising.

Induction hypothesis Suppose $\# \operatorname{gf}(M)>0$. We assume that if $\# \operatorname{gf}\left(M^{\prime}\right)<\# \operatorname{gf}(M)$ and $\operatorname{bigSN} \mathrm{ACD}\left(M^{\prime}\right)$ then $M^{\prime}$ is strongly normalising for $\overrightarrow{\mathrm{ACD}}$. We call this induction hypothesis IH1.
Suppose there exists an infinite reduction path

$$
M \equiv M_{0} \overrightarrow{\mathrm{ACD}} M_{1} \overrightarrow{\mathrm{ACD}} M_{2} \overrightarrow{\mathrm{ACD}} M_{3} \overrightarrow{\mathrm{ACD}} \cdots
$$

We have assumed that $\operatorname{preSN}(M)$. By Lemma $27.2, M$ is then strongly normalising for garbage reduction and so there is a finite sequence $M \overrightarrow{\mathrm{ACD}} M_{m}$ of garbage-reductions and $M_{m} \overrightarrow{\mathrm{ACD}} M_{m+1}$ is reduction outside garbage. By Propositions 17.1 and 17.2, we have

$$
\# \operatorname{gf}\left(M_{m+1}\right)<\# \operatorname{gf}\left(M_{m}\right)=\# \operatorname{gf}(M)<\infty .
$$

$\operatorname{bigSN} \mathrm{ACD}\left(M_{m+1}\right)$ as $M \overrightarrow{\mathrm{ACD}} M_{m+1}$. Thus, $M_{m+1}$ is strongly normalising for $\overrightarrow{\mathrm{ACD}}$-reduction. This completes the proof as $M \overrightarrow{\mathrm{ACD}} M_{m+1}$ is a finite sequence.

Corollary 29. $\mathrm{SN}_{\Lambda_{\text {sub }}}=\left(\# \mathrm{gf}<\infty \cap \operatorname{bigSN}_{\mathrm{ACD}}\right)$
Proof. We must prove $\mathrm{SN}_{\Lambda_{\text {sub }}} \subseteq(\# \mathrm{gf}<\infty \cap$ bigSN ACD$)$. The contrapositive

$$
\# \operatorname{gf}(M)=\infty \vee \neg \operatorname{bigSN}_{\mathrm{ACD}}(M) \Rightarrow M \notin \mathrm{SN}_{\Lambda_{\mathrm{sub}}}
$$

follows by $\overrightarrow{\mathrm{AC} \downarrow \mathrm{D}} \subseteq \overrightarrow{\mathrm{ACD}}$.
The proof of Theorem 28 is simpler than the corresponding proofs for $\lambda \mathrm{xgc}$ or $\Lambda_{\text {subC }^{b}}$ as a consequence of the fact that bigSN ${ }_{\mathrm{ACD}}$ is a much stronger property than subSN. As expected however, proving that a pure term satisfies bigSN ACD is much more complicated. We will need the following lemma.

Lemma 30 (delayed $\overrightarrow{\mathrm{A}}$ reduction).

$$
\begin{array}{r}
M \underset{\mathrm{ACD}}{\longrightarrow} C_{1}[(\lambda x . P) Q] \underset{\mathrm{ACD}}{\longrightarrow} C_{1}[P\langle x:=Q\rangle] \underset{\mathrm{ACD}}{\longrightarrow} C_{2}\left[P^{\prime \prime}\left\langle x:=Q^{\prime}\right\rangle\right] \\
\mathrm{ACD} \cdots C_{2}\left[\left(\lambda x . P^{\prime}\right) Q^{\prime}\right] \underset{\mathrm{ACD}}{\mathrm{ACD}} \\
\\
>C_{2}\left[P^{\prime}\left\langle x:=Q^{\prime}\right\rangle\right]
\end{array}
$$

Proof. The proof follows from the fact that all controls in ' $\Lambda$ BIG are active and reduction in ' $\Lambda$ BIG matches that of $\Lambda_{\text {sub }}$ [Mil05b]. The key is that what happens in $(\lambda x . P) Q$ stays in $(\lambda x . P) Q$ - the only effect that firing the $\overrightarrow{\mathrm{A}}$ redex has is that it allows free occurrences of $x$ in $P$ to be substituted which may lead to further reductions which happen entirely inside $P$.

In the reduction paths of the lemma; (1) the firing of the $\overrightarrow{\mathrm{A}}$ redex does not affect $Q$ i.e. any reductions totally inside $Q$ or involving the surrounding context can still fire and so $Q \overrightarrow{\mathrm{ACD}} Q^{\prime}$ on both the top and bottom lines; (2) neither $(\lambda x . P) Q$ or $P\langle x:=Q\rangle$ can affect the surrounding context and so $C_{2}$ is like $C_{1}$ except with changes in any copied reducts of $(\lambda x . P) Q$ or $P\langle x:=Q\rangle$; (3) on the bottom line, $P^{\prime}$ evolves from $P$ by a combination of internal reductions and reductions involving the context. The bottom line joins the top line with a further combination of internal reductions within $P$, reductions involving the context, substitutions of $Q$ for $x$, and reductions in any copies of $(\lambda x . P) Q$ or $P\langle x:=Q\rangle$.

Corollary 31 (regression of terms). Given a reduct $M_{i} \equiv C^{\prime}\left[P^{\prime \prime}\left\langle x:=Q^{\prime}\right\rangle\right]$ of some term $M$ where $i$ ) an ancestor of this substitution does not exist in $M$ and ii) $P^{\prime \prime}\left\langle x:=Q^{\prime}\right\rangle$ is not contained inside substitution in $M_{i}$, we may 'regress' the term to $M_{j} \equiv C^{\prime}\left[\left(\lambda x . P^{\prime}\right) Q^{\prime}\right]$ where $M \overrightarrow{\mathrm{ACD}} M_{j} \overrightarrow{\mathrm{ACD}} M_{i}$.

This corollary will be needed in the proof of PSN to pull a body of substitution outside substitution to apply the inductive hypothesis.

Corollary 32 (PSN for $\Lambda_{\text {sub }}$ ). $\quad \overrightarrow{\mathrm{ACD}}$ PSN of $\vec{\beta}$.
Proof. Case $\Rightarrow$. If $M$ is strongly normalising for $\vec{\beta}$-reduction then by Theorem $13, \# \operatorname{gf}(M)<\infty$. If we can

We take as our induction hypothesis:
If $M$ is pure and $\operatorname{maxred}_{\beta}(M)=n$ then $\operatorname{bigSN}_{\mathrm{ACD}}(M)$.
Note that by the induction hypothesis, if $M$ is pure and $\operatorname{maxred}_{\beta}(M)=n$ then $M$ is strongly normalising (by Theorems 13 and 28).
If $\operatorname{maxred}_{\beta}(M)=0$ then $\operatorname{bigSN}_{\mathrm{ACD}}(M)$ is trivially true. If $\operatorname{maxred}_{\beta}(M)=1$ then any $\overrightarrow{\mathrm{ACD}}$ reduct of $M$ will only contain one body of substitution $P$ which is pure such that $\operatorname{maxred}_{\beta}(P)=0$. Hence, $\operatorname{bigSN} \mathrm{ACD}(M)$. We will prove the inductive case by course-of-value induction.
Assume $\operatorname{bigSN}_{\mathrm{ACD}}(M)$ is false. There is then a finite sequence $M \overrightarrow{\mathrm{ACD}} M_{m}$ (depicted below) such that preSN holds at every step and then a reduction $M_{m} \overrightarrow{\mathrm{ACD}} M_{m+1}$ such that $\operatorname{preSN}\left(M_{m+1}\right)$ is false. By Lemmas 25.1, 25.2, and 25.3, this must be a $\overrightarrow{\mathrm{A}}$-reduction outside substitution.


Let $M_{m} \equiv C\left[\left(\lambda x_{l} \cdot N\right) R_{l}\right] \overrightarrow{\mathrm{ACD}} C\left[N\left\langle x_{l}:=R_{l}\right\rangle\right] \equiv M_{m+1}$.
Let $\left\langle x_{l+1}:=R_{l+1}\right\rangle \cdots\left\langle x_{n}:=R_{n}\right\rangle$ be the substitutions above $\left(\lambda x_{l} . N\right) R_{l}$. We have assumed that $\operatorname{preSN}\left(M_{m+1}\right)$ is false. Therefore, there exists some body of substitution $R_{i}, 1 \leq i \leq n$ such that its superbody $R_{i}\left\langle x_{i+1} \cdots x_{n}\right\rangle$ is not strongly normalising. As $\operatorname{preSN}\left(M_{m}\right), 1 \leq i \leq l-$ the problematic body of substitution is $R_{l}$ or some body of substitution below it.
Assume that $R_{l}$ is not strongly normalising. $\# \operatorname{gf}\left(M_{m}\right)<\infty$ so $\# \operatorname{gf}\left(R_{l}\right)<\infty$ and therefore $\operatorname{bigSN}_{\mathrm{ACD}}\left(R_{l}\right)$ is false so

$$
\begin{gathered}
R_{l} \overrightarrow{\mathrm{ACD}} C_{1}[(\lambda y \cdot P) Q] \overrightarrow{\mathrm{A}} C_{1}[P\langle y:=Q\rangle] \text { and so } \\
M_{m} \xrightarrow[\mathrm{ACD}]{ } C\left[(\lambda x \cdot N) C_{1}[(\lambda y \cdot P) Q]\right] \overrightarrow{\mathrm{A}} C\left[(\lambda x \cdot N) C_{1}[P\langle y:=Q\rangle]\right]
\end{gathered}
$$

such that $\operatorname{preSN}\left(C_{1}[(\lambda y . P) Q]\right)$ is true and $\operatorname{preSN}\left(C_{1}[P\langle y:=Q\rangle)\right.$ is false. We could then treat this case. If the new body of substitution $Q$ is again not strongly normalising, we repeat this process. Eventually, we must reach a body which is strongly normalising as the term has a finite structure. Therefore, without loss of generality, we assume that $R_{l}$ is strongly normalising.
We will break the proof over the cases $i=l$ and $i<l$. A proof that $R_{i}\left\langle x_{i+1} \cdots x_{n}\right\rangle$ is strongly normalising contradicts the assumption that $\operatorname{preSN}\left(M_{m+1}\right)$ is false, yielding a proof by contradiction.

Case $i=l$. As $R_{l}$ is strongly normalising, if $R_{l}\left\langle x_{l+1} \cdots x_{n}\right\rangle$ is not strongly normalising, there must be some substitution occuring between $R_{l}$ and $\left\langle x_{l+1} \cdots x_{n}\right\rangle$. Now, each body of a garbage substitution $S$ in $R_{l}$ is also a body of substitution in $M_{m}$. Hence, the superbody of $S$ is strongly normalising in $M_{m+1}$ by preSN $\left(M_{m}\right)$. As these substitutions $S$ can only interact between themselves, we may discard them and only consider the term $\downarrow_{\mathrm{D}}\left(R_{l}\right)\left\langle x_{l+1} \cdots x_{n}\right\rangle$ to not be strongly normalising. Similarly, any substitutions in $R_{p}, l+1 \leq p \leq n$ which are garbage in $\downarrow_{\mathrm{D}}\left(R_{l}\right)\left\langle x_{l+1} \cdots x_{n}\right\rangle$ may be discarded and we need only consider the term $\downarrow_{\mathrm{D}}\left(R_{l}\left\langle x_{l+1} \cdots x_{n}\right\rangle\right)$.
We may now spend the remaining substitutions (without losing free variables by Proposition 5) and consider $\downarrow_{\mathrm{C}} \downarrow_{\mathrm{D}}\left(R_{l}\left\langle x_{l+1} \cdots x_{n}\right\rangle\right)$. Any infinite path inside the garbage of $\downarrow_{\mathrm{C}} \downarrow_{\mathrm{D}}\left(R_{l}\left\langle x_{l+1} \cdots x_{n}\right\rangle\right)$ can be replicated outside of garbage as all bodies of substitutions have been copied. Therefore, we may again discard all garbage and consider the term $\downarrow_{\mathrm{D}} \downarrow_{\mathrm{C}} \downarrow_{\mathrm{D}}\left(R_{l}\left\langle x_{l+1} \cdots x_{n}\right\rangle\right) \equiv \downarrow_{\mathrm{CD}}\left(R_{l}\left\langle x_{l+1} \cdots x_{n}\right\rangle\right)$. This is a subterm of $\downarrow_{\mathrm{CD}}\left(M_{m}\right)$, is pure, and has a $\beta$-reduction path less than that of $M$. Therefore, by I.H., it is strongly normalising for $\overrightarrow{\mathrm{ACD}}$ which is a contradiction.

Case $i<l$. We have a term

$$
R_{i}\left\langle x_{i+1} \cdots x_{l-1}\right\rangle\left\langle x_{l}:=R_{l}\right\rangle\left\langle x_{l+1} \cdots y_{n}\right\rangle
$$

which we assume is not strongly normalising. If there exists garbage $\langle y:=P\rangle$ inside $R_{i}$ whose superbody in $R_{i}$ is $P\left\langle z_{1} \cdots z_{p}\right\rangle$ such that

$$
T \equiv P\left\langle z_{1} \cdots z_{p}\right\rangle\left\langle x_{i+1} \cdots x_{n}\right\rangle
$$

is not strongly normalising then we consider that case, taking the superbody of the topmost subsitution of $T$ such that its superbody is not strongly normalising. We could repeat this process a finite number of times.
Therefore, w.l.o.g., we assume that garbage in $R_{i}$ does not help the term reduce infinitely. As in the previous case, we therefore consider the term

$$
\downarrow_{\mathrm{D}}\left(R_{i}\left\langle x_{i+1} \cdots x_{l-1}\right\rangle\left\langle x_{l}=R_{l}\right\rangle\left\langle x_{l+1} \cdots y_{n}\right\rangle\right)
$$

to not be strongly normalising. Again, we can spend and discard all substitutions and consider the pure term

$$
V \equiv \downarrow_{\mathrm{CD}}\left(R_{i}\left\langle x_{i+1} \cdots x_{l-1}\right\rangle\left\langle x_{l}=R_{l}\right\rangle\left\langle x_{l+1} \cdots y_{n}\right\rangle\right) .
$$

If $x_{i} \in \operatorname{fv}\left(\downarrow_{\mathrm{D}}\left(M_{m}\right)\right)$ then $V$ is a pure subterm of $\downarrow_{\mathrm{CD}}\left(M_{m}\right)$ and hence is strongly normalising for $\overrightarrow{\mathrm{ACD}}$. Otherwise, we need to pull $R_{i}$ out of the garbage by repeated application of Corollary 31.
If $R_{i}$ is a top-level substitution of $M_{m}$ then we apply Corollary 31 once to pull $R_{i}$ out of substitution in some term $M_{k}$ such that $M \overrightarrow{\mathrm{~A}} \overrightarrow{\mathrm{ACD}} M_{k} \overrightarrow{\mathrm{ACD}} M_{m}$. The term $\left(\lambda x_{i} . U\right) R_{i}$ now lies under the substitutions $\left\langle x_{i+1} \cdots x_{n}\right\rangle$ and $\downarrow_{\mathrm{CD}} R_{i}\left\langle x_{i+1} \cdots x_{n}\right\rangle \subset \downarrow_{\mathrm{CD}}\left(M_{k}\right)$. As $\operatorname{maxred}_{\beta}\left(M_{k}\right)<\operatorname{maxred}_{\beta}(M)$, $\downarrow_{\mathrm{CD}} R_{i}\left\langle x_{i+1} \cdots x_{n}\right\rangle$ is strongly normalising by I.H.
If $R_{i}$ is more deeply nested inside substitution then we apply Corollary 31 once for each level of nesting and the proof follows similarly.

Case $\Leftarrow$. By Proposition 6.2, infinite $\vec{\beta}$-reductions induce infinite $\overrightarrow{\mathrm{ACD}}$-reductions.

The author also attempted a proof based on replacing a $\beta$-redex $(\lambda x . P) Q$ in a pure term $M$ with $w Q$ where $w$ was a fresh variable. The resulting term $M^{\prime}$ then has a smaller maximum $\beta$-reduction path. This was to be used in conjunction with an inductive hypothesis over $\operatorname{maxred}_{\beta}(M)$. Although the proof was abandoned, the idea of origin tracking [BKdV00] would seem to be the correct formalism we were searching for.

### 2.3 PSN and composition of substitutions

Before we present our proof of PSN for $\Lambda_{\text {sub }}$ by simulation, we will discuss how composing substitutions in explicit substitution calculi may affect the PSN property.

Consider the $\beta$-reduction path

$$
(\lambda x \cdot(\lambda y \cdot x y v)(z w)) u \underset{\beta}{\vec{\beta}}(\lambda y \cdot u y v)(z w) \vec{\beta} u(z w) v .
$$

In $\lambda \mathrm{xgc}$ and $\Lambda_{\text {sub }}$, we have a reduction path

$$
\begin{aligned}
& (\lambda x \cdot(\lambda y \cdot x y v)(z w)) u \\
\rightarrow & ((\lambda y \cdot x y v)(z w))\langle x:=u\rangle \\
\rightarrow \quad & (x y v)\langle y:=z w\rangle\langle x:=u\rangle .
\end{aligned}
$$

In $\lambda \mathrm{xgc}$, the outermost substitution $\langle x:=u\rangle$ cannot be applied while it is above $\langle y:=z w\rangle$ i.e. first $\langle y:=z w\rangle$ must be pushed inside the term $x y v$ and either applied or garbage-collected. In other words, substitutions are blocked by substitutions below them. It would be nice to allow substitutions to interact in some way by either swapping them with a rule like

$$
\begin{equation*}
M\langle x:=N\rangle\langle y:=P\rangle \longrightarrow M\langle y:=P\rangle\langle x:=N\langle y:=P\rangle\rangle \tag{2.1}
\end{equation*}
$$

or by allowing them to compose like

$$
\begin{equation*}
M\langle x:=N\rangle\langle y:=P\rangle \longrightarrow M\langle x:=N\langle y:=P\rangle\rangle \quad \text { if } y \notin \mathrm{fv}(M)^{10} \tag{2.2}
\end{equation*}
$$

which seems efficient if $x \in \operatorname{fv}\left(\downarrow_{\mathrm{CD}}(M)\right)$ and $y \in \operatorname{fv}(N)$. Substitution calculi with such rules are said to allow composition of substitutions. The rules above are what we call explicit composition. We define explicit composition to be composition via a reduction rule whose only purpose is to compose substitutions. Rule (2.1) above is obviously unsafe for PSN as it immediately allows infinite paths of explicit compositions. In this section, we will demonstrate (using Bloo's examples [Blo97]) how the explicit nature of seemingly safe rules like (2.2) may break PSN for certain calculi.

### 2.3.1 Weak/full composition

Bloo [Blo97] defines full composition of substitutions (FCS) to mean that (i) any two adjacent substitutions can be composed and (ii) that it is possible that the outermost substitution may be evaluated before the innermost. Similarly, Kesner and Lengrand [KL05] define FCS to mean that any substitution in a term may always be immediately applied. A reduction system with Rule (2.1) above has FCS. However, as this rule is unsafe for termination and PSN, most calculi with FCS do not use it.

Weak composition of substitutions (WCS) is defined as conditional composition - composition may occur but only if some condition is satisfied. A reduction system where Rule (2.2) above was the only rule for composition would have WCS.
$\lambda \mathrm{xgc}$ does not have any rule for composing substitutions. As we have seen, substitutions block substitutions above them. Extensions to $\lambda \mathrm{xgc}$ with FCS and WCS are discussed in the following sections. We also explain how $\Lambda_{\text {sub }}$ has FCS but the composition is not explicit.

### 2.3.2 Breaking PSN

When $\lambda \sigma$ and subsequent explicit substitution calculi were first introduced, it was assumed that they satisfied PSN. Melliès' counterexample [Me195] for $\lambda \sigma$ was surprising and demonstrated that this seemingly natural property need not hold. $\lambda \sigma$ allows substitutions to be explicitly and fully composed. This composition combined with the distributive rules for pushing substitutions inside terms is the essence of Melliès' counterexample. $\lambda \sigma$ allows parallel substitutions but Bloo notes that this parallelism is not what breaks PSN but rather:
"the essential property for losing PSN is the possibility of moving one substitution from outside a second substitution to the inside of the latter by means of a composition of substitutions."[Blo97]

[^12]He shows this by first considering a similar calculus $\lambda \mathrm{x} \| \mathrm{c}$ with parallel substitutions and full composition and demonstrating that PSN is broken. He then drops the parallel construct to define a calculus $\lambda \mathrm{xc}$ with weak composition. The counterexample for PSN in $\lambda \mathrm{xc}$ is similar to that of $\lambda \mathrm{x} \| \mathrm{c}$ implying that parallel substitutions is not the essential property for losing PSN.

We will revisit Bloo's counterexamples for $\lambda \mathrm{x} \| \mathrm{c}$ and $\lambda \mathrm{xc}$ below, pointing out how the distributive rules and explicit composition are crucial for breaking PSN. We informally discuss Melliès' counterexample in the same light and then return our attention to $\Lambda_{\text {sub }}$ which has no distributive rules or explicit composition.

### 2.3.3 $\quad \lambda \mathrm{x} \| \mathrm{c}$

$\lambda \mathrm{x} \| \mathrm{c}$ [BR95, Blo97] is an extension of $\lambda \mathrm{xgc}$ with parallel substitutions and FCS. The terms are defined inductively as:

$$
M::=x \quad|\quad \lambda x . M \quad| \quad M M \quad \mid \quad M\left\langle x_{1}, \ldots, x_{m}:=M_{1}, \ldots, M_{m}\right\rangle .
$$

The final term structure is an explicit parallel substitution where $m>0$ and the variable convention applies e.g. the bound variables $x_{1}, \ldots, x_{m}$ are assumed to be distinct. The substitution is interpreted as a simultaneous substitution of $M_{i}$ for $x_{i}, 1 \leq i \leq m$ in the term $M$. The abbreviation $M\langle\vec{x}:=\vec{M}\rangle$ denotes $M\left\langle x_{1}, \ldots, x_{m}:=\right.$ $\left.M_{1}, \ldots, M_{m}\right\rangle$.

The reduction relation in $\lambda \mathrm{x} \| \mathrm{c}$ is the union of $\overrightarrow{\mathrm{b}}, \overrightarrow{\mathrm{x} \|}$, and $\overrightarrow{\| \mathrm{c}} . \overrightarrow{\mathrm{b}}$ is as in $\lambda \mathrm{xgc}$ and $\overrightarrow{\mathrm{x} \|}$ is defined similarly to $\overrightarrow{\mathrm{x}}$. The new reduction is $\overrightarrow{\| \mathrm{c}}$, defined as the contextual closure of

$$
M\langle\vec{x}:=\vec{P}\rangle\langle\vec{y}:=\vec{Q}\rangle \quad \overrightarrow{\| c} M\left\langle\vec{x}, \vec{y}:=P_{1}\langle\vec{y}:=\vec{Q}\rangle, \ldots, P_{m}\langle\vec{y}:=\vec{Q}\rangle, \vec{Q}\right\rangle .
$$

This rule adds FCS to $\lambda \mathrm{xgc}$.
We now aim to give an intuition as to why the simply typable term $M$ below, strongly normalising for $\beta$ reduction, is not strongly normalising in $\lambda \mathrm{x} \| \mathrm{c}$. We refer the reader to [Blo97] for an actual proof. In this example, we forget the variable convention to concentrate on the pattern of reduction. The reader may consider all bound variables in the terms to be subscripted with unique numbers.

$$
\begin{array}{lc}
\overrightarrow{\mathrm{b}} & \lambda u \cdot((\lambda x \cdot u) u)\langle x:=(\lambda x \cdot u) u\rangle \\
\overrightarrow{\mathrm{x} \mathrm{l} \|} & \lambda u \cdot(\lambda x \cdot u\langle x:=(\lambda x \cdot u) u\rangle)(u\langle x:=(\lambda x \cdot u) u\rangle) \\
\overrightarrow{\mathrm{b}} & \lambda u \cdot u\langle x:=(\lambda x \cdot u) u\rangle\langle x:=u\langle x:=(\lambda x \cdot u) u\rangle\rangle \\
\overrightarrow{\| \mathrm{c}}\rangle & \lambda u \cdot u\left\langle x, x^{\prime}:=\underline{((\lambda x \cdot u) u)\langle x:=u\langle x:=(\lambda x \cdot u) u\rangle\rangle, u\langle x:=(\lambda x \cdot u) u\rangle\rangle} .\right. \tag{4}
\end{array}
$$

The reduction sequence can be described as follows. The substitution in (1) is pushed inside the term by the distributive rule $\overrightarrow{\mathrm{x} \|}$. The pushing of the substitution inside the application/ $\overrightarrow{\mathrm{b}}$-redex $(\lambda x$.u)u duplicates the substitution (2). The $\overrightarrow{\mathrm{b}}$ redex then fires, leaving the both copies of the substitution side by side (3). Note that the outer copy contains the original substitution. The copies are then composed (4).

The underlined subterm in (4) has an infinite reduction path which follows a similar pattern - the substitution is pushed inside the $\overrightarrow{\mathrm{b}}$ redex - copying itself, the redex fires, the substitutions are repeatedly composed until one lies just outside a $\overrightarrow{\mathrm{b}}$ redex, and the process repeats.

It is important to note that the infinite path above is made possible by the interplay between the distributive rules (which duplicate substitutions), the $\overrightarrow{\mathrm{b}}$ rule which places a substitution beside its descendant, and the composition rule which places a substitution inside its descendant. This last feature seems essential for losing PSN in calculi with explicit composition [Blo97, p.60].

We note that these infinite paths do not involve any substitutions being performed or garbage collected. It is the distributive nature of the $\overrightarrow{\mathrm{x} \|}\rangle$ and $\overrightarrow{\mathrm{x}}\rangle$ rules which require substitutions to be needlessly copied which can be dangerous. By 'needlessly copied' we mean that more copies of a substitution $\langle x:=N\rangle$ can be made than free occurrences of $x$ exist or that copies of a substitution are made whether or not free occurrences of $x$ exist below all copies. Wide substitution therefore seems an important concept as its use avoids this creation of needless copying and local bigraphs are an appropriate test-bed for such research. Another solution to this problem is to always have exactly one free occurrence of a variable below a substitution so that the substitution is never needlessly copied. This is the approach taken in $\lambda l \mathrm{xr}$ (see Section 1.3) which uses this linearity to keep PSN and FCS.

### 2.3.4 $\lambda \mathrm{xc}$

We have seen above that composition of substitutions can lead to infinite paths involving the distributive rules and substitution creation. However, the parallelism of substitutions in $\lambda x \| c$ does not seem to be the important factor for losing PSN. Bloo and Rose [BR95, Blo97] made this intuition precise by introducing $\lambda \mathrm{xc}$, which can be viewed as $\lambda \mathrm{x} \| \mathrm{c}$ without parallelism.
$\lambda \mathrm{xc}$ shares the same set of terms as $\lambda \mathrm{xgc}$. The reduction relation of $\lambda \mathrm{xc}$ is the union of $\overrightarrow{\mathrm{bxgc}}$ and $\overrightarrow{\mathrm{c}}$, where $\vec{c}$ is defined as the contextual closure of

$$
M\langle x:=P\rangle\langle y:=Q\rangle \quad \overrightarrow{\mathrm{c}} M\langle x:=P\langle y:=Q\rangle\rangle \quad \text { if } y \notin \mathrm{fv}(M) .
$$

This rule adds WCS to $\lambda \mathrm{xgc}$ and is in fact the rule (2.2) introduced at the beginning of this section. It seems an efficient rule for the case where $x \in \mathrm{fv}\left(\downarrow_{\mathrm{xgc}}(M)\right), y \in \mathrm{fv}(P)$.

Bloo [Blo97] shows that PSN is broken in $\lambda \mathrm{xc}$ in a similar fashion to $\lambda \mathrm{x} \| \mathrm{c}$.

$$
\begin{array}{lc} 
& M \equiv \lambda u \cdot(\lambda x \cdot(\lambda x \cdot u) u)((\lambda x \cdot u) u) \\
\overrightarrow{\mathrm{b}} & \lambda u \cdot((\lambda x \cdot u) u)\langle x:=(\lambda x \cdot u) u\rangle \\
\overrightarrow{\mathrm{x} \mathrm{x} \|} & \lambda u \cdot(\lambda x \cdot u\langle x:=(\lambda x \cdot u) u\rangle)(u\langle x:=(\lambda x \cdot u) u\rangle) \\
\overrightarrow{\mathrm{b}} & \lambda u \cdot u\langle x:=(\lambda x \cdot u) u\rangle\langle x:=u\langle x:=(\lambda x \cdot u) u\rangle\rangle \\
\overrightarrow{\mathrm{c}} & \lambda u \cdot u\langle x:=\underline{((\lambda x \cdot u) u)\langle x:=u\langle x:=(\lambda x \cdot u) u\rangle\rangle\rangle} \tag{4}
\end{array}
$$

The infinite reduction begins in the underlined subterm in a similar manner. Again, the interplay between $\overrightarrow{\mathrm{xap}}, \overrightarrow{\mathrm{xab}}, \overrightarrow{\mathrm{b}}$, and the composition rule breaks PSN.
This counterexample leads one to believe that in order to have PSN, an explicit substitution calculus should not create subterms inside substitutions which cannot be created outside substitutions. Bloo notes this in his dissertation and this intuition was the essence of our proof of PSN for $\Lambda_{\text {sub }}$. Armed with this intuition, Bloo and Geuvers [BG99] further constrained the composition of $\lambda \mathrm{xc}$ and were able to show that the new calculus $\lambda \mathrm{xc}^{-}$ satisfied PSN.

### 2.3.5 $\lambda \mathrm{xc}^{-}$

$\lambda \mathrm{xc}^{-}$shares the same set of terms as $\lambda \mathrm{xgc}$. The reduction relation of $\lambda \mathrm{xc}^{-}$is the union of $\overrightarrow{\mathrm{bxgc}}$ and $\overrightarrow{\mathrm{c}^{-}}$, where $\overrightarrow{\mathrm{c}^{-}}$is defined as the contextual closure of

$$
M\langle x:=P\rangle\langle y:=Q\rangle \quad \overrightarrow{\mathrm{c}^{-}} M\langle x:=P\langle y:=Q\rangle\rangle \quad \text { if } x \in \mathrm{fv}\left(\downarrow_{\mathrm{x}}(M)\right), y \notin \mathrm{fv}(M) .
$$

This calculus is confluent, preserves strong normalisation, and has WCS. See [BG99] for details.

### 2.3.6 $\lambda \sigma$

We will not detail Melliès' counterexample for $\lambda \sigma$ as we would have to introduce too much notation at this late stage. However, the counterexample may be described as follows, where all rules are in $\lambda \sigma$.

Applications of the Beta rule (akin to the $\overrightarrow{\mathrm{b}}$ rule) create explicit substitutions. The $A p p$ and $A b s$ rules distribute these substitutions inside the term as in the examples above. A Beta rule then creates a new substitution above the original one. The rules $C l o s, M a p$, and Ass then compose these two substitutions. Reduction sequences of this form continue indefinitely.

Again, the same interplay of similar rules yields the counterexample.

### 2.3.7 $\Lambda_{\text {sub }}$

As $\Lambda_{\text {sub }}$ satisfies PSN, it seems natural to investigate how it allows composition of substitutions. Although there is no explicit composition rule, it has FCS - a substitution can always be performed whenever a free occurrence of a variable lies beneath the substitution definition regardless of what lies between. Two adjacent substitutions may also be implicitly composed.

By implicit, we mean the following. In $\lambda \mathrm{xgc}$, we could read $M\langle x:=N\rangle\langle y:=P\rangle$ as 'replace $x$ with $N$ in $M$ then $y$ with $P$ in the result' as the inner substitution must be applied or discarded before the outer substitution
can be performed. In $\Lambda_{\text {sub }}$, we can read the same term as 'replace $x$ with $N$ in $M$ or $y$ with $P$ in $M$ or $N$.' Composition is allowed but not via an explicit reduction rule - it is allowed as $\overline{\mathrm{C}}$ is a wide or non-local rule.

In $\Lambda_{\text {sub }}$, we also have reduction sequences like:

$$
\begin{array}{ll} 
& M\langle x:=N\rangle\langle y:=P\rangle \\
\overrightarrow{\mathrm{C}} & M\{y / P\}\langle x:=N\{y / P\}\rangle\langle y:=P\rangle \\
\overrightarrow{\mathrm{D}} & M\{y / P\}\langle x:=N\{y / P\}\rangle
\end{array}
$$

where $M\{y / P\}$ means 'the $\Lambda \mathrm{x}$ term $M$ with all free occurences of $y$ replaced by $P$ '. This sequence demonstrates how Rule (2.1) can be mimicked via wide substitution whilst avoiding the obvious infinite reductions.

Wide substitution is a very useful feature as it avoids the copying of a substitution definition using a distributive rule like $\overrightarrow{\text { xap }}$. This removes "the possibility of bringing a substitution into a descendant of itself" [Blo97] which leads to the counterexamples above. In fact, in the examples above PSN was broken without substitutions ever being perfomed. This is impossible in $\Lambda_{\text {sub }}$ as $\overrightarrow{\mathrm{AD}}$ SN. This substitution 'at a distance' allows $\Lambda_{\text {sub }}$ to have FCS and PSN.

### 2.3.8 Confluence, PSN, and FCS

Bloo's dissertation contains a table of explicit substitution calculi [Blo97, Table 1.1] which summarises the properties of explicit substitution calculi at the time. The four properties are: level of confluence (closed/open) ${ }^{11}$, termination of the substitution calculus ${ }^{12}$, PSN, and level of substitution composition (none/WCS/FCS).

Out of the calculi in the table, only five satisfy closed confluence, PSN, and WCS. They are $\lambda \mathrm{xc}^{-}$(above), $\lambda_{d}$ [Kes96], $\lambda_{d n}$ [Kes96], $\lambda_{e}$ [Kes96, FKP96], and $\lambda \zeta$ [Muñ96]. None of the calculi have FCS and the challenge of finding a calculus with closed confluence, PSN, and full composition seemed to be unanswered until recently when Kesner and Lengrand introduced $\lambda \operatorname{lxr}[\mathrm{KL} 05, \mathrm{KL}]^{13}$. We have shown here that $\Lambda_{\text {sub }}$ also shares these properties.
$\lambda \mathrm{lxr}$ and $\Lambda_{\text {sub }}$ seem to represent a big step forward for the field of explicit substitution ${ }^{14}$ but although they share many similarities, they are based on different methods of substitution - $\lambda l \mathrm{xr}$ uses distributive rules on linear terms whereas $\Lambda_{\text {sub }}$ uses wide substitution. We spend the next section re-proving PSN for $\Lambda_{\text {sub }}$ by using properties of $\lambda \mathrm{lxr}$.

[^13]
### 2.4 Proof of PSN by simulation

We now prove PSN for $\Lambda_{\text {sub }}$ by introducing a translation from $\Lambda_{\text {sub }}$ to $\lambda l \mathrm{xr}$ and then showing that a reduction step in $\Lambda_{\text {sub }}$ corresponds to a non-empty reduction sequence in the translation. The translation will be the composition of an encoding of $\Lambda_{\text {sub }}$ terms in $\lambda$ lxr and a normal form of $\lambda l \mathrm{xr}$. Our initial idea for the encoding is archived in Section 3.2. It is simpler than the one presented below but is insufficient for a proof of PSN via simulation.

### 2.4.1 The encoding of $\Lambda_{\text {sub }}$ terms in $\lambda$ lxr

We begin with a slight alteration of the encoding of pure terms into $\lambda$ lxr terms (up to the congruences in Figure 1.3) given in [KL05]. We alter their encoding by indexing translations $\mathcal{A}(M)$ with a set $X$ of names which must include the free variables of $M$ and none of the bound variables. This indexing is inspired by Milner's encoding of $\Lambda_{\text {sub }}$ into ${ }^{\prime} \Lambda$ BIG and is needed for our simulation of $\Lambda_{\text {sub }}$ in $\lambda l$ lxr as the latter calculus remembers free variables which are discarded (interface preservation) whereas the former does not.

Definition (Encoding of pure terms in $\lambda l \mathrm{xr}$ ).

$$
\begin{array}{lll}
\mathcal{A}(x)_{X \uplus x} & :=W_{X}(x) & \\
\mathcal{A}(\lambda x . M)_{X} & :=W_{X \backslash \mathrm{fv}(M)}(\lambda x . \mathcal{A}(M)) & \text { if } x \in \operatorname{fv}(M) \\
\mathcal{A}(\lambda x . M)_{X} & :=W_{X \backslash \mathrm{fv}(M)}\left(\lambda x . W_{x}(\mathcal{A}(M))\right. & \text { if } x \notin \operatorname{fv}(M) \\
\mathcal{A}(M N)_{X} & :=W_{X \backslash(\operatorname{fv}(M) \cup \mathrm{fv}(N))}\left(C_{\Phi}^{\Delta I I}\left(R_{\Delta}^{\Phi}(\mathcal{A}(M)) R_{\Pi}^{\Phi}(\mathcal{A}(N))\right)\right) \\
& & \text { where } \Phi:=\operatorname{fv}(M) \cap \operatorname{fv}(N)
\end{array}
$$

When a translation is not tagged, $X$ is assumed to be $\emptyset$.
The weakening in the second encoding of $\lambda x . M$ is used to enforce linearity. It also blocks any garbage arising from an encoding of an $\overrightarrow{\mathrm{A}}$-redex $(\lambda x . M) N, x \notin \mathrm{fv}(M)$ from propagating through the term. The encoding of an application also enforces the linearity constraint - any free names shared in an application are renamed to be distinct. Contractions then explicitly bind them to their original names.

We now wish to extend this encoding to terms in $\Lambda_{\text {sub }}$. The remaining case is the term $M\langle x:=N\rangle$. This term can arise from a $\overrightarrow{\mathrm{A}}$ reduction $(\lambda x . M) N \underset{\mathrm{~A}}{\longrightarrow} M\langle x:=N\rangle$. We want our translation to be preserved by reduction in $\Lambda_{\text {sub }}$ and so we first take the $M^{\prime}$ in $\mathcal{A}((\lambda x . M) N) \longrightarrow_{B} M^{\prime}$ as our translation. We get the following (dropping the indices) when $x \in \operatorname{fv}(M)$ :

$$
\begin{array}{ll} 
& \mathcal{A}((\lambda x \cdot M) N) \\
= & \left.C_{\Phi}^{\Delta, \Pi}\left(R_{\Delta}^{\Phi}(\mathcal{A}(\lambda x \cdot M))\right) R_{\Pi}^{\Phi}(\mathcal{A}(N))\right) \\
& (\text { where } \Phi:=\mathrm{fv}(\lambda x \cdot M) \cap \mathrm{fv}(N)) \\
= & C_{\Phi}^{\Delta, \Pi}\left(R_{\Delta}^{\Phi}(\lambda x \cdot \mathcal{A}(M)) R_{\Pi}^{\Phi}(\mathcal{A}(N))\right) \text { if } x \in \operatorname{fv}(M) \\
= & (x \notin \Phi) \\
= & C_{\Phi}^{\Delta, \Pi}\left(\left(\lambda x \cdot R_{\Delta}^{\Phi}(\mathcal{A}(M))\right)\left(R_{\Pi}^{\Phi}(\mathcal{A}(N))\right)\right) \\
\longrightarrow & C_{\Phi}^{\Delta, \Pi}\left(\left(R_{\Delta}^{\Phi}(\mathcal{A}(M))\right)\left\langle x:=R_{\Pi}^{\Phi}(\mathcal{A}(N))\right\rangle\right) .
\end{array}
$$

The term inside the contractions reads as ' $\mathcal{A}(M)\langle x:=\mathcal{A}(N)\rangle$ where the shared free variables of $\mathcal{A}(M)$ and $\mathcal{A}(N)$ are renamed to be distinct'. The contractions then explicitly bind the renamed variables to their original names. This seems a sensible (linear) encoding of $M\langle x:=N\rangle$.

However, a problem arises. In order to simulate wide substitution $\overrightarrow{\mathrm{C}}$ in $\lambda$ lxr which has local substitution rules, we will need to employ a normal form in our translation which pushes all substitutions down to variables. We will explain why in more detail in Section 2.4 .2 - for now, you could try to simulate the reduction $(x(x x))\langle x:=y\rangle \overrightarrow{\mathrm{C}}(x(x y))\langle x:=y\rangle$ in $\lambda l \mathrm{lxr}$ using only the suggested encoding above. Now, if we let our translation be the composition of the encoding above composed with such a normal form then the reduction graph below can not be filled in (here we also assume that the translation of garbage $\langle y:=\Omega\rangle$ introduces a weakening
$W_{y}$ to enforce linearity).


The top square is easily filled in but the outer square can not be filled. This means that while the encoding should be sufficient to simulate $\overrightarrow{\mathrm{D}}$, the composition of the encoding and the normal form fails. The problem is that the outer subsitution $\langle y:=\Omega\rangle$ is pushed inside the inner one during the translation and any discarding of the composed substitution in $\downarrow_{\mathrm{nf}} \circ \mathcal{A}$ loses both.

So, in order to simulate $\overrightarrow{\mathrm{ACD}}$ in $\lambda \mathrm{lxr}$, we need substitutions to be both pushed inside terms during the translation so that $\overrightarrow{\mathrm{C}}$ may be simulated, and also left outside so that they are not unfairly garbage-collected. This is the classic problem of trying to be in two places at once! To solve this dilemma, we create two different kinds of substitution in the encoding - one which may propagate through terms and one which cannot.

Definition (Encoding of $\Lambda_{\text {sub }}$ terms in $\lambda l \mathrm{xr}$ ). The encoding of $\Lambda_{\text {sub }}$ terms in $\lambda \mathrm{lxr}$ is defined on pure terms as

$$
\begin{array}{lr}
\mathcal{A}(x)_{X \uplus x}:=W_{X}(x) & \\
\mathcal{A}(\lambda x \cdot M)_{X}:=W_{X \backslash \operatorname{fv}(M)}(\lambda x \cdot \mathcal{A}(M)) & \text { if } x \in \operatorname{fv}(M) \\
\mathcal{A}(\lambda x \cdot M)_{X}:=W_{X \backslash \operatorname{fv}(M)}\left(\lambda x . W_{x}(\mathcal{A}(M))\right. & \text { if } x \notin \operatorname{fv}(M) \\
\mathcal{A}(M N)_{X}:=W_{X \backslash(\operatorname{fv}(M) \cup \mathrm{fv}(N))}\left(C _ { \Phi } ^ { \Delta , \Pi } \left(R_{\Delta}^{\Phi}(\mathcal{A}(M))\right.\right. & \left.\left.R_{\Pi}^{\Phi}(\mathcal{A}(N))\right)\right) \\
& \text { where } \Phi:=\operatorname{fv}(M) \cap \operatorname{fv}(N)
\end{array}
$$

and on non-pure terms as

$$
\begin{aligned}
& \mathcal{A}(M\langle x:=N\rangle)_{X}:=W_{Y} C_{\Phi}^{\Pi, \Psi_{1}} C_{\Theta \backslash \Phi}^{\Gamma_{2}, \Psi_{2}}\left(W_{x^{\prime}} C_{\Pi}^{\Delta, \Gamma_{1}}\left(\mathcal{A}\left(R_{\Delta}^{\Phi}(M)\right)\left\langle x:=N_{1}\right\rangle\right)\left\langle x^{\prime}:=N_{2}\right\rangle\right) \\
& \text { where } x \in \operatorname{fv}(M), N_{1}=\mathcal{A}\left(R_{\Gamma_{2}}^{\Theta \backslash \Phi} R_{\Gamma_{1}}^{\Phi}(N)\right), N_{2}=\mathcal{A}\left(R_{\Psi_{2}}^{\Theta \backslash \Phi} R_{\Psi_{1}}^{\Phi}(N)\right) \\
& \mathcal{A}(M\langle x:=N\rangle)_{X}:=W_{Y} C_{\Phi}^{\Delta, \Pi}\left(\left(W_{x} R_{\Delta}^{\Phi}(\mathcal{A}(M))\right)\left\langle x:=R_{\Pi}^{\Phi}(\mathcal{A}(N))\right\rangle\right) \\
& \text { where } x \notin \operatorname{fv}(M)
\end{aligned}
$$

where $\Phi=(\mathrm{fv}(M) \backslash\{x\}) \cap \mathrm{fv}(N), \Theta=\mathrm{fv}(N), Y=X \backslash(\mathrm{fv}(M) \cup \mathrm{fv}(N))$, and $x^{\prime}$ is a fresh name.
When a translation is not tagged, $X$ is assumed to be $\emptyset$.
Example. The $\{w, y, z\}$-indexed encoding of $(x x y)\langle x:=w y\rangle$ is

$$
W_{z} C_{y}^{y l_{1}, y 3} C_{w}^{w_{1}, w_{2}}\left(W_{x^{\prime}} C_{y l_{1}}^{y_{1}, y_{2}}\left(\left(C_{x}^{x_{1}, x_{2}}\left(x_{1} x_{2}\right) y_{1}\right)\left\langle x:=w_{1} y_{2}\right\rangle\right)\left\langle x^{\prime}:=w_{2} y_{3}\right\rangle\right)
$$

In the case where $M$ and $N$ have no common free variables ( $x \notin \mathrm{fv}(N)$ by convention), the encoding of non-pure terms reads:

$$
\begin{aligned}
& \mathcal{A}(M\langle x:=N\rangle)_{X}:=W_{Y} C_{\Theta}^{\Gamma, \Psi}\left(W_{x^{\prime}}\left(\mathcal{A}(M)\left\langle x:=N_{1}\right\rangle\right)\left\langle x^{\prime}:=N_{2}\right\rangle\right) \\
& \text { where } x \in \operatorname{fv}(M), N_{1}=\mathcal{A}\left(R_{\Gamma}^{\Theta}(N)\right), N_{2}=\mathcal{A}\left(R_{\Psi}^{\Theta}(N)\right) \\
& \mathcal{A}(M\langle x:=N\rangle)_{X}:=W_{Y}\left(\left(W_{x}(\mathcal{A}(M))\right)\langle x:=(\mathcal{A}(N))\rangle\right) \\
& \text { where } x \notin \operatorname{fv}(M)
\end{aligned}
$$

where $\Theta=\mathrm{fv}(N), Y=X \backslash(\mathrm{fv}(M) \cup \mathrm{fv}(N))$, and $x^{\prime}$ is a fresh name.
The encoding of pure terms makes sense - it forces linearity and nothing else. For non-pure terms, the encoding is more complicated. When translating a term $M\langle x:=N\rangle$ where $x \in \mathrm{fv}(M)$, two substitutions are created in the $\lambda \mathrm{lxr}$ term, $\left\langle x:=N_{1}\right\rangle$ and $\left\langle x^{\prime}:=N_{2}\right\rangle$. The second substitution with fresh name $x^{\prime}$ as binder is garbage and sits


Figure 2.1: Garbage collection of an idle substitution in $\lambda \mathrm{blxr}$
awaiting garbage collection. We call this the idle substitution as it can never propagate through the term. The first substitution may be pushed through the term to the free occurrences of $x$ and so we call this the mobile substitution. Note that as $\mathcal{A}$ copies non-garbage substitutions, the encoding of terms with nested substitutions tends to get quite large. However, as we are only interested in proving a simulation, this is not of too much concern.

Idle and mobile substitutions will be used to simulate $\overrightarrow{\mathrm{ACD}}$ reduction. The translation will push the mobile substitution down into the term until a copy is at each free occurrence of the variable $x$ (these occurrences will be uniquely named but 'mean $x$ ') whilst the idle substitution waits up top. In this way, mobile substitutions emulate the linking of a substitution to free variables as in ' $\Lambda$ bIG whereas the idle substitution sits at top level, emulating the actual structure of the ' $\Lambda$ BIG term. $\overrightarrow{\mathrm{C}}^{>}$reductions are then mimicked by firing (Var) reductions which destroy a copy of the mobile substitution. When all these are performed, the idle substitution is garbage collected with a (Weak1) reduction, mimicking a $\overrightarrow{\mathrm{D}}$ reduction.

We must also alter the reduction rules of $\lambda l \mathrm{xr}$ to create mobile and idle substitutions the moment a substitution is introduced i.e. in the $\rightarrow_{B}$ rule. We define the following new rule to replace $\longrightarrow_{B}$.
Definition $33\left(\longrightarrow_{B s}\right)$. The reduction $\longrightarrow_{B s}$ is defined as the contextual closure, modulo $\equiv$, of the rule

$$
(\lambda x . M) N \longrightarrow_{B s} C_{\Theta}^{\Gamma, \Psi}\left(\left(W_{x^{\prime}}\left(M\left\langle x:=R_{\Gamma}^{\Theta} N\right\rangle\right)\right)\left\langle x^{\prime}:=R_{\Psi}^{\Theta} N\right\rangle\right)
$$

where $\Theta=\operatorname{fv}(N)$ and $x^{\prime}$ is a fresh name.
Definition ( $\lambda \mathrm{blxr}$ ). We let $\lambda \mathrm{blxr}$ denote the calculus obtained from $\lambda \operatorname{lxr}$ by replacing ( $B$ ) with (Bs). We let $\longrightarrow{ }_{\lambda \mathrm{blxr}}$ denote the reduction relation of $\lambda \mathrm{blxr} . \longrightarrow_{\lambda \mathrm{blxr}}^{*}$ denotes the reflexive and transitive closure of $\longrightarrow \longrightarrow_{\mathrm{\lambda bxr}}$.
Notation (creates garbage). We that that a reduction $M \longrightarrow_{B s} M^{\prime}$ creates garbage when the abstraction in the redex binds a weakening rather than an occurrence of a variable.

Note that an idle substitution $\left\langle x^{\prime}:=N_{2}\right\rangle$ may always be garbage collected as in Figure 2.1 such that $\longrightarrow_{B}$ can be mimicked in $\lambda$ blxr but we will not do so in our simulation unless no corresponding mobile substitutions $\left\langle x:=N_{1}\right\rangle$ exist.

To aid our proof, we define labelled contexts for $\Lambda_{\text {sub }}$ and $\lambda$ blxr. The next two definitions are included for formality and should not be necessary in order to read the proof.

Definition. $A$ labelled $\Lambda_{\text {sub }}$ context $C[]_{X}$ is a term with a hole in it where $\mathrm{fv}\left([]_{X}\right)=X$. The term $C[M]_{X}$ is defined as long as $\mathrm{fv}(M)=X$ by filling the hole with $M$. Similarly, a labelled $\lambda \mathrm{blxr}$ context $C[]_{\vec{X}}$ is a term with $n$ holes which may be filled by a vector of $n$ terms $\vec{P}=P_{1}, \cdots, P_{n}$ where $P_{i}=R_{X_{i}}^{\mathrm{fv}(M)}(P), X_{i} \cap X_{j}=\emptyset$ for $1 \leq i \leq j \leq n$.

We define $\lambda$ blxr contexts in this way for our proof of PSN where each $P_{i}$ will be a copy of an encoding of a $\Lambda_{\text {sub }}$ redex, the copies being generated by encodings of non-garbage substitutions. We finally extend $\mathcal{A}$ to encoding contexts, in the appropriate manner.

Definition (extending $\mathcal{A}$ to contexts). The encoding of $\Lambda_{\text {sub }}$ contexts in $\lambda \mathrm{lxr}$ is defined as

$$
\begin{array}{rrr}
\mathcal{A}\left(\lambda x .[]_{Y}\right)_{X}:=W_{X \backslash Y}\left(\lambda x .[]_{Y}\right) & \text { if } x \in \operatorname{fv}(M) \\
\mathcal{A}\left(\lambda x .[]_{Y}\right)_{X}:=W_{X \backslash Y}\left(\lambda x . W_{x}\left([]_{Y}\right)\right. & \text { if } x \notin \mathrm{fv}(M) \\
\mathcal{A}\left([]_{Y} N\right)_{X}:=W_{X \backslash(Y \cup \mathrm{fv}(N))}\left(C_{\Phi}^{\Delta, \Pi}\left(R_{\Delta}^{\Phi}\left([]_{Y}\right) R_{\Pi}^{\Phi}(\mathcal{A}(N))\right)\right) \\
\mathcal{A}\left(N[]_{Y}\right)_{X}:=W_{X \backslash(Y \cup \mathrm{fv}(N))}\left(C_{\Phi}^{\Delta, \Pi}\left(R_{\Delta}^{\Phi}(\mathcal{A}(N)) R_{\Pi}^{\Phi}\left([]_{Y}\right)\right)\right) \\
\text { where } \Phi:=Y \cap \operatorname{fv}(N)
\end{array}
$$

and on non-pure terms as:

```
\(\mathcal{A}\left([]_{Z}\langle x:=N\rangle\right)_{X}:=W_{Y} C_{\Phi}^{\Pi, \Psi_{1}} C_{\Theta \backslash \Phi}^{\Gamma_{2}, \Psi_{2}}\left(W_{x^{\prime}} C_{\Pi}^{\Delta, \Gamma_{1}}\left(R_{\Delta}^{\Phi}\left([]_{Z}\right)\left\langle x:=N_{1}\right\rangle\right)\left\langle x^{\prime}:=N_{2}\right\rangle\right)\)
where \(x \in Z, N_{1}=\mathcal{A}\left(R_{\Gamma_{2}}^{\Theta \backslash \Phi} R_{\Gamma_{1}}^{\Phi}(N)\right), N_{2}=\mathcal{A}\left(R_{\Psi_{2}}^{\Theta \backslash \Phi} R_{\Psi_{1}}^{\Phi}(N)\right)\)
\(\mathcal{A}\left([]_{Z}\langle x:=N\rangle\right)_{X}:=W_{Y} C_{\Phi}^{\Delta, \Pi}\left(\left(W_{x} R_{\Delta}^{\Phi}\left([]_{Z}\right)\right)\left\langle x:=R_{\Pi}^{\Phi}(\mathcal{A}(N))\right\rangle\right)\)
where \(x \notin Z\)
```

where $\Phi=(Z \backslash\{x\}) \cap \operatorname{fv}(N), \Theta=\mathrm{fv}(N), Y=X \backslash(Z \cup \mathrm{fv}(N))$, and $x^{\prime}$ is a fresh name and

$$
\begin{aligned}
& \mathcal{A}\left(M\left\langle x:=[]_{Z}\right\rangle\right)_{X}:=W_{Y} C_{\Phi}^{\Pi, \Psi_{1}} C_{Z \backslash \Phi}^{\Gamma_{2}, \Psi_{2}}\left(W_{x^{\prime}} C_{\Pi}^{\Delta, \Gamma_{1}}\left(\mathcal{A}\left(R_{\Delta}^{\Phi}(M)\right)\left\langle x:=[]_{Z_{1}}\right\rangle\right)\left\langle x^{\prime}:=[]_{Z_{2}}\right\rangle\right) \\
& \text { where } x \in \operatorname{fv}(M),[]_{Z_{1}}=R_{\Gamma_{2}}^{Z \backslash \Phi} R_{\Gamma_{1}}^{\Phi}\left([]_{Z}\right),[]_{Z_{2}}=R_{\Psi_{2}}^{Z \backslash \Phi} R_{\Psi_{1}}^{\Phi}\left([]_{Z}\right) \\
& \mathcal{A}\left(M\left\langle x:=[]_{Z}\right\rangle\right)_{X}:=W_{Y} C_{\Phi}^{\Delta, \Pi}\left(\left(W_{x} R_{\Delta}^{\Phi}(\mathcal{A}(M))\right)\left\langle x:=R_{\Pi}^{\Phi}\left([]_{Z}\right)\right\rangle\right) \\
& \text { where } x \notin \operatorname{fv}(M)
\end{aligned}
$$

where $\Phi=(\mathrm{fv}(M) \backslash\{x\}) \cap Z, Y=X \backslash(\mathrm{fv}(M) \cup Z)$, and $x^{\prime}$ is a fresh name. When a translation is not tagged, $X$ is assumed to be $\emptyset$.

Given a $\Lambda_{\text {sub }}$ term $C[M]_{X}$, we have $\mathcal{A}\left(C[M]_{X}\right)=\mathcal{A}(C)\left[M_{1}, M_{2}, \ldots, M_{n}\right]_{\vec{X}}$ where $M_{i}=\mathcal{A}\left(R_{X_{i}}^{\mathrm{fv}(M)}(M)\right)$ as the encoding may copy substitutions. In practice, we will only be interested in one copy of $M$ and write $\mathcal{A}(C)\left[M_{i}\right]$, omitting the other copies and indexing.

## Lemma 34 (properties of $\mathcal{A}$ ).

1. $\mathrm{fv}(M)=\mathrm{fv}(\mathcal{A}(M))$
2. $\operatorname{fv}\left(\mathcal{A}(M)_{X}\right)=X$
3. $\mathcal{A}\left(R_{\Delta}^{\Phi}(M)\right)=R_{\Delta}^{\Phi}(\mathcal{A}(M))$

From now on, we will adopt a convention for labelling the variables in contractions. The convention is explained in Appendix A. 4 along with a graphical representation for the contraction structure of $\lambda l \mathrm{xr}$ terms. Briefly, we index the variables which correspond to $x$ in a linear term from the innermost to outermost, left to right and label the contractions accordingly.

We will also forget the indexing in the translation until Section 2.4.4. It will be required when considering the only rule of $\Lambda_{\text {sub }}$ which loses free variables, $\overrightarrow{\mathrm{D}}$. The sections until then will focus on the problem of simulating wide substitution in $\lambda \mathrm{blxr}$ and the indices will just confuse the discussion.

### 2.4.2 A normal form and the translation

We now reason whether the encoding $\mathcal{A}$ is a suitable translation for simulating $\overrightarrow{\mathrm{ACD}}$-reduction in $\lambda$ blxr. Consider

$$
M \equiv(x(x x))\langle x:=y\rangle \overrightarrow{\mathrm{C}}(x(x y))\langle x:=y\rangle \equiv N .
$$

We have $\mathcal{A}(M)=C_{y}^{y l_{1}, y_{4}}\left(W_{x^{\prime}}\left(C_{x}^{x_{1}, x l_{1}}\left(x_{1} C_{x l_{1}}^{x_{2}, x_{3}}\left(x_{2} x_{3}\right)\right)\left\langle x:=y l_{1}\right\rangle\right)\left\langle x^{\prime}:=y_{4}\right\rangle\right)$ and we wish to reduce this term to reach a term which is equivalent to $\mathcal{A}(N)$. As we must replace a free occurrence of $x$ with $y$, we begin with the following reduction path:

$$
\begin{array}{cl} 
& \mathcal{A}(M) \\
= & C_{y}^{y l_{1}, y_{4}}\left(W_{x^{\prime}}\left(C_{x}^{x_{1}, x l_{1}}\left(x_{1} C_{x l_{1}}^{x_{2}, x_{3}}\left(x_{2} x_{3}\right)\right)\left\langle x:=y l_{1}\right\rangle\right)\left\langle x^{\prime}:=y_{4}\right\rangle\right) \\
\overrightarrow{\lambda \mathrm{blxr}} & C_{y}^{y l_{1}, y_{4}}\left(W_{x^{\prime}}\left(C_{y l_{1}}^{y_{1}, y l_{2}}\left(x_{1}\left\langle x_{1}:=y_{1}\right\rangle C_{y l_{2}}^{y_{2}, y_{3}}\left(x_{2}\left\langle x_{2}:=y_{2}\right\rangle x_{3}\left\langle x_{3}:=y_{3}\right\rangle\right)\right)\right)\left\langle x^{\prime}:=y_{4}\right\rangle\right) \\
\overrightarrow{\text { Var }} & C_{y}^{y l_{1}, y_{4}}\left(W_{x^{\prime}}\left(C_{y l_{1}}^{y_{1}, y l_{2}}\left(x_{1}\left\langle x_{1}:=y_{1}\right\rangle C_{y l_{2}}^{y_{2}, y_{3}}\left(x_{2}\left\langle x_{2}:=y_{2}\right\rangle y_{3}\right)\right)\right)\left\langle x^{\prime}:=y_{4}\right\rangle\right) \\
\equiv & M^{\prime}
\end{array}
$$

However, $\mathcal{A}(N) \equiv C_{y}^{y l_{1}, y_{4}}\left(W_{x^{\prime}}\left(C_{y l_{1}}^{y_{3}, y l_{2}}\left(C_{x}^{x_{1}, x_{2}}\left(x_{1}\left(x_{2} y_{3}\right)\right)\left\langle x:=y l_{2}\right\rangle\right)\right)\left\langle x^{\prime}:=y_{4}\right\rangle\right)$ and there is no reduction path $M^{\prime} \longrightarrow_{\lambda b l x r} \mathcal{A}(N)$ as the mobile copies of $\langle x:=y\rangle$ have been pushed inside the term in $M^{\prime}$ to allow the (Var) reduction to take place. This suggests that our translation should be $\mathcal{A}$ composed with a normal form.

We wish to define a normal form which pushes substitions in far as possible so that $\overrightarrow{\mathrm{C}}$ may be simulated in $\lambda l \mathrm{lxr}$. If we try this approach with the example above, we get:

$$
\begin{array}{cl} 
& \mathcal{A}(N) \\
= & C_{y}^{y l_{1}, y_{4}}\left(W_{x^{\prime}}\left(C_{y l_{1}}^{y_{3}, y l_{2}}\left(C_{x}^{x_{1}, x_{2}}\left(x_{1}\left(x_{2} y_{3}\right)\right)\left\langle x:=y l_{2}\right\rangle\right)\right)\left\langle x^{\prime}:=y_{4}\right\rangle\right) \\
\underset{\underset{\mathrm{ldr}}{ }}{>} & C_{y}^{y l_{1}, y_{4}}\left(W_{x^{\prime}}\left(C_{y l_{1}}^{y_{3}, y l_{2}}\left(C_{y l_{2}}^{y_{1}, y_{2}}\left(x_{1}\left\langle x_{1}:=y_{1}\right\rangle\left(x_{2}\left\langle x_{2}:=y_{2}\right\rangle y_{3}\right)\right)\right)\right)\left\langle x^{\prime}:=y_{4}\right\rangle\right) \\
\equiv & N^{\prime}
\end{array}
$$

This almost matches $M^{\prime}$ except that the contractions are out of place. To fix this, we push the contractions inside as far as possible:

$$
\begin{array}{cl} 
& N^{\prime} \\
\equiv_{A, C 1 c} & C_{y}^{y l_{1}, y_{4}}\left(W_{x^{\prime}}\left(C_{y l_{1}}^{y_{1}, y l_{2}}\left(C_{y l_{2}}^{y_{2}, y_{3}}\left(x_{1}\left\langle x_{1}:=y_{1}\right\rangle\left(x_{2}\left\langle x_{2}:=y_{2}\right\rangle y_{3}\right)\right)\right)\right)\left\langle x^{\prime}:=y_{4}\right\rangle\right) \\
\longrightarrow C A p p 1 & C_{y}^{y l_{1}, y_{4}}\left(W_{x^{\prime}}\left(C_{y l_{1}}^{y_{1}, y l_{2}}\left(x_{1}\left\langle x_{1}:=y_{1}\right\rangle C_{y l_{2}}^{y_{2}, y_{3}}\left(x_{2}\left\langle x_{2}:=y_{2}\right\rangle y_{3}\right)\right)\right)\left\langle x^{\prime}:=y_{4}\right\rangle\right) \\
\equiv & M^{\prime}
\end{array}
$$

This example leads us to the following definitions.

## Definition (Normal form and the translation).

$-\longrightarrow_{P s h}$ is defined to be the union of (Abs), (App1), (App2), (Weak2), (Cont1), and (Comp).
$-\longrightarrow_{C t n}$ is defined to be the union of (CAbs), (CApp1), (CApp2), (CSubs), and (Cross).

- $\longrightarrow_{\mathrm{p} \downarrow \mathrm{c}}(M)$ is defined as the composition $\rightarrow_{P s h} \rightarrow_{\text {Ctn }}$.
- $\downarrow_{\mathrm{p} \downarrow \mathrm{c}}(M)$ is defined as the normal form (up to $\equiv$ ) of $\longrightarrow_{\mathrm{p} \downarrow \mathrm{c}}(M)$.
- The translation $\mathcal{T}$ from $\Lambda_{\text {sub }}$ to $\lambda \mathrm{blxr}$ is defined on $\Lambda_{\text {sub }}$ terms $M$ as $\mathcal{T}(M)_{X} \stackrel{\text { def }}{=} \downarrow_{\mathrm{p} \downarrow \mathrm{c}}\left(\mathcal{A}(M)_{X}\right)$.

The relation $\downarrow_{\mathrm{p} \downarrow \mathrm{c}}$ can be described as 'push one substitution inside and then push all contractions in as far as possible.' We prove it has a unique normal form in the next section.

Perhaps surprisingly (as it involves contractions), the (Merge) reduction rule is omitted in the normal form. This is because the encoding only introduces weakenings bound by an explicit substitution or abstraction but not contractions. Therefore, the rule cannot be applied to $\mathrm{a} \longrightarrow_{\mathrm{p} \downarrow \mathrm{c}}$-reduct of an encoding.

We now try the translation $\mathcal{T}$ on the problematic square at the beginning of this section to get:


### 2.4.3 Contractions in the translation

All branches of the abstract syntax tree (AST) of a $\lambda$ lxr term occur at applications and substitutions. For any $\lambda$ lxr term $M, \downarrow_{\mathrm{p} \downarrow \mathrm{c}}(M)$ has all substitutions lying directly above either a weakening $W_{x}$ or a free occurrence of $x$ and all contractions $C_{w}^{y, z}$ pushed in as far as possible so that 1 ) at the first brancing in the AST below the contraction, the left branch of the application (resp. substitution) below the contraction contains a free occurrence of $y$ or $z$ and the right branch contains a free occurrence of the other or 2) both variables occur below the contraction and before any branch split.

Definition (contractions at their most efficient). We say that the contractions in a $\lambda \mathrm{lxr}$ term are at their most efficient when if $x_{1}$ and $x_{2}$ represent a variable $x$, there is a contraction $C_{x_{i}}^{x_{1}, x_{2}}$ just above (up to congruence) the split in the abstract syntax tree where $x_{1}$ is in one branch and $x_{2}$ in the other.

For example, consider $C_{x}^{x_{1}, x l_{1}}\left(y C_{x l_{1}}^{x_{2}, x_{3}}\left(\left(x_{1} x_{2}\right) x_{3}\right)\right)$ which represents $y((x x) x)$. This term does not have its contractions at their most efficient whereas $\mathcal{A}(y((x x) x)) \equiv y\left(C_{x}^{x l_{1}, x_{3}}\left(C_{x l_{1}}^{x_{1}, x_{2}}\left(x_{1} x_{2}\right)\right) x_{3}\right)$ does. The former term can reduce to the latter however. It would appear that a $\longrightarrow_{C t n}$-normal form of any $\lambda$ lxr term has its contractions at their most efficient but we require a weaker statement to aid our proof of simulation.
Proposition 35. Given a $\Lambda_{\text {sub }}$ term $M$, any $\longrightarrow_{\mathrm{p} \downarrow \mathrm{c}}$-reduct $M^{\prime}$ of $\mathcal{A}(M)$ has its contractions at their most efficient. Proof. We induct over the length $n$ of the $\longrightarrow_{\mathrm{p} \downarrow \mathrm{c}}$ path from $\mathcal{A}(M)$ to $M^{\prime}$ which is finite as $\longrightarrow_{\mathrm{p} \downarrow \mathrm{c}} \subset \longrightarrow_{\mathrm{xr}}$.
Base case: $\mathbf{n}=\mathbf{0}$. We must show that the encoding $\mathcal{A}(M)$ has the contractions at their most efficient. The proof follows by the definition of $\mathcal{A}$ and induction over the term structure (I.H.2).
The cases of abstractions and variables follow trivially.
In the encodings of $Q\langle x:=P\rangle$ where $x \notin \mathrm{fv}(Q)$ and $Q P$, the contractions of $\mathcal{A}(Q)$ and $\mathcal{A}(P)$ are at their most efficient by I.H.2. The contractions $C_{\Phi}^{\Delta, \Pi}$ in the encoding are then at their most efficient as $\Delta \subseteq \operatorname{fv}\left(\mathcal{A}\left(R_{\Delta}^{\Phi}(Q)\right)\right)$ and $\Pi \subseteq \operatorname{fv}\left(\mathcal{A}\left(R_{\Pi}^{\Phi}(P)\right)\right)$.
In the encoding of $Q\langle x:=P\rangle$ where $x \in \mathrm{fv}(Q)$, the contractions of $\mathcal{A}\left(R_{\Delta}^{\Phi}(Q)\right), P_{1} \equiv \mathcal{A}\left(R_{\Gamma_{2}}^{\Theta \backslash \Phi} R_{\Gamma_{1}}^{\Phi}(P)\right)$, and $P_{2} \equiv \mathcal{A}\left(R_{\Psi_{2}}^{\Theta \backslash \Phi} R_{\Psi_{1}}^{\Phi}(P)\right)$ are at their most efficient by I.H.2. In the two outside contractions $C_{\Phi}^{\Pi, \Psi_{1}}$ and $C_{\Theta \backslash \Phi}^{\Gamma_{2}, \Psi_{2}}$, the set $\Pi \cup \Gamma_{2}$ binds names in the left branch whereas $\Psi_{1} \cup \Psi_{2}$ binds names in the right branch. The inner contraction, binds the names of $\Delta$ in the left branch and $\Gamma_{1}$ in the right branch. Therefore, all contractions are at their most efficient.

Inductive case: $\mathbf{n}=\mathbf{k}+\mathbf{1}$. Let $\mathcal{A}(M) \longrightarrow_{\mathrm{p} \downarrow \mathrm{c}}^{k} M^{\prime \prime} \longrightarrow_{\mathrm{p} \downarrow \mathrm{c}} M^{\prime}$. We assume that the contractions of $M^{\prime \prime}$ are at their most efficient and prove the same for $M^{\prime}$. We only need consider the case where

$$
M^{\prime \prime}=C_{\Phi}^{\Delta, \Pi}(Q\langle x:=P\rangle), \quad \Phi=(\mathrm{fv}(Q) \backslash\{x\}) \cap \mathrm{fv}(P), x \in \operatorname{fv}(Q)
$$

and the substitution $\langle x:=P\rangle$ is pushed inside the term $Q$. The proof follows by induction over the term structure. As contractions in $M^{\prime \prime}$ are at their most efficient, $\Delta \subseteq \mathrm{fv}(Q)$ and $\Pi \subseteq \mathrm{fv}(P)$. As $\langle x:=Q\rangle$ is a mobile substitution, no weakening $W_{x}$ lies beneath it. We break the proof over the possible $\longrightarrow_{P s h}$ reductions.

Case: $(A b s), Q \equiv \lambda y \cdot Q^{\prime}$
The contractions follow the substitution with $\longrightarrow_{C A p p}$ reductions.

$$
\begin{array}{ll} 
& C_{\Phi}^{\Delta, \Pi}\left(\left(\lambda y \cdot Q^{\prime}\right)\langle x:=P\rangle\right) \\
\rightarrow_{P s h} & C_{\Phi}^{\Delta, \Pi}\left(\left(\lambda y \cdot Q^{\prime}\langle x:=P\rangle\right)\right) \\
\rightarrow_{C t n} & \lambda y \cdot C_{\Phi}^{\Delta, \Pi}\left(Q^{\prime}\langle x:=P\rangle\right)
\end{array}
$$

The contractions of $P$ and $Q^{\prime}$ remain at their most efficient.
Case: (Weak2), $Q \equiv\left(W_{y} Q^{\prime}\right), y \neq x$
As we are considering $\longrightarrow_{\mathrm{p} \downarrow \mathrm{c}}$-reducts of $\mathcal{A}(M)$, any weakening $W_{y}$ is bound by an abstraction $\lambda y$ or an explicit substitution $\langle y:=T\rangle$. Therefore, $y \notin \Delta \cup \Pi$. The contractions follow the substitution with $\longrightarrow_{\text {Cross }}$ reductions.

$$
\begin{array}{ll} 
& C_{\Phi}^{\Delta, \Pi}\left(\left(W_{y} Q^{\prime}\right)\langle x:=P\rangle\right) \\
\rightarrow_{P s h} & C_{\Phi}^{\Delta, \Pi}\left(W_{y}\left(Q^{\prime}\langle x:=P\rangle\right)\right) \\
\rightarrow_{C t n} & W_{y}\left(C_{\Phi}^{\Delta, \Pi}\left(Q^{\prime}\langle x:=P\rangle\right)\right)
\end{array}
$$

The contractions of $P$ and $Q^{\prime}$ remain at their most efficient.
Case: $(A p p 1)$ and ( $A p p 2$ ), $Q \equiv T_{1} T_{2}$
Let $\Delta=\Delta_{1} \uplus \Delta_{2}$ such that $\Delta_{1} \subseteq \operatorname{fv}\left(T_{1}\right)$ and $\Delta_{2} \subseteq \mathrm{fv}\left(T_{2}\right)$. We then write $C_{\Phi}^{\Delta, \Pi}$ as $C_{\Phi_{2}}^{\Delta_{2}, \Pi_{2}} C_{\Phi_{1}}^{\Delta_{1}, \Pi_{1}}$. We treat the case where $x \in \mathrm{fv}\left(T_{1}\right)$. The contractions follow the substitution with $\longrightarrow_{C A p p 1}$ reductions.

$$
\begin{array}{ll} 
& C_{\Phi_{2}}^{\Delta_{2}, \Pi_{2}} C_{\Phi_{1}}^{\Delta_{1}, \Pi_{1}}\left(\left(T_{1} T_{2}\right)\langle x:=P\rangle\right) \\
\rightarrow_{P s h} & C_{\Phi_{2}}^{\Delta_{2}, \Pi_{2}} C_{\Phi_{1}}^{\Delta_{1}, \Pi_{1}}\left(T_{1}\langle x:=P\rangle T_{2}\right) \\
\rightarrow_{\text {Ctn }} & C_{\Phi_{2}}^{\Delta_{2}, \Pi_{2}}\left(\left(C_{\Phi_{1}}^{\Delta_{1}, \Pi_{1}}\left(T_{1}\langle x:=P\rangle\right)\right) T_{2}\right)
\end{array}
$$

The contractions of $P, T_{1}$, and $T_{2}$ remain at their most efficient.
Case: $(C o m p), Q \equiv T_{1}\left\langle y:=T_{2}\right\rangle$
As above, let $\Delta=\Delta_{1} \uplus \Delta_{2}$ such that $\Delta_{1} \subseteq \mathrm{fv}\left(T_{1}\right)$ and $\Delta_{2} \subseteq \mathrm{fv}\left(T_{2}\right)$ and we write the contractions as $C_{\Phi_{2}}^{\Delta_{2}, \Pi_{2}} C_{\Phi_{1}}^{\Delta_{1}, \Pi_{1}}$.
The contractions can follow with $\longrightarrow_{\text {CSubs }}$ reductions.

$$
\begin{array}{ll} 
& C_{\Phi_{1}}^{\Delta_{1}, \Pi_{1}} C_{\Phi_{2}}^{\Delta_{2}, \Pi_{2}}\left(T_{1}\left\langle y:=T_{2}\right\rangle\langle x:=P\rangle\right) \\
\rightarrow_{P s h} & C_{\Phi_{1}}^{\Delta_{1}, \Pi_{1}} C_{\Phi_{2}}^{\Delta_{2}, \Pi_{2}}\left(T_{1}\left\langle y:=T_{2}\langle x:=P\rangle\right\rangle\right) \\
\rightarrow_{\text {Ctn }} & C_{\Phi_{1}}^{\Delta_{1}, \Pi_{1}}\left(T_{1}\left\langle y:=C_{\Phi_{2}}^{\Delta_{2}, \Pi_{2}}\left(T_{2}\langle x:=P\rangle\right)\right\rangle\right)
\end{array}
$$

The contractions of $P, T_{1}$, and $T_{2}$ remain at their most efficient.
Case: (Cont 1 ), $Q \equiv C_{x}^{x_{1}, x_{2}}\left(Q^{\prime}\right)$
$x$ is bound by the substitution and so $x \notin \Delta \cup \Pi$. Let $\Theta=\mathrm{fv}(P)$. As $\Pi \subseteq \mathrm{fv}(P)=\Theta$, we write the contractions created by the $\longrightarrow_{\text {Cont }}$ reduction as below.

$$
\begin{array}{ll} 
& C_{\Phi}^{\Delta, \Pi}\left(C_{x}^{x_{1}, x_{2}}\left(Q^{\prime}\right)\langle x:=P\rangle\right) \\
\rightarrow_{P s h} & C_{\Phi}^{\Delta, \Pi} C_{\Pi}^{\Pi_{1}, \Pi_{2}} C_{\Theta \backslash \Pi}^{\Theta_{1}, \Theta_{2}}\left(Q^{\prime}\left\langle x_{1}:=P_{1}\right\rangle\left\langle x_{2}:=P_{2}\right\rangle\right)
\end{array}
$$

where $P_{1} \equiv R_{\Theta_{1}}^{\Theta \backslash \Pi} R_{\Pi_{1}}^{\Pi}(P)$ and $P_{2} \equiv R_{\Theta_{2}}^{\Theta \backslash \Pi} R_{\Pi_{2}}^{\Pi}(P)$. This last term is congruent to

$$
C_{\Phi}^{\Pi_{2}, \Pi} C_{\Theta \backslash \Pi}^{\Theta_{1}, \Theta_{2}}\left(C_{\Pi}^{\Delta, \Pi_{1}}\left(Q^{\prime}\left\langle x_{1}:=P_{1}\right\rangle\right)\left\langle x_{2}:=P_{2}\right\rangle\right)
$$

and

$$
C_{\Phi}^{\Pi_{1}, \Pi} C_{\Theta \backslash \Pi}^{\Theta_{1}, \Theta_{2}}\left(C_{\Pi}^{\Delta, \Pi_{2}}\left(Q^{\prime}\left\langle x_{2}:=P_{2}\right\rangle\right)\left\langle x_{1}:=P_{1}\right\rangle\right)
$$

Corollary 36. For all $\Lambda_{\text {sub }}$ terms $M$, the contractions of $\mathcal{T}(M)$ are at their most efficient.
Corollary 37. $\mathcal{A}$-images of $\Lambda_{\text {sub }}$ terms have a unique $\longrightarrow_{\mathrm{p} \downarrow \mathrm{c}}$ normal forms (up to congruence).
Lemma 38. Let $M$ be in $\longrightarrow_{p \downarrow c}$-normal form and let each weakening bound by an abstraction lie directly under (up to 三) that abstraction. If $M \longrightarrow_{\lambda \mathrm{blxr}} N$ is not $a \longrightarrow B$ s reduction which does not create garbage then $N$ is in $\longrightarrow{ }_{\mathrm{p} \downarrow \mathrm{c}}$-normal form.
Proof. We break the proof over the possible reductions, proving that the reductions do not create $\mathrm{a} \longrightarrow_{P s h}$ redex which is sufficient.

Let $M \longrightarrow_{B s} N$ create garbage. All substitutions in $M$ are directly above (up to congruence) the weakening or the variable that they bind. This is true also of these substitutions in $N$. The reduction creates two substitutions. The idle one cannot move inside the term as it binds a weakening directly below it. As the reduction creates garbage, the mobile substitution binds a weakening which by assumption lies directly below it. Hence, it cannot move inside the term either.

The (Var) case is trivial.
In the (WAbs), (WApp1), (WApp2), (WSubs), and (Merge) cases, the weakenings explicit in the redex and reactum are not bound by any substitution (as $M$ is in $\longrightarrow_{\mathrm{p} \downarrow \mathrm{c}}$-normal form). In the (Weak1) case, only the weakening explicit in the redex is bound by a substitution which is discarded through the reduction. Thus, the firing of these rules do not create any new $\longrightarrow_{P s h}$ redexes.

As $M$ is in $\longrightarrow_{\mathrm{p} \downarrow \mathrm{c}}$-normal form, no substitutions bind the free variable of any contraction. Therefore, no (CAbs), (CApp1), (CApp2), (CSubs), or (Cross) reduction creates any new $\longrightarrow_{P s h}$ redexes.
Corollary 39. Let $\mathcal{T}(M) \longrightarrow_{\lambda b \mathrm{bxr}}^{+} N$ for some $\Lambda_{\text {sub }}$ term $M$. Unless the reduction sequence contains a $(B s)$ reduction which does not create garbage or a $(C A b s)$ reduction, $N$ is in $\longrightarrow_{\mathrm{p} \downarrow \mathrm{c}}$-normal form.
Proof. It can be shown by induction that $\mathcal{A}(M)$ has any weakening bound by an abstraction lying directly under that abstraction. This is also true of $\mathcal{T}(M)$. The result follows by Lemma 38 noting that only a ( $C A b s$ ) reduction can come between a weakening and its binding abstraction (up to $\equiv$ ) as ( $A b s$ ) redexes do not occur during the sequence.

### 2.4.4 Proof of PSN by simulation

It seems reasonable to theorise that $\lambda$ blxr has the PSN property as it differs from $\lambda l \mathrm{lxr}$ only in the $\longrightarrow_{B s}$ rule which creates two substitutions; one as normal and one which is 'garbage' and can not propagate through the term. This behaviour does not seem dangerous. It does not introduce new cases of infinite reductions as the garbage substitution may only interact with substitutions above it as the normal substitution can. Kesner and Lengrand [KL] prove that encodings of strongly normalising $\lambda$-terms in $\lambda l \mathrm{xr}$ are strongly normalising using Lengrand's methods [Len05]. In other work, we have used those methods to prove the same for $\lambda$ blxr.
Theorem 40 ( $\lambda \mathrm{blxr}$ satisfies PSN [O'C06]). For any pure term $M$, if $M \in \mathrm{SN}_{\beta}$ then $\mathcal{A}(M) \in \mathrm{SN}_{\lambda \mathrm{blxr}}$.
Before we introduce our proof of simulation, we will give examples of the different cases, showing how a reduction step in $\Lambda_{\text {sub }}$ may be matched by a non-empty sequence in $\lambda$ blxr. We omit the indexing in all cases but the $\overrightarrow{\mathrm{D}}$ case, where variables may be lost. In all the examples, the redex occurs inside a non-garbage body of substitution so that we may demonstrate how bodies of substitution are copied in the translation. We will also bend the variable convention for the purposes of demonstration.

For the $\overrightarrow{\mathrm{A}}$ case, there are two subcases depending on whether the new substitution is garbage or not.
Example 41 ( $\overrightarrow{\mathrm{A}}$ simulation without garbage). Let

$$
M \equiv x\langle x:=(\lambda y . v(y y)) z\rangle \overrightarrow{\mathrm{A}} x\langle x:=(v(y y))\langle y:=z\rangle\rangle \equiv N
$$

with all variables distinct, $\Phi=\{v, z\}, \Phi_{1}=\left\{v_{1}, z_{1}\right\}$, and $\Phi_{2}=\left\{v_{2}, z_{2}\right\}$.

$$
\begin{aligned}
& \mathcal{T}(M) \\
& \equiv \quad C_{v z}^{v_{1} z_{1}, v_{2} z_{2}}\left(W_{x^{\prime}}\left(x\left\langle x:=\left(\lambda y \cdot v_{1} C_{y}^{y_{1} y_{2}}\left(y_{1} y_{2}\right)\right) z_{1}\right\rangle\right)\left\langle x^{\prime}:=\left(\lambda y \cdot v_{2} C_{y}^{y_{1} y_{2}}\left(y_{1} y_{2}\right)\right) z_{2}\right\rangle\right) \\
& \xrightarrow[B s]{2} \quad C_{\Phi}^{\Phi_{1}, \Phi_{2}}\left(W_{x^{\prime}}\left(x\left\langle x:=C_{z_{1}}^{z_{3} z_{4}}\left(W_{y}^{\prime}\left(\left(v_{1} C_{y}^{y_{1} y_{2}}\left(y_{1} y_{2}\right)\right)\left\langle y:=z_{3}\right\rangle\right)\left\langle y^{\prime}:=z_{4}\right\rangle\right)\right\rangle\right)\right. \\
& \left.\left\langle x^{\prime}:=C_{z_{2}}^{z_{5} z_{6}}\left(W_{y}^{\prime}\left(\left(v_{2} C_{y}^{y_{1} y_{2}}\left(y_{1} y_{2}\right)\right)\left\langle y:=z_{5}\right\rangle\right)\left\langle y^{\prime}:=z_{6}\right\rangle\right)\right\rangle\right) \\
& \equiv \quad \mathcal{A}(N) \\
& \longrightarrow{ }_{\mathrm{p} \downarrow \mathrm{c}}^{+} \quad C_{\Phi}^{\Phi_{1}, \Phi_{2}}\left(W_{x^{\prime}}\left(x\left\langle x:=C_{z_{1}}^{z_{3} z_{4}}\left(W_{y}^{\prime}\left(v_{1} C_{z_{3}}^{z_{7} z_{8}}\left(y_{1}\left\langle y_{1}:=z_{7}\right\rangle y_{2}\left\langle y_{2}:=z_{8}\right\rangle\right)\right)\left\langle y^{\prime}:=z_{4}\right\rangle\right)\right\rangle\right)\right. \\
& \left.\left\langle x^{\prime}:=C_{z_{2}}^{z_{5} z_{6}}\left(W_{y}^{\prime}\left(v_{2} C_{z_{5}}^{z_{9} z_{0}}\left(y_{1}\left\langle y_{1}:=z_{9}\right\rangle y_{2}\left\langle y_{2}:=z_{0}\right\rangle\right)\right)\left\langle y^{\prime}:=z_{6}\right\rangle\right)\right\rangle\right) \\
& \equiv \quad \mathcal{T}(N)
\end{aligned}
$$

The first line of reductions fires the $\longrightarrow_{B s}$-redexes. The translation creates two copies of the $\overrightarrow{\mathrm{A}}$ redex so there are two corresponding $\longrightarrow_{B s}$-reductions. In this example, we have now reached the term $\mathcal{A}(N)$. In general, we would now push the contractions created by the $\longrightarrow_{B s}$-reductions to their most efficient points to reach a $\longrightarrow_{\mathrm{p} \downarrow \mathrm{c}}^{*}$-reduct of $\mathcal{A}(N)$ - the reduct where all substitutions except copies of the newly created one are pushed completely through the term. To match the term $\mathcal{T}(N)$, these new mobile substitutions are finally pushed inside the term.
Example $42\left(\underset{\mathrm{~A}}{ }{ }^{>}\right.$simulation with garbage). Let

$$
M \equiv x\langle x:=(\lambda y \cdot v(w w)) z\rangle \overrightarrow{\mathrm{A}} x\langle x:=(v(w w))\langle y:=z\rangle\rangle \equiv N
$$

with all variables distinct, $\Phi=\{w, v, z\}, \Phi_{1}=\left\{w_{1}, v_{1}, z_{1}\right\}$, and $\Phi_{2}=\left\{w_{2}, v_{2}, z_{2}\right\}$. This case is covered by the reduction sequence in Figure 2.1.

$$
\begin{aligned}
& \mathcal{T}(M) \\
& \equiv \quad C_{\Phi}^{\Phi_{1}, \Phi_{2}}\left(W_{x^{\prime}}\left(x\left\langle x:=\left(\lambda y . W_{y}\left(v_{1} C_{w_{1}}^{w_{3} w_{4}}\left(w_{3} w_{4}\right)\right)\right) z_{1}\right\rangle\right)\right. \\
& \left.\left\langle x^{\prime}:=\left(\lambda y . W_{y}\left(v_{2} C_{w_{2}}^{w_{5} w_{6}}\left(w_{5} w_{6}\right)\right)\right) z_{2}\right\rangle\right) \\
& \xrightarrow[B s]{2} \quad C_{\Phi}^{\Phi_{1}, \Phi_{2}}\left(W_{x^{\prime}}\left(x\left\langle x:=C_{z_{1}}^{z_{3} z_{4}}\left(W_{y^{\prime}}\left(W_{y}\left(v_{1} C_{w_{1}}^{w_{3} w_{4}}\left(w_{3} w_{4}\right)\right)\left\langle y:=z_{3}\right\rangle\right)\left\langle y^{\prime}:=z_{4}\right\rangle\right)\right\rangle\right)\right. \\
& \left.\left\langle x^{\prime}:=C_{z_{2}}^{z_{5} z_{6}}\left(W_{y^{\prime}}\left(W_{y}\left(v_{2} C_{w_{2}}^{w_{5} w_{6}}\left(w_{5} w_{6}\right)\right)\left\langle y:=z_{5}\right\rangle\right)\left\langle y^{\prime}:=z_{6}\right\rangle\right)\right\rangle\right) \\
& \xrightarrow[\text { Weak1 }]{\stackrel{2}{\longrightarrow}} \quad C_{\Phi}^{\Phi_{1}, \Phi_{2}}\left(W_{x^{\prime}}\left(x\left\langle x:=C_{z_{1}}^{z_{3} z_{4}}\left(W_{z_{4}}\left(W_{y}\left(v_{1} C_{w_{1}}^{w_{3} w_{4}}\left(w_{3} w_{4}\right)\right)\left\langle y:=z_{3}\right\rangle\right)\right)\right\rangle\right)\right. \\
& \left.\left\langle x^{\prime}:=C_{z_{2}}^{z_{5} z_{6}}\left(W_{z_{6}}\left(W_{y}\left(v_{2} C_{w_{2}}^{w_{5} w_{6}}\left(w_{5} w_{6}\right)\right)\left\langle y:=z_{5}\right\rangle\right)\right)\right\rangle\right) \\
& \xrightarrow[\text { Merge }]{\stackrel{2 \times 1}{\longrightarrow}} \quad C_{\Phi}^{\Phi_{1}, \Phi_{2}}\left(W_{x^{\prime}}\left(x\left\langle x:=W_{y}\left(v_{1} C_{w_{1}}^{w_{3} w_{4}}\left(w_{3} w_{4}\right)\right)\left\langle y:=z_{1}\right\rangle\right\rangle\right)\right. \\
& \left.\left\langle x^{\prime}:=W_{y}\left(v_{2} C_{w_{2}}^{w_{5} w_{6}}\left(w_{5} w_{6}\right)\right)\left\langle y:=z_{2}\right\rangle\right\rangle\right) \\
& \equiv \quad \mathcal{T}(N)
\end{aligned}
$$

The first line of reductions fire the $\longrightarrow_{B s}$-redexes. The translation creates two copies of the $\overrightarrow{\mathrm{A}}$ redex so there are two corresponding $\longrightarrow_{B s}$-reductions. The encoding of garbage only creates one substitution so we now immediately garbage collect all the newly-created 'idle' substitutions. To reach $\mathcal{T}(N)$, we merge the resulting weakenings with contractions.

Observe that each term in this sequence is in $\longrightarrow_{\mathrm{p} \downarrow \mathrm{c}}$-normal form (as expected from Corollary 39 ).
Example 43 ( $\overrightarrow{\mathrm{C}}$ simulation). We will pick up where Example 41 ended. Let

$$
N \equiv x\langle x:=(v(y y))\langle y:=z\rangle\rangle \stackrel{\longrightarrow}{\mathrm{C}} x\langle x:=(v(z y))\langle y:=z\rangle\rangle \equiv P
$$

with all variables distinct, $\Phi=\{v, z\}, \Phi_{1}=\left\{v_{1}, z_{1}\right\}$, and $\Phi_{2}=\left\{v_{2}, z_{2}\right\}$.

$$
\begin{aligned}
& \mathcal{T}(N) \\
& \equiv \quad C_{\Phi}^{\Phi_{1}, \Phi_{2}}\left(W_{x^{\prime}}\left(x\left\langle x:=C_{z_{1}}^{z_{3} z_{4}}\left(W_{y}^{\prime}\left(v_{1} C_{z_{3}}^{z_{7} z_{8}}\left(y_{1}\left\langle y_{1}:=z_{7}\right\rangle y_{2}\left\langle y_{2}:=z_{8}\right\rangle\right)\right)\left\langle y^{\prime}:=z_{4}\right\rangle\right)\right\rangle\right)\right. \\
& \left.\left\langle x^{\prime}:=C_{z_{2}}^{z_{5} z_{6}}\left(W_{y}^{\prime}\left(v_{2} C_{z_{5}}^{z_{9} z_{0}}\left(y_{1}\left\langle y_{1}:=z_{9}\right\rangle y_{2}\left\langle y_{2}:=z_{0}\right\rangle\right)\right)\left\langle y^{\prime}:=z_{6}\right\rangle\right)\right\rangle\right) \\
& \xrightarrow[\text { Var }]{2} C_{\Phi}^{\Phi_{1}, \Phi_{2}}\left(W_{x^{\prime}}\left(x\left\langle x:=C_{z_{1}}^{z_{3} z_{4}}\left(W_{y}^{\prime}\left(v_{1} C_{z_{3}}^{z_{7} z_{8}}\left(z_{7} y_{2}\left\langle y_{2}:=z_{8}\right\rangle\right)\right)\left\langle y^{\prime}:=z_{4}\right\rangle\right)\right\rangle\right)\right. \\
& \left.\left\langle x^{\prime}:=C_{z_{2}}^{z_{5} z_{6}}\left(W_{y}^{\prime}\left(v_{2} C_{z_{5}}^{z_{9} z_{0}}\left(z_{9} y_{2}\left\langle y_{2}:=z_{0}\right\rangle\right)\right)\left\langle y^{\prime}:=z_{6}\right\rangle\right)\right\rangle\right) \\
& \equiv \quad \mathcal{T}(P)
\end{aligned}
$$

This case is easier to explain. In a translated term, the substitutions are pushed in as far as possible. The variable being replaced has a substitution directly above it in the translation (for each copy of the variable). The sequence consists of two $\longrightarrow$ Var reductions, one for each copy of the variable due to the translation. By Corollary 39 , each term in this sequence is in $\longrightarrow_{\mathrm{p} \downarrow \mathrm{c}}$-normal form.

Definition. $\longrightarrow_{W k}$ is defined to be the union of (Weak2), (WAbs), (WApp1), (WApp2), (WSubs), (Cross), and (Merge).

Example 44 ( $\overrightarrow{\mathrm{D}}$ simulation). Let

$$
M \equiv v\langle v:=x\langle y:=z q\rangle\langle z:=p\rangle\rangle \overrightarrow{\mathrm{D}} v\langle v:=x\langle z:=p\rangle\rangle \equiv N
$$

with all variables distinct.
We must explicitly state the translation indexing now. The index set must at least contain the free variables of $M$, so we choose it to be $X=\{x, q, p\}$. We partition the index set into two sets, $Y=\{x, p\}$ and $Z=\{q\}$ such that $Y$ contains free variables of $M$, occurrences of which are discarded in the reduction but which persist in $N$ and $Z$ contains the free variables of $M$ which do not occur in $N$ (the lost variables). The sequence begins as below.

$$
\begin{array}{cc} 
& \mathcal{T}(M)_{X} \\
\equiv & C_{X}^{X_{1}, X_{2}}\left(W_{v^{\prime}}\left(v\left\langle v:=C_{p_{1}}^{p_{3} p_{4}}\left(W_{z^{\prime}}\left(W_{y}\left(x_{1}\right)\left\langle y:=z\left\langle z:=p_{3}\right\rangle q_{1}\right\rangle\right)\left\langle z^{\prime}:=p_{4}\right\rangle\right)\right\rangle\right)\right. \\
& \left.\left\langle v^{\prime}:=C_{p_{2}}^{p_{5} p_{6}}\left(W_{z^{\prime}}\left(W_{y}\left(x_{2}\right)\left\langle y:=z\left\langle z:=p_{5}\right\rangle q_{2}\right\rangle\right)\left\langle z^{\prime}:=p_{6}\right\rangle\right)\right\rangle\right) \\
\stackrel{\text { Weak } 1}{ } & C_{q}^{q_{1}, q_{2}} C_{x p}^{x_{1} p_{1}, x_{2} p_{2}}\left(W_{v^{\prime}}\left(v\left\langle v:=C_{p_{1}}^{p_{3} p_{4}}\left(W_{z^{\prime}}\left(W_{p_{3} q_{1}}\left(x_{1}\right)\right)\left\langle z^{\prime}:=p_{4}\right\rangle\right)\right\rangle\right)\right. \\
& \left.\left\langle v^{\prime}:=C_{p_{2}}^{p_{5} p_{6}}\left(W_{z^{\prime}}\left(W_{p_{5} q_{2}}\left(x_{2}\right)\right)\left\langle z^{\prime}:=p_{6}\right\rangle\right)\right\rangle\right) \\
\overrightarrow{W k} & C_{q}^{q_{1}, q_{2}} W_{q_{1} q_{2}} C_{x p}^{x_{1} p_{1}, x_{2} p_{2}\left(W_{v^{\prime}}\left(v\left\langle v:=C_{p_{1}}^{p_{3} p_{4}}\left(W_{z^{\prime}}\left(W_{p_{3}}\left(x_{1}\right)\right)\left\langle z^{\prime}:=p_{4}\right\rangle\right)\right\rangle\right)\right.} \\
& \left.\left\langle v^{\prime}:=C_{p_{2}}^{p_{5}}\left(W_{z^{\prime}}\left(W_{p_{5}}\left(x_{2}\right)\right)\left\langle z^{\prime}:=p_{6}\right\rangle\right)\right\rangle\right) \\
\overrightarrow{\text { Merge }} & W_{q} C_{x p}^{x_{1} p_{1}, x_{2} p_{2}}\left(W_{v^{\prime}}\left(v\left\langle v:=C_{p_{1}}^{p_{3} p_{4}}\left(W_{z^{\prime}}\left(W_{p_{3}}\left(x_{1}\right)\right)\left\langle z^{\prime}:=p_{4}\right\rangle\right)\right\rangle\right)\right. \\
& \left.\left\langle v^{\prime}:=C_{p_{2}}^{p_{5} p_{6}}\left(W_{z^{\prime}}\left(W_{p_{5}}\left(x_{2}\right)\right)\left\langle z^{\prime}:=p_{6}\right\rangle\right)\right\rangle\right)
\end{array}
$$

We start by simulating the $\Lambda_{\text {sub }}$ garbage collection with some $\longrightarrow_{W e a k 1}$ reductions, one for each copy of the discarded substitution that the translation introduces. This garbage collection generally creates weakenings which are then pulled upwards through the term, either to top-level or until they merge with contractions. For our demonstration, we first choose to pull up the weakenings $W_{q_{1}}$ and $W_{q_{2}}$ corresponding to the free variable $q$ lost in the $\Lambda_{\text {sub }}$ reduction. After the merge, the weakening $W_{q}$ may be pulled up to the top of the term.

$$
\begin{array}{cc} 
& W_{q} C_{x p}^{x_{1} p_{1}, x_{2} p_{2}}\left(W_{v^{\prime}}\left(v\left\langle v:=C_{p_{1}}^{p_{3} p_{4}}\left(W_{z^{\prime}}\left(W_{p_{3}}\left(x_{1}\right)\right)\left\langle z^{\prime}:=p_{4}\right\rangle\right)\right\rangle\right)\right. \\
\left.\left\langle v^{\prime}:=C_{p_{2}}^{p_{5} p_{6}}\left(W_{z^{\prime}}\left(W_{p_{5}}\left(x_{2}\right)\right)\left\langle z^{\prime}:=p_{6}\right\rangle\right)\right\rangle\right) \\
& W_{q} C_{x p}^{x_{1} p_{1}, x_{2} p_{2}}\left(W_{v^{\prime}}\left(v\left\langle v:=C_{p_{1}}^{p_{3} p_{4}} W_{p_{3}}\left(W_{z^{\prime}}\left(x_{1}\right)\left\langle z^{\prime}:=p_{4}\right\rangle\right)\right\rangle\right)\right. \\
\overrightarrow{W k} & \left.\left\langle v^{\prime}:=C_{p_{2}}^{p_{5} p_{6}} W_{p_{5}}\left(W_{z^{\prime}}\left(x_{2}\right)\left\langle z^{\prime}:=p_{6}\right\rangle\right)\right\rangle\right) \\
& \\
\overrightarrow{M e r g e} & W_{q} C_{x p}^{x_{1} p_{1}, x_{2} p_{2}}\left(W_{v^{\prime}}\left(v\left\langle v:=W_{z^{\prime}}\left(x_{1}\right)\left\langle z^{\prime}:=p_{1}\right\rangle\right\rangle\right)\left\langle v^{\prime}:=W_{z^{\prime}}\left(x_{2}\right)\left\langle z^{\prime}:=p_{2}\right\rangle\right\rangle\right) \\
\equiv & \mathcal{T}(N)_{X}
\end{array}
$$

Next, we pull up the weakenings $W_{p_{3}}$ and $W_{p_{5}}$ corresponding to the variable $p$ which is discarded in the $\longrightarrow W_{e a k 1}$ reductions but which occurs freely above the discarded subsitution in $N$. After more merges, the final term is equivalent to $\mathcal{T}(N)_{X}$.

Examples 41 to 44 hint at how substitutions are copied in the translation of a term depending on their level of nesting in other substitutions. In the encoding $\mathcal{A}(M)$ of a term, there will be $2^{g+d}$ copies of a substitution $\langle x:=P\rangle$, where $g=0$ if the substitution is garbage or $g=1$ otherwise and $d$ is the number of non-garbage subsitutions that $\langle x:=P\rangle$ is contained inside (not under). However in a translation $\mathcal{T}(M)$ of a term, the matter is further complicated as substitutions are themselves duplicated by the $\longrightarrow_{C o m p}$ rule. For this reason, the following proof concentrates on one copy of a redex in a translated term.

Proposition 45. If $M \overrightarrow{\mathrm{ACD}} N$ then $\mathcal{T}(M)_{X} \longrightarrow_{\lambda \mathrm{blxr}}^{+} \mathcal{T}(N)_{X}$.
Proof. Proof by case split. We write $\langle\Theta:=\vec{T}\rangle$ to denote a sequence of nested substitutions $\left\langle y_{1}:=T_{1}\right\rangle \ldots\left\langle y_{n}:=\right.$ $\left.T_{n}\right\rangle$ and drop the indexing in the translation except for the $\overrightarrow{\mathrm{D}}$ case. Figures 2.2-2.5 depict the reduction graphs corresponding to the cases, where $n$ is the number of copies of the redex generated by the translation as explained above.

Case $M \equiv C[(\lambda x . P) Q] \underset{\mathrm{A}}{ } C[P\langle x:=Q\rangle] \equiv N, x \in \operatorname{fv}(P)$
Figure 2.8 displays the general term ${ }^{15}$ for $\mathcal{T}(M)$ followed by a series of reductions. Figure 2.11 displays the general term for $\mathcal{T}(N)$. The path $\mathcal{A}(N) \longrightarrow_{\mathrm{p} \downarrow \mathrm{c}}^{*} N^{\prime}$ involves pushing all substitutions in besides the substitutions which arise from $\langle x:=Q\rangle$. The renaming $R_{Y}^{X}$ arises from the encoding. The substitutions with binders $\Phi^{\prime}$ bind variables in encodings of both $P$ and $Q$, the substitutions with binders $\Xi_{P}$ and $\Theta_{Q}$ bind variables of $P$ or $Q$ respectively. We do not label the context $D-\mathrm{fv}((\lambda x . P) Q)=\mathrm{fv}(P\langle x:=Q\rangle)$ and the same holds for the encodings by Lemma 34.1.

We must show that the final terms in both figures are equivalent. This can be shown by proving that $Q_{1} \equiv$ $Q_{1}^{\prime \prime \prime}$ and $Q_{2} \equiv Q_{2}^{\prime \prime \prime}$. These can easily be shown by unwrapping their definitions and renaming variables. For example,

$$
\begin{aligned}
& Q_{2} \\
& \equiv \quad R_{\Psi_{1} \Psi_{2} \Psi_{3} \Psi_{4}}^{\Pi_{1} \Pi_{2} \Pi_{3} \Pi_{4}}\left(\downarrow_{\mathrm{p} \downarrow \mathrm{c}}\left(\downarrow_{\mathrm{p} \downarrow \mathrm{c}}\left(R_{\Pi_{1} \Pi^{\prime} Y}^{\Phi_{1} \Phi^{\prime}{ }^{\prime}}(\mathcal{A}(Q))\left\langle\Theta_{Q}:=\overrightarrow{S_{Q}}\right\rangle\right)\left\langle\Pi^{\prime}:=\overrightarrow{T_{\Pi}}\right\rangle\right)\right) \\
& \equiv R_{\Psi_{2} \Psi_{3}}^{\Pi_{2} \Pi_{3}}\left(\downarrow_{\mathrm{p} \downarrow \mathrm{c}}\left(\downarrow_{\mathrm{p} \downarrow \mathrm{c}}\left(R_{\Psi_{1} \Pi^{\prime} \Psi_{4} Y}^{\Phi_{1} \Phi^{\prime} \Pi_{4} X}(\mathcal{A}(Q))\left\langle\Theta_{Q}:=\overrightarrow{S_{Q}}\right\rangle\right)\left\langle\Pi^{\prime}:=\overrightarrow{T_{\Pi}}\right\rangle\right)\right) \\
& \equiv \quad R_{\Psi_{2} \Psi_{3}}^{\Pi_{2} \Pi_{3}}\left(\downarrow_{p \downarrow c}\left(\downarrow_{p \downarrow c}\left(R_{\Psi_{1} \Pi^{\prime} \Psi_{4} Y}^{\Phi_{1} \Phi^{\prime} \Pi_{4}}(\mathcal{A}(Q))\left\langle\Theta_{Q}:=\overrightarrow{S_{Q}}\right\rangle\right)\left\langle\Pi^{\prime}:=R_{\Pi_{2}}^{\Phi_{2}}(\vec{T})\right\rangle\right)\right) \\
& \equiv \downarrow_{\mathrm{p} \downarrow \mathrm{c}}\left(\downarrow_{\mathrm{p} \downarrow \mathrm{c}}\left(R_{\Psi_{1} \Pi^{\prime} \Psi_{4} Y}^{\Phi_{1} \Phi^{\prime} \Pi_{4} X}(\mathcal{A}(Q))\left\langle\Theta_{Q}:=\overrightarrow{S_{\Psi}}\right\rangle\right)\left\langle\Pi^{\prime}:=\overrightarrow{T_{\Psi}}\right\rangle\right) \\
& \equiv_{\alpha} \quad \downarrow_{\mathrm{p} \downarrow \mathrm{c}}\left(\downarrow_{\mathrm{p} \downarrow \mathrm{c}}\left(R_{\Psi_{1} \Psi^{\prime} \Theta_{\Psi} \Psi_{4} Y}^{\Phi_{1} \Phi^{\prime} \Theta_{Q \Pi_{4}} X}(\mathcal{A}(Q))\left\langle\Theta_{\Psi}:=\overrightarrow{S_{\Psi}}\right\rangle\right)\left\langle\Psi^{\prime}:=\overrightarrow{T_{\Psi}}\right\rangle\right) \\
& \equiv Q_{2}^{\prime \prime \prime}
\end{aligned}
$$

[^14]

Figure 2.2: Reduction diagram for simulating $\longrightarrow_{\mathrm{A}}$ which does not create garbage


Figure 2.3: Reduction diagram for simulating $\longrightarrow_{\mathrm{A}}$ which does create garbage


Figure 2.4: Reduction diagram for simulating $\longrightarrow_{\mathrm{C}}$


Figure 2.5: Reduction diagram for simulating $\longrightarrow_{D}$

Case $M \equiv C[(\lambda x . P) Q] \overrightarrow{\mathrm{A}} C[P\langle x:=Q\rangle] \equiv N, x \notin \mathrm{fv}(P)$
This case is similar to the last one. Figure 2.14 displays the general term for $\mathcal{T}(M)$ followed by a series of reductions. Figure 2.17 displays the general term for $\mathcal{T}(N)$. The renaming $R_{Y}^{X}$ and the substitutions with binders $\Phi^{\prime}, \Xi_{P}$, and $\Theta_{Q}$ arise as before.

Case $M \equiv C\left[C^{\prime}[x]\langle x:=Q\rangle\right] \overrightarrow{\mathrm{C}}^{>} C\left[C^{\prime}[Q]\langle x:=Q\rangle\right] \equiv N$.
We treat the case where the the term $x$ to be replaced is not the only free occurrence of $x$ in $C_{2}[x]$. The reduction sequences are shown in Figures 2.19 and 2.20.
The two underlined subterms in those figures reduce to almost the same term - in both, the substitution with binder $x$ is distributed through the subterms. Both subterms are subterms of the translations

$$
\left.C_{\Phi}^{\Pi, \Psi_{1}} C_{\Theta \backslash \Phi}^{\Gamma_{2}, \Psi_{2}}\left(W_{x^{\prime}}\left(\downarrow_{\mathrm{p} \downarrow \mathrm{c}}\left(C_{\Pi^{\prime}}^{\Delta_{1}^{\prime}, \Gamma_{1}^{\prime}}\left(D_{3}\left[x_{i}\left\langle x_{i}:=P_{i}\right)\right\rangle\right]\right)\right)\right)\left\langle x^{\prime}:=P_{2}\right\rangle\right)
$$

and

$$
C_{\Phi}^{\Pi_{1}, \Psi_{1}} C_{\Theta \backslash \Phi}^{\Pi_{2}, \Psi_{2}}\left(W_{x}^{\prime}\left(\downarrow_{\mathrm{p} \downarrow \mathrm{c}}\left(C_{\Pi_{1}}^{\Delta_{1}, \Gamma_{1}} C_{\Pi_{2}}^{\Delta_{2}, \Gamma_{2}}\left(D_{2}^{\prime}\left[P_{i}^{\prime}\right]\left\langle x:=P_{1}^{\prime}\right\rangle\right)\right)\right)\left\langle x^{\prime}:=P_{2}\right\rangle\right)
$$

of $\Lambda_{\text {sub }}$ terms. Ignoring linearity and contractions for a moment, the two terms above are identical except that one has a subterm $P$ where the other has $x\langle x:=P\rangle$. By Proposition 35, the contractions of both
$\mathrm{fv}\left(R_{Y}^{X}(Q)\right)=\Phi_{1} \uplus \Phi^{\prime} \uplus \Theta_{Q} \uplus \Pi_{4}$
$\mathrm{fv}\left(R_{Y}^{X}(P)\right)=\Phi_{1} \uplus \Phi^{\prime} \uplus \Xi_{P} \uplus W$
$\mathrm{fv}\left(\overrightarrow{S_{Q}}\right)=\Pi_{3} \quad \mathrm{fv}(\vec{T})=\Phi_{2} \quad \overrightarrow{T_{\Delta}}=R_{\Delta_{2}}^{\Phi_{2}}(\vec{T}) \quad \overrightarrow{T_{\Pi}}=R_{\Pi_{2}}^{\Phi_{2}}(\vec{T})$,
Figure 2.6: Sets of free variables

1. $\quad P^{\prime}=R_{\Delta_{1} \Delta^{\prime} Y}^{\Phi_{1} \Phi^{\prime} X}(\mathcal{A}(P)) \quad Q^{\prime}=R_{\Pi_{1} \Pi^{\prime} Y}^{\Phi_{1} \Phi^{\prime} X}(\mathcal{A}(Q))$
2. $\quad P^{\prime \prime}=\downarrow_{\mathrm{p} \downarrow \mathrm{c}}\left(P^{\prime}\left\langle\Xi_{P}:=\overrightarrow{S_{P}}\right\rangle\right) \quad Q^{\prime \prime}=\downarrow_{\mathrm{p} \downarrow \mathrm{c}}\left(Q^{\prime}\left\langle\Theta_{Q}:=\overrightarrow{S_{Q}}\right\rangle\right)$
3. $P^{\prime \prime \prime}=\downarrow_{\mathrm{p} \downarrow \mathrm{c}}\left(P^{\prime \prime}\left\langle\Delta^{\prime}:=\overrightarrow{T_{\Delta}}\right\rangle\right) \quad Q^{\prime \prime \prime}=\downarrow_{\mathrm{p} \downarrow \mathrm{c}}\left(Q^{\prime \prime}\left\langle\Pi^{\prime}:=\overrightarrow{T_{\Pi}}\right\rangle\right)$
4. $\quad Q_{1}=R_{\Gamma_{1} \Gamma_{2} \Gamma_{3} \Gamma_{4}}^{\Pi_{1} \Pi_{2} \Pi_{3} \Pi_{4}}\left(Q^{\prime \prime \prime}\right) \quad Q_{2}=R_{\Psi_{1} \Psi_{2} \Psi_{3} \Psi_{4}}^{\Pi_{1} \Pi_{2} \Pi_{3} \Pi_{4}}\left(Q^{\prime \prime \prime}\right)$

Figure 2.7: Abbreviations in Figure 2.8
$\mathcal{T}(C[(\lambda x . P) Q])$
$\equiv \quad \downarrow_{\mathrm{p} \downarrow \mathrm{c}}\left(\mathcal{A}(C)\left[R_{Y}^{X}(\mathcal{A}((\lambda x . P) Q))\right]\right)$
(1)
$\equiv \quad D\left[\downarrow_{\mathrm{p} \downarrow \mathrm{c}}\left(C_{\Phi_{1}}^{\Delta_{1}, \Pi_{1}} C_{\Phi^{\prime}}^{\Delta^{\prime}, \Pi^{\prime}}\left(\left(\lambda x . P^{\prime}\right) Q^{\prime}\right)\left\langle\Phi^{\prime}:=\vec{T}\right\rangle\left\langle\Xi_{P}:=\overrightarrow{S_{P}}\right\rangle\left\langle\Theta_{Q}:=\overrightarrow{S_{Q}}\right\rangle\right]\right.$
(2)
$\equiv D\left[\downarrow_{\mathrm{p} \downarrow \mathrm{c}}\left(C_{\Phi_{1}}^{\Delta_{1}, \Pi_{1}} C_{\Phi^{\prime}}^{\Delta^{\prime}, \Pi^{\prime}}\left(\left(\lambda x . P^{\prime \prime}\right) Q^{\prime \prime}\right)\left\langle\Phi^{\prime}:=\vec{T}\right\rangle\right]\right.$
$\equiv D\left[C_{\Phi_{1}}^{\Delta_{1}, \Pi_{1}} C_{\Phi_{2}}^{\Delta_{2}, \Pi_{2}}\left(\left(\lambda x \cdot \downarrow_{\mathrm{p} \downarrow \mathrm{c}}\left(P^{\prime \prime}\left\langle\Delta^{\prime}:=\overrightarrow{T_{\Delta}}\right\rangle\right)\right) \downarrow_{\mathrm{p} \downarrow \mathrm{c}}\left(Q^{\prime \prime}\left\langle\Pi^{\prime}:=\overrightarrow{T_{\Pi}}\right\rangle\right)\right)\right]$
(3)
$\equiv \quad D\left[C_{\Phi_{1} \Phi_{2}}^{\Delta_{1} \Delta_{2}, \Pi_{1} \Pi_{2}}\left(\left(\lambda x . P^{\prime \prime \prime}\right) Q^{\prime \prime \prime}\right)\right]$
(4)
$\overrightarrow{B s} D\left[C_{\Phi_{1} \Phi_{2}}^{\Delta_{1} \Delta_{2}, \Pi_{1} \Pi_{2}} C_{\Pi_{1} \Pi_{2}}^{\Gamma_{1} \Gamma_{2}, \Psi_{1} \Psi_{2}} C_{\Pi_{3} \Pi_{4}}^{\Gamma_{3} \Gamma_{4}, \Psi_{3} \Psi 4}\left(W_{x^{\prime}}\left(P^{\prime \prime \prime}\left\langle x:=Q_{1}\right\rangle\right)\left\langle x^{\prime}:=Q_{2}\right\rangle\right)\right]$
$\xrightarrow[C t n]{ } \quad D\left[C_{\Phi_{1} \Phi_{2}}^{\Pi_{1} \Pi_{2}, \Psi_{1} \Psi_{2}} C_{\Pi_{3} \Pi_{4}}^{\Gamma_{3} \Gamma_{4}, \Psi_{3} \Psi_{4}}\left(W_{x^{\prime}}\left(C_{\Pi_{1} \Pi_{2}}^{\Delta_{1} \Lambda_{2}, \Gamma_{1} \Gamma_{2}}\left(P^{\prime \prime \prime}\left\langle x:=Q_{1}\right\rangle\right)\left\langle x^{\prime}:=Q_{2}\right\rangle\right)\right.\right.$
$\longrightarrow{ }_{\mathrm{p} \downarrow \mathrm{c}}^{+} D\left[C_{\Phi_{1} \Phi_{2}}^{\Pi_{1} \Pi_{2}, \Psi_{1} \Psi_{2}} C_{\Pi_{3} \Pi_{4}}^{\Gamma_{3} \Gamma_{4}, \Psi_{3} \Psi_{4}}\left(W_{x^{\prime}}\left(\downarrow_{\mathrm{p} \downarrow \mathrm{c}}\left(C_{\Pi_{1} \Pi_{2}}^{\Delta_{1} \Delta_{2}, \Gamma_{1} \Gamma_{2}}\left(P^{\prime \prime \prime}\left\langle x:=Q_{1}\right\rangle\right)\right)\right)\left\langle x^{\prime}:=Q_{2}\right\rangle\right)\right]$

Figure 2.8: Translation for $C[(\lambda x . P) Q], x$ a free variable of $P$

$$
\begin{aligned}
& \mathrm{fv}\left(R_{V}^{X}(Q)\right)=\Phi_{1} \uplus \Phi^{\prime} \uplus \Theta_{Q} \uplus \Pi_{4} \\
& \mathrm{fv}\left(R_{V}^{X}(P)\right)=\Phi_{1} \uplus \Phi^{\prime} \uplus \Xi_{P} \uplus W \\
& \left.\mathrm{fv}\left(\overrightarrow{S_{Q}}\right)=\Pi_{3} \quad \overrightarrow{S_{\Gamma}}=R_{\Gamma_{3}}^{\Pi_{3}} \overrightarrow{\vec{S}_{Q}}\right) \overrightarrow{S_{\Psi}}=R_{\Phi_{3}}^{\Pi_{3}}\left(\overrightarrow{S_{Q}}\right) \\
& \mathrm{fv}(\vec{T})=\Phi_{2} \overrightarrow{T_{\Pi}}=R_{\Pi_{2}}^{\Phi_{2}}(\vec{T}) \quad \overrightarrow{T_{\Psi}}=R_{\Psi_{2}}^{\Phi_{2}}\left(\overrightarrow{T_{1}}\right) \quad \overrightarrow{T_{\Gamma}}=R_{\Gamma_{2}}^{\Phi_{2}}(\vec{T}) \quad \overrightarrow{T_{\Delta}}=R_{\Delta_{2}}^{\Phi_{2}}\left(\overrightarrow{T_{2}}\right)
\end{aligned}
$$

Figure 2.9: Sets of free variables

2. $P^{\prime \prime}=\downarrow_{\mathrm{p} \downarrow \mathrm{c}}\left(P^{\prime}\left\langle\Xi_{P}:=\overrightarrow{S_{P}}\right\rangle\right)$
3. $\left.Q_{1}^{\prime \prime}=\downarrow_{p \downarrow c}\left(Q_{1}^{\prime}\left\langle\Theta_{\Gamma}:=\overrightarrow{S_{\Gamma}}\right\rangle\right) \quad Q_{2}^{\prime \prime}=\downarrow_{p \downarrow c}\left(Q_{2}^{\prime}\left\langle\Theta_{\Psi}:=\overrightarrow{S_{\Psi}}\right\rangle\right)\right)$
4. $P^{\prime \prime \prime}=\downarrow_{\mathrm{p} \downarrow \mathrm{c}}\left(P^{\prime \prime}\left\langle\Delta^{\prime}:=\overrightarrow{T_{\Delta}}\right\rangle\right) \quad Q_{1}^{\prime \prime \prime}=\downarrow_{\mathrm{p} \downarrow \mathrm{c}}\left(Q_{1}^{\prime \prime}\left\langle\Gamma^{\prime}:=\overrightarrow{T_{\Gamma}}\right\rangle\right) \quad Q_{2}^{\prime \prime \prime}=\downarrow_{\mathrm{p} \downarrow \mathrm{c}}\left(Q_{2}^{\prime \prime}\left\langle\Psi^{\prime}:=\overrightarrow{T_{\Psi}}\right\rangle\right)$

Figure 2.10: Abbreviations in Figure 2.11

4

$$
\begin{aligned}
& \mathcal{T}(C[P\langle x:=Q\rangle]) \\
& \equiv \downarrow_{\mathrm{p} \downarrow \mathrm{c}}\left(\mathcal{A}(C)\left[R_{Y}^{X}(\mathcal{A}(P\langle x:=Q\rangle))\right]\right) \\
& \text { (1) } \\
& \left.\equiv D\left[\downarrow_{\mathrm{p} \downarrow \mathrm{c}}\left(C_{\Phi_{1}{ }^{\prime}}^{\Pi_{1} \Pi^{\prime}, \Psi_{1} \Psi^{\prime}} C_{\Theta_{Q} \Pi_{4}}^{\Theta_{\mathrm{r}} \Gamma_{4}, \Theta_{\Psi} \Psi_{4}}\left(W_{x^{\prime}}\left(C_{\Pi_{1} \Pi^{\prime}}^{\Delta_{1} \Delta^{\prime}, \Gamma_{1} \Gamma^{\prime}}\left(P^{\prime}\left\langle x:=Q_{1}^{\prime}\right\rangle\right)\right)\left\langle x^{\prime}:=Q_{2}^{\prime}\right\rangle\right)\right)\left\langle\Phi^{\prime}:=\vec{T}\right\rangle\left\langle\Xi_{P}:=\overrightarrow{S_{P}}\right\rangle\left\langle\Theta_{Q}:=\overrightarrow{S_{Q}}\right\rangle\right]\right) \\
& \text { (2) } \\
& \equiv D\left[\downarrow_{\mathrm{p} \downarrow \mathrm{c}}\left(C_{\Phi_{1} \Phi^{\prime}}^{\Pi_{1} \Pi^{\prime}, \Psi_{1} \Psi^{\prime}} C_{\Pi_{3} \Pi_{3} \Gamma_{4} \Gamma_{4}, \Psi_{3} \Psi_{4}}\left(W_{x^{\prime}}\left(C_{\Pi_{1} \Pi^{\prime}}^{\Delta_{1} \Lambda^{\prime}, \Gamma_{1} \Gamma^{\prime}}\left(P^{\prime \prime}\left\langle x:=Q_{1}^{\prime}\left\langle\Theta_{\Gamma}:=\overrightarrow{S_{\Gamma}}\right\rangle\right\rangle\right)\right)\left\langle x^{\prime}:=Q_{2}^{\prime}\left\langle\Theta_{\Psi}:=\overrightarrow{S_{\Psi}}\right\rangle\right\rangle\right)\left\langle\left\langle\Phi^{\prime}:=\vec{T}\right\rangle\right]\right)\right. \\
& \text { (3) } \\
& \left.\equiv D\left[\downarrow_{\mathrm{p} \downarrow \mathrm{c}}\left(C_{\Phi_{1} \Phi^{\prime}}^{\Pi_{1} \Pi^{\prime}, \Psi_{1} \Psi^{\prime}} C_{\Pi_{3} \Pi_{4}}^{\Gamma_{3} \Gamma_{4}, \Psi_{3} \Psi_{4}}\left(W_{x^{\prime}}\left(C_{\Pi_{1} \Pi^{\prime}}^{\Delta_{1} \Delta^{\prime}, \Gamma_{1} \Gamma^{\prime}}\left(P^{\prime \prime}\left\langle x:=Q_{1}^{\prime \prime}\right\rangle\right)\right)\left\langle x^{\prime}:=Q_{2}^{\prime \prime}\right\rangle\right)\right)\left\langle\Phi^{\prime}:=\vec{T}\right\rangle\right]\right) \\
& \equiv D\left[\downarrow_{\mathrm{p} \downarrow \mathrm{c}}\left(C_{\Phi_{1} \Phi_{2}}^{\Pi_{1} \Pi_{2}, \Psi_{1} \Psi_{2}} C_{\Pi_{3} \Pi_{4}}^{\Gamma_{3} \Gamma_{4}, \Psi_{3} \Psi_{4}}\left(W_{x^{\prime}}\left(C_{\Pi_{1} \Pi^{\prime}}^{\Delta_{1}}, \Gamma_{1} \Gamma^{\prime}\left(P^{\prime \prime}\left\langle x:=Q_{1}^{\prime \prime}\right\rangle\right)\left\langle\Pi^{\prime}:=\overrightarrow{T_{\Pi}}\right\rangle\right)\left\langle x^{\prime}:=Q_{2}^{\prime \prime}\left\langle\Psi^{\prime}:=\overrightarrow{T_{\Psi}}\right\rangle\right\rangle\right)\right]\right) \\
& \left.\equiv D\left[\downarrow_{\mathrm{p} \downarrow \mathrm{c}}\left(C_{\Phi_{1} \Phi_{2}}^{\Pi_{1} \Pi_{2}, \Psi_{1} \Psi_{2} \Psi_{2}} C_{\Pi_{3} \Pi_{4}}^{\Gamma_{3} \Gamma_{4}, \Psi_{3} \Psi_{3} \Psi_{4}}\left(W_{x^{\prime}}\left(C_{\Pi_{1} \Pi_{2}}^{\Delta_{1} \Delta_{2}, \Gamma_{1} \Gamma_{2}}\left(\downarrow_{\mathrm{p} \downarrow \mathrm{c}}\left(P^{\prime \prime}\left\langle\Delta^{\prime}:=\overrightarrow{T_{\Delta}}\right\rangle\right)\left\langle x:=\downarrow_{\mathrm{p} \downarrow \mathrm{c}}\left(Q_{1}^{\prime \prime}\left\langle\Gamma^{\prime}:=\overrightarrow{T_{\Gamma}}\right\rangle\right)\right\rangle\right)\right)\left\langle x^{\prime}:=\downarrow_{\mathrm{p} \downarrow \mathrm{c}}\left(Q_{2}^{\prime \prime}\left\langle\Psi^{\prime}:=\overrightarrow{T_{\Psi}}\right\rangle\right)\right\rangle\right)\right)\right]\right) \\
& \text { (4) } \\
& \equiv D\left[C_{\Phi_{1} \Phi_{2}}^{\Pi_{1} \Pi_{2}, \Psi_{1} \Psi_{2}} C_{\Pi_{3} \Pi_{4}}^{\Gamma_{3} \Gamma_{4}, \Psi_{3} \Psi_{4}}\left(W_{x^{\prime}}\left(\downarrow_{p \downarrow c}\left(C_{\Pi_{1} \Pi_{2}}^{\Delta_{1} \Delta_{2}, \Gamma_{1} \Gamma_{2}}\left(P^{\prime \prime \prime}\left\langle x:=Q_{1}^{\prime \prime \prime}\right\rangle\right)\right)\right)\left\langle x^{\prime}:=Q_{2}^{\prime \prime \prime}\right\rangle\right)\right]
\end{aligned}
$$

Figure 2.11: Translation for $C[P\langle x:=Q\rangle], x$ a free variable of $P$
$\mathrm{fv}\left(R_{V}^{X}(Q)\right)=\Phi_{1} \uplus \Phi^{\prime} \uplus \Theta_{Q} \uplus \Pi_{4}$
$\mathrm{fv}\left(R_{Y}^{X}(P)\right)=\Phi_{1} \uplus \Phi^{\prime} \uplus \Xi_{P} \uplus W$
$\mathrm{fv}\left(\overrightarrow{S_{Q}}\right)=\Pi_{3} \quad \mathrm{fv}(\vec{T})=\Phi_{2} \quad \overrightarrow{T_{\Delta}}=R_{\Delta_{2}}^{\Phi_{2}}(\vec{T}) \quad \overrightarrow{T_{\Pi}}=R_{\Pi_{2}}^{\Phi_{2}}(\vec{T})$
Figure 2.12: Sets of free variables

1. $\quad P^{\prime}=R_{\Delta_{1} \Delta^{\prime} Y}^{\Phi_{1} \Phi^{\prime} X}(\mathcal{A}(P)) \quad Q^{\prime}=R_{\Pi_{1} \Pi^{\prime}{ }_{Y}}^{\Phi_{1} \Phi^{\prime} X}(\mathcal{A}(Q))$
2. $\quad P^{\prime \prime}=\downarrow_{\mathrm{p} \downarrow \mathrm{c}}\left(P^{\prime}\left\langle\Xi_{P}:=\overrightarrow{S_{P}}\right\rangle\right) \quad Q^{\prime \prime}=\downarrow_{\mathrm{p} \downarrow \mathrm{c}}\left(Q^{\prime}\left\langle\Theta_{Q}:=\overrightarrow{S_{Q}}\right\rangle\right)$
3. $P_{1}=\downarrow_{\mathrm{p} \downarrow \mathrm{c}}\left(P^{\prime \prime}\left\langle\Delta^{\prime}:=\overrightarrow{T_{\Delta}}\right\rangle\right) \quad Q_{1}=\downarrow_{\mathrm{p} \downarrow \mathrm{c}}\left(Q^{\prime \prime}\left\langle\Pi^{\prime}:=\overrightarrow{T_{\Pi}}\right\rangle\right)$

Figure 2.13: Abbreviations in Figure 2.14

```
        \mathcal{T}(C[(\lambdax.P)Q])
\equiv }\quad\mp@subsup{\downarrow}{\textrm{p}\downarrow\textrm{c}}{}(\mathcal{A}(C)[\mp@subsup{R}{Y}{X}(\mathcal{A}((\lambdax.P)Q))]
        (1)
\equiv D[\mp@subsup{\downarrow}{\textrm{p}\downarrowc}{}((\mp@subsup{C}{\mp@subsup{\Phi}{1}{}\mp@subsup{\Phi}{}{\prime}}{\mp@subsup{\Delta}{1}{\prime}\mp@subsup{\Delta}{}{\prime},\mp@subsup{\Pi}{1}{}\mp@subsup{\Pi}{}{\prime}}((\lambdax.\mp@subsup{W}{x}{}(\mp@subsup{P}{}{\prime}))\mp@subsup{Q}{}{\prime}))\langle\mp@subsup{\Phi}{}{\prime}:=\vec{T}\rangle\langle\mp@subsup{\Xi}{P}{}:=\vec{\mp@subsup{S}{P}{\prime}}\rangle\langle\mp@subsup{\Theta}{Q}{}:=\vec{\mp@subsup{S}{Q}{}}\rangle)]
    (2)
\equivD[\mp@subsup{\downarrow}{\textrm{p}\downarrow\textrm{c}}{}((\mp@subsup{C}{\mp@subsup{\Phi}{1}{}\mp@subsup{\Phi}{}{\prime}}{\mp@subsup{\Delta}{1}{\prime}\mp@subsup{\Delta}{}{\prime},\mp@subsup{\Pi}{1}{}\mp@subsup{\Pi}{}{\prime}}((\lambdax.\mp@subsup{W}{x}{}(\mp@subsup{P}{}{\prime\prime}))\mp@subsup{Q}{}{\prime\prime}))\langle\mp@subsup{\Phi}{}{\prime}:=\vec{T}\rangle)]
\equivD}D[\mp@subsup{C}{\mp@subsup{\Phi}{1}{}\mp@subsup{\Phi}{2}{}}{\mp@subsup{\Delta}{1}{}\mp@subsup{\Delta}{2}{},\mp@subsup{\Pi}{1}{}\mp@subsup{\Pi}{2}{}}((\lambdax.\mp@subsup{\downarrow}{p\downarrowc}{}(\mp@subsup{W}{x}{}(\mp@subsup{P}{}{\prime\prime}\langle\mp@subsup{\Delta}{}{\prime}:=\vec{\mp@subsup{T}{\Delta}{}}\rangle)))\mp@subsup{\downarrow}{\textrm{p}\downarrow\textrm{c}}{}(\mp@subsup{Q}{}{\prime\prime}\langle\mp@subsup{\Pi}{}{\prime}:=\vec{\mp@subsup{T}{\Pi}{\prime}}\rangle))
    (3)
```



```
Bs}DD[\mp@subsup{C}{\mp@subsup{\Phi}{1}{}\mp@subsup{\Phi}{2}{}}{\mp@subsup{\Delta}{1}{}\mp@subsup{\Delta}{2}{},\mp@subsup{\Pi}{1}{}\mp@subsup{\Pi}{2}{}\mp@subsup{\Pi}{2}{}}(\mp@subsup{C}{\textrm{fv}(\mp@subsup{Q}{1}{})}{\Gamma,\Psi}(\mp@subsup{W}{\mp@subsup{x}{}{\prime}}{\prime}(\mp@subsup{W}{x}{}(\mp@subsup{P}{1}{})\langlex:=\mp@subsup{R}{\Gamma}{\textrm{fv}(\mp@subsup{Q}{1}{})}(\mp@subsup{Q}{1}{})\rangle)\langle\mp@subsup{x}{}{\prime}:=\mp@subsup{R}{\Psi}{\textrm{fv}(\mp@subsup{Q}{1}{})}(\mp@subsup{Q}{1}{})\rangle))
Weak1}DD[\mp@subsup{C}{\mp@subsup{\Phi}{1}{}\mp@subsup{\Phi}{2}{}}{\mp@subsup{\Delta}{1}{}\mp@subsup{\Delta}{2}{},\mp@subsup{\Pi}{1}{}\mp@subsup{\Pi}{2}{}}(\mp@subsup{C}{\textrm{fv}(\mp@subsup{Q}{1}{})}{\Gamma,\Psi}(\mp@subsup{W}{\Psi}{}(\mp@subsup{W}{x}{}(\mp@subsup{P}{1}{})\langlex:=\mp@subsup{R}{\Gamma}{\textrm{fv}(\mp@subsup{Q}{1}{})}(\mp@subsup{Q}{1}{})\rangle)))
Merge }D[\mp@subsup{C}{\mp@subsup{\Phi}{1}{}\mp@subsup{\Phi}{2}{}}{\mp@subsup{\Delta}{1}{}\mp@subsup{\Delta}{2}{},\mp@subsup{\Pi}{1}{}\mp@subsup{\Pi}{2}{\prime}}(\mp@subsup{W}{x}{}(\mp@subsup{P}{1}{})\langlex:=\mp@subsup{Q}{1}{}\rangle)
```

Figure 2.14: Translation for $C[P\langle x:=Q\rangle], x$ not a free variable of $P$

$$
\begin{aligned}
& \operatorname{fv}\left(R_{V}^{X}(Q)\right)=\Phi_{1} \uplus \Phi^{\prime} \uplus \Theta_{Q} \uplus \Pi_{4} \\
& \operatorname{fv}\left(R_{V}^{X}(P)\right)=\Phi_{1} \uplus \Phi^{\prime} \uplus \Xi_{P} \uplus W \\
& \operatorname{fv}(\vec{T})=\Phi_{2} \quad \overrightarrow{T_{\Delta}}=R_{\Delta_{2}}^{\Phi_{2}}(\vec{T}) \quad \overrightarrow{T_{\Pi}}=R_{\Pi_{2}}^{\Phi_{2}}(\vec{T})
\end{aligned}
$$

Figure 2.15: Sets of free variables

1. $\quad P^{\prime}=R_{\Delta_{1} \Delta^{\prime} Y}^{\Phi_{1} \Phi^{\prime} X}(\mathcal{A}(P)) \quad Q^{\prime}=R_{\Pi_{1} \Pi_{1}^{\prime}{ }_{Y}^{\prime} \Phi^{\prime} X}^{\Phi^{\prime}}(\mathcal{A}(Q))$
2. $\quad P^{\prime \prime}=\downarrow_{\mathrm{p} \downarrow \mathrm{c}}\left(P^{\prime}\left\langle\Xi_{P}:=\overrightarrow{S_{P}}\right\rangle\right) \quad Q^{\prime \prime}=\downarrow_{\mathrm{p} \downarrow \mathrm{c}}\left(Q^{\prime}\left\langle\Theta_{Q}:=\overrightarrow{S_{Q}}\right\rangle\right)$
3. $\quad P_{1}=\downarrow_{\mathrm{p} \downarrow \mathrm{c}}\left(P^{\prime \prime}\left\langle\Delta^{\prime}:=\overrightarrow{T_{\Delta}}\right\rangle\right) \quad Q_{1}=\downarrow_{\mathrm{p} \downarrow \mathrm{c}}\left(Q^{\prime \prime}\left\langle\Pi^{\prime}:=\overrightarrow{T_{\Pi}}\right\rangle\right)$

Figure 2.16: Abbreviations in Figure 2.17
u

$$
\begin{aligned}
& \mathcal{T}(C[P\langle x:=Q\rangle]) \\
\equiv & \downarrow_{\mathrm{p} \downarrow \mathrm{c}}\left(\mathcal{A}(C)\left[R_{Y}^{X}(\mathcal{A}(P\langle x:=Q\rangle))\right]\right) \\
& (1) \\
\equiv & D\left[\downarrow_{\mathrm{p} \downarrow \mathrm{c}}\left(\left(C_{\Phi_{1} \Phi^{\prime}}^{\Delta_{1} \Delta^{\prime}, \Pi_{1} \Pi^{\prime}}\left(W_{x}\left(P^{\prime}\right)\left\langle x:=Q^{\prime}\right\rangle\right)\right)\left\langle\Phi^{\prime}:=\vec{T}\right\rangle\left\langle\Xi_{P}:=\overrightarrow{S_{P}}\right\rangle\left\langle\Theta_{Q}:=\overrightarrow{S_{Q}}\right\rangle\right)\right] \\
& (2) \\
\equiv & D\left[\downarrow_{\mathrm{p} \downarrow \mathrm{c}}\left(\left(C_{\Phi_{1} \Phi^{\prime}}^{\Delta_{1} \Delta^{\prime}, \Pi_{1} \Pi^{\prime}}\left(W_{x}\left(P^{\prime \prime}\right)\left\langle x:=Q^{\prime \prime}\right\rangle\right)\right)\left\langle\Phi^{\prime}:=\vec{T}\right\rangle\right)\right] \\
\equiv & D\left[\left(C_{\Phi_{1} \Phi_{2}}^{\Delta_{1} \Delta_{2}, \Pi_{1} \Pi_{2}}\left(W_{x}\left(\downarrow_{\mathrm{p} \downarrow \mathrm{c}}\left(P^{\prime \prime}\left\langle\Delta^{\prime}:=\overrightarrow{T_{\Delta}}\right\rangle\right)\right)\left\langle x:=\downarrow_{\mathrm{p} \downarrow \mathrm{c}}\left(Q^{\prime \prime}\left\langle\Pi^{\prime}:=\overrightarrow{T_{\Pi}}\right\rangle\right)\right\rangle\right)\right)\right] \\
& (3) \\
\equiv & D\left[C_{\Phi_{1} \Phi_{2}}^{\Delta_{1} \Delta_{2}, \Pi_{1} \Pi_{2}}\left(W_{x}\left(P_{1}\right)\left\langle x:=Q_{1}\right\rangle\right)\right]
\end{aligned}
$$

Figure 2.17: Translation for $C[P\langle x:=Q\rangle], x$ not a free variable of $P$

$$
\begin{aligned}
& \mathrm{fv}(P)=\Theta \\
& P_{2}=R_{\Psi_{1} \Psi_{2}}^{\Phi} \Theta(\mathcal{A}(P))
\end{aligned}
$$

Figure 2.18: Free variables and abbreviations for Figures 2.19 and 2.20

$$
\begin{aligned}
& \mathcal{T}\left(C_{1}\left[C_{2}[x]\langle x:=P\rangle\right]\right) \\
\equiv & \downarrow_{\mathrm{p} \downarrow \mathrm{c}}\left(\mathcal{A}\left(C_{1}\right)\left[R_{X}^{W}\left(\mathcal{A}\left(C_{2}[x]\langle x:=P\rangle\right)\right)\right]\right) \\
\equiv & \downarrow_{\mathrm{p} \downarrow \mathrm{c}}\left(D_{1}\left[R_{X}^{W}\left(\left(C_{\Phi}^{\Pi_{1}, \Psi_{1}} C_{\Theta \backslash \Phi}^{\Gamma_{2}, \Psi_{2}}\left(W_{x^{\prime}}\left(C_{\Pi_{1}}^{\Delta_{1}, \Gamma_{1}}\left(D_{2}\left[x_{i}\right]\left\langle x:=P_{1}\right\rangle\right)\right)\left\langle x^{\prime}:=P_{2}\right\rangle\right)\right)\right]\right)\right. \\
\equiv & \left.\downarrow_{\mathrm{p} \downarrow \mathrm{c}}\left(D_{1}\left[R_{X}^{W}\left(C_{\Phi}^{\Pi_{1}, \Psi_{1}} C_{\Theta \backslash \Phi}^{\Gamma_{2}, \Psi_{2}}\left(W_{x^{\prime}}\left(C_{\Pi_{1}^{\prime}}^{\Delta_{1}^{\prime}, \Gamma_{1}^{\prime}}\left(D_{3}\left[x_{i}\left\langle x_{i}:=P_{i}\right)\right\rangle\right]\right)\right)\left\langle x^{\prime}:=P_{2}\right\rangle\right)\right)\right]\right) \\
\equiv & \downarrow_{\mathrm{p} \downarrow \mathrm{c}}\left(D _ { 1 } \left[R _ { X } ^ { W } \left(C _ { \Phi } ^ { \Pi , \Psi _ { 1 } } C _ { \Theta \backslash \Phi } ^ { \Gamma _ { 2 } , \Psi _ { 2 } } \left(W _ { x ^ { \prime } } \left(\underline{\left.\left.\left.\left.\left.\left.\downarrow_{\mathrm{p} \downarrow \mathrm{c}}\left(C_{\Pi_{1}^{\prime}}^{\Delta_{1}^{\prime}, \Gamma_{1}^{\prime}}\left(D_{3}\left[x_{i}\left\langle x_{i}:=P_{i}\right)\right\rangle\right]\right)\right)\right)\left\langle x^{\prime}:=P_{2}\right\rangle\right)\right)\right]\right)}\right.\right.\right.\right.\right. \\
\equiv & \downarrow_{\mathrm{p} \downarrow \mathrm{c}}\left(D_{1}\left[R_{X}^{W}\left(C_{\Phi}^{\Pi, \Psi_{1}} C_{\Theta \backslash \Phi}^{\Gamma_{2}, \Psi_{2}}\left(W_{x^{\prime}}\left(D\left[x_{i}\left\langle x_{i}:=P_{i}\right\rangle\right]\right)\left\langle x^{\prime}:=P_{2}\right\rangle\right)\right)\right]\right) \\
\equiv & E\left[x_{i}\left\langle x_{i}:=P_{i}\right\rangle\right]
\end{aligned}
$$

Figure 2.19: Translation for $C_{1}\left[C_{2}[x]\langle x:=P\rangle\right]$

```
    \mathcal{T}(\mp@subsup{C}{1}{}[\mp@subsup{C}{2}{\prime}[P]\langlex:= P\rangle])
\equiv }\mp@subsup{\downarrow}{\textrm{p}\downarrow\textrm{c}}{}(\mathcal{A}(\mp@subsup{C}{1}{})[\mp@subsup{R}{X}{W}(\mathcal{A}(\mp@subsup{C}{2}{\prime}[P]\langlex:=P\rangle))]
\equiv \mp@subsup{\downarrow}{\textrm{p}\downarrowc}{}(\mp@subsup{D}{1}{}[\mp@subsup{R}{X}{W}(\mp@subsup{C}{\Phi}{\mp@subsup{\Pi}{1}{},\mp@subsup{\Psi}{1}{}}\mp@subsup{C}{\Theta\\Phi}{\mp@subsup{\Pi}{2}{},\mp@subsup{\Psi}{2}{}}(\mp@subsup{W}{x}{\prime}(\mp@subsup{C}{\mp@subsup{\Pi}{1}{}}{\mp@subsup{\Delta}{1}{},\mp@subsup{\Gamma}{1}{}}\mp@subsup{C}{\mp@subsup{\Pi}{2}{\prime}}{\mp@subsup{\Delta}{2}{},\mp@subsup{\Gamma}{2}{}}(\mp@subsup{D}{2}{\prime}[\mp@subsup{P}{i}{\prime}]\langlex:=\mp@subsup{P}{1}{\prime}\rangle))\langle\mp@subsup{x}{}{\prime}:=\mp@subsup{P}{2}{}\rangle))])
```



```
\equiv \mp@subsup{\downarrow}{p\downarrowc}{}(\mp@subsup{D}{1}{}[\mp@subsup{R}{X}{W}(\mp@subsup{C}{\Phi}{\mp@subsup{\Pi}{1}{},\mp@subsup{\Psi}{1}{}}\mp@subsup{C}{\Theta\\Phi}{\mp@subsup{\Pi}{2}{\prime},\mp@subsup{\Psi}{2}{\prime}}(\mp@subsup{W}{x}{\prime}(D[\mp@subsup{P}{i}{}])\langle\mp@subsup{x}{}{\prime}:=\mp@subsup{P}{2}{}\rangle))])
\equivE[P的]
```

Figure 2.20: Translation for $C_{1}\left[C_{2}[P]\langle x:=P\rangle\right], x$ a free variable of $C_{2}[P]$

$$
\begin{aligned}
& \mathcal{T}\left(C_{1}\left[C_{2}^{\prime}[P]\langle x:=P\rangle\right]\right) \\
\equiv & \downarrow_{\mathrm{plc}}\left(\mathcal{A}\left(C_{1}\right)\left[R_{X}^{W}\left(\mathcal{A}\left(C_{2}^{\prime}[P]\langle x:=P\rangle\right)\right)\right]\right) \\
\equiv & \downarrow_{\mathrm{plc}}\left(D_{1}\left[R_{X}^{W}\left(C_{\Phi}^{\Pi_{1}, \Psi_{1}} C_{\Theta, \mid}^{\Pi_{2}, \Psi_{2}}\left(W_{x}\left(D_{2}^{\prime}\left[P_{i}^{\prime}\right]\right)\left\langle x:=P_{2}\right\rangle\right)\right)\right]\right) \\
\equiv & \downarrow_{\mathrm{plc}}\left(D_{1}\left[R_{X}^{W}\left(C_{\Phi}^{\Pi_{1}, \Psi_{1}} C_{\Theta \mid}^{\Pi_{2}, \Psi_{2}}\left(W_{x}\left(\downarrow_{\mathrm{plc}}\left(D_{2}^{\prime}\left[P_{i}^{\prime}\right]\right)\right)\left\langle x:=P_{2}\right\rangle\right)\right)\right]\right) \\
\equiv & \downarrow_{\mathrm{plc}}\left(D_{1}\left[R_{X}^{W}\left(C_{\Phi}^{\Pi_{1}, \Psi_{1}} C_{\Theta \mid \Phi}^{\Pi_{2}, \Psi_{2}}\left(W_{x}\left(D\left[P_{i}\right]\right)\left\langle x:=P_{2}\right\rangle\right)\right)\right]\right) \\
\equiv & E\left[P_{i}\right]
\end{aligned}
$$

Figure 2.21: Translation for $C_{1}\left[C_{2}[P]\langle x:=P\rangle\right], x$ not a free variable of $C_{2}[P]$

```
\(W \subseteq \mathrm{fv}(P) \quad Y \subseteq \mathrm{fv}(Q) \backslash \mathrm{fv}(P)\)
\(\mathrm{fv}\left(R_{X}^{W}{ }_{Z}^{Y}(P)\right)=\mathrm{fv}\left(R_{X}^{W}(P)\right)=\Phi_{1} \uplus \Phi^{\prime} \uplus \Xi_{P} \uplus W\)
\(\mathrm{fv}\left(R_{X}^{W}{ }_{Z}^{Y}(Q)\right)=\Phi_{1} \uplus \Phi^{\prime} \uplus \Theta_{Q} \uplus \Pi_{4} \uplus \Pi_{5}\)
\(Y \subseteq \Theta_{Q} \uplus \Pi_{4} \uplus \Pi_{5}\)
\(D[]=W_{U \backslash \mathrm{fv}(M)}\left[\mathcal{T}(C[])_{\emptyset}\right]\)
\(V\) is the set of free variables of \(Q\) not bound in \(M\) or not occuring free above the hole in \(C[]\) or in \(P\) (the lost variables)
\(D^{\prime}[]=W_{V} D_{2}[]\)
\(C^{\prime}[]=C[]\) except that the free variables of the hole in \(C^{\prime}[]\) do not contain \(V\)
\(\Pi_{5}=R_{Z}^{Y}(V)\)
\(\mathrm{fv}\left(\overrightarrow{S_{Q}}\right)=\Pi_{3} \quad \mathrm{fv}(\vec{T})=\Phi_{2} \quad \overrightarrow{T_{\Delta}}=R_{\Delta_{2}}^{\Phi_{2}}(\vec{T}) \quad \overrightarrow{T_{\Pi}}=R_{\Pi_{2}}^{\Phi_{2}}(\vec{T})\)
```

Figure 2.22: Free variables and abbreviations for Figures 2.23 and 2.24

```
    \(\mathcal{T}(C[P\langle x:=Q\rangle])_{U}\)
    \(\equiv \quad \downarrow_{\mathrm{p} \downarrow \mathrm{c}}\left(\mathcal{A}(C)_{U}\left[R_{X}^{W Y}(\mathcal{A}(P\langle x:=Q\rangle))\right]\right)\)
\(\equiv \quad D\left[\downarrow_{p \downarrow \mathrm{c}}\left(\left(C_{\Phi_{1} \Phi^{\prime}}^{\Delta_{1} \Lambda^{\prime} \Pi_{1} \Pi^{\prime}}\left(W_{x}\left(\mathcal{A}\left(R_{\Delta_{1} \Delta^{\prime}{ }^{\Phi_{1}} \Phi^{\prime} W^{\prime}}(P)\right)\right)\left\langle x:=\mathcal{A}\left(R_{\Pi_{1} \Pi_{1} \Pi^{\prime} W^{\prime}}^{\Phi^{\prime}}(Q)\right)\right\rangle\right)\right)\left\langle\Phi^{\prime}:=\vec{T}\right\rangle\left\langle\Xi_{P}:=\overrightarrow{S_{P}}\right\rangle\left\langle\Theta_{Q}:=\overrightarrow{S_{Q}}\right\rangle\right)\right]\)
\(\equiv \quad D\left[C_{\Phi_{1} \Phi_{2}}^{\Delta_{1} \Delta_{2}, \Pi_{1} \Pi_{2}}\left(W_{x}\left(\downarrow_{\mathrm{plc}}\left(\mathcal{A}\left(R_{\Delta_{1} \Delta^{\prime} X}^{\Phi_{1} \Phi^{\prime} W^{\prime}}(P)\right)\left\langle\Delta^{\prime}:=\overrightarrow{T_{\Delta}}\right\rangle\left\langle\Xi_{P}:=\overrightarrow{S_{P}}\right\rangle\right)\right)\left\langle x:=\downarrow_{p \downarrow c}\left(\mathcal{A}\left(R_{\Pi_{1} \Pi^{\prime}}^{\Phi_{1} W_{X}^{\prime}{ }_{X}^{Y}}{ }_{Z}(Q)\right)\left\langle\Pi^{\prime}:=\overrightarrow{T_{\Pi}}\right\rangle\left\langle\Theta_{Q}:=\overrightarrow{S_{Q}}\right\rangle\right)\right\rangle\right)\right]\)
\(\overrightarrow{\text { Weak }^{2}} \quad D\left[C_{\Phi_{1} \Phi_{2}}^{\Delta_{1} \Delta_{2}, \Pi_{1} \Pi_{2}}\left(W_{\Pi_{1} \Pi_{2} \Pi_{3} \Pi_{4} \Pi_{5}}\left(\downarrow_{\mathrm{p} \downarrow \mathrm{c}}\left(\mathcal{A}\left(R_{\Delta_{1} \Delta^{\prime}{ }_{X}^{\prime}}^{\Phi_{1} \Phi^{\prime} W}(P)\right)\left\langle\Delta^{\prime}:=\overrightarrow{T_{\Delta}}\right\rangle\left\langle\Xi_{P}:=\overrightarrow{S_{P}}\right\rangle\right)\right)\right]\right.\)
\(\overrightarrow{\text { Merge }} \quad D\left[R_{\Phi_{1} \Phi_{2}}^{\Delta_{1} \Delta_{2}}\left(W_{\Pi_{3} \Pi_{4} \Pi_{5}}\left(\downarrow_{\mathrm{p} \downarrow \mathrm{c}}\left(\mathcal{A}\left(R_{\Delta_{1} \Delta^{\prime}{ }^{1} \Phi^{\prime}}{ }^{W}(P)\right)\left\langle\Delta^{\prime}:=\overrightarrow{T_{\Delta}}\right\rangle\left\langle\Xi_{P}:=\overrightarrow{S_{P}}\right\rangle\right)\right)\right]\right.\)
\(\equiv \quad D\left[W_{\Pi_{3} \Pi_{4} \Pi_{5}}\left(\downarrow_{p \downarrow \mathrm{c}}\left(\mathcal{A}\left(R_{\Delta^{\prime}}^{\sigma^{\prime}}{ }^{\prime}{ }^{W}(P)\right)\left\langle\Delta^{\prime}:=\vec{T}\right\rangle\left\langle\Xi_{P}:=\overrightarrow{S_{P}}\right)\right)\right]\right.\)
\(\equiv_{\alpha} \quad D\left[W_{\Pi_{3} \Pi_{4} \Pi_{5}}\left(\downarrow_{p \downarrow c}\left(\mathcal{A}\left(R_{X}^{W}(P)\right)\left\langle\Phi^{\prime}:=\vec{T}\right\rangle\left\langle\Xi_{P}:=\overrightarrow{S_{P}}\right\rangle\right)\right]\right.\)
\(\equiv \quad M_{1}\)
\(\overrightarrow{W k} \quad W_{V} D_{1}\left[W_{\Pi_{3} \Pi_{4}}\left(\downarrow_{\mathrm{p} \downarrow \mathrm{c}}\left(\mathcal{A}\left(R_{X}^{W}(P)\right)\left\langle\Phi^{\prime}:=\vec{T}\right\rangle\left\langle\Xi_{P}:=\overrightarrow{S_{P}}\right\rangle\right)\right]\right.\)
    \(M_{2}\)
\(\overrightarrow{W k} \quad M_{3}\)
```

Figure 2.23: Translation for $C[P\langle x:=Q\rangle], x$ not a free variable of $P$

```
    \mathcal{T}(\mp@subsup{C}{}{\prime}[P])
\equiv \mp@subsup{\downarrow}{\textrm{plc}}{}(\mathcal{A}(C\mp@subsup{)}{U}{}[\mp@subsup{R}{X}{W}(\mathcal{A}(P))])
\equiv\mp@subsup{D}{}{\prime}[\mp@subsup{\downarrow}{\textrm{p}\downarrow\textrm{c}}{}(\mathcal{A}(\mp@subsup{R}{X}{W}(P))\langle\mp@subsup{\Phi}{}{\prime}}:=\vec{T}\rangle\langle\mp@subsup{\Xi}{P}{}:=\vec{\mp@subsup{S}{P}{\prime}}\rangle)
\equiv\mp@subsup{W}{V}{}\mp@subsup{D}{2}{}[\mp@subsup{\downarrow}{p\downarrowc}{}(\mathcal{A}(\mp@subsup{R}{X}{W}(P))\langle\mp@subsup{\Phi}{}{\prime}}:=\vec{T}\rangle\langle\mp@subsup{\Xi}{P}{}:=\vec{\mp@subsup{S}{P}{\prime}}\rangle)
```

Figure 2.24: Translation for $C[P]$
terms are at their most efficient. Therefore, we can write both underlined subterms with the same context $D$ as $D\left[P_{i}\right]$ and $D\left[x\left\langle x:=P_{i}\right\rangle\right]$ respectively. The final lines in both sequences then follow and we have $\mathcal{T}(M) \longrightarrow_{V a r}^{+} \mathcal{T}(N)$, one reduction for each copy of the redex $C_{2}[x]\langle x:=P\rangle$.
Case $M \equiv C[P\langle x:=Q\rangle] \overrightarrow{\mathrm{D}} C[P] \equiv N, \quad x \notin \mathrm{fv}(P)$.
Figure 2.23 displays the general term for $\mathcal{T}(M)$ followed by a series of reductions. Figure 2.24 displays the general term for $\mathcal{T}(N)$.
The terms $M_{1}$ and $\mathcal{T}(N)$ appear very similar. One difference is that $\mathcal{T}(N)$ has the weakenings $W_{V}$ corresponding to the variables lost in the $\Lambda_{\text {sub }}$ term at top-level. We first pull the weakenings $\Pi_{5}$ and their copies (for each copy of the $\Lambda_{\text {sub }}$ redex induced by the translation) upwards through the term, merging them to reach $M_{2}$.
$M_{2}$ now closely resembles $\mathcal{T}(N)$ except for two differences: i) $M_{2}$ contains extra weakenings such as $W_{\Pi_{3}}$ and $W_{\Pi_{4}}$ for each copy of the $\Lambda_{\text {sub }}$ redex and ii) it also contains contractions involving such sets of variables $\Pi_{3}$ and $\Pi_{4}$. We pull all of these weakenings up, merging them with the extra contractions to reach a $\longrightarrow_{W k}$ normal form $M_{3}$. Ignoring the placement of contractions, $M_{3}$ is now equivalent to $\mathcal{T}(N)$.
Finally, we can conclude that this term $M_{3}$ is equivalent to $\mathcal{T}(N)$ : as $\mathcal{T}(M)$ has its contractions at their most efficient, so does $M_{3}$ by Corollary 39.

Corollary 46 (PSN for $\Lambda_{\text {sub }}$ ). $\quad \overrightarrow{\mathrm{ACD}}$ PSN of $\vec{\beta}$.
Proof.
Case $\Rightarrow$. Let $M$ be any pure term which is strongly normalising for $\vec{\beta}$. As $M$ is strongly normalising for $\vec{\beta}, \mathcal{T}(M)=\left(\downarrow_{\mathrm{p} \downarrow \mathrm{c}}(\mathcal{A}(M))\right.$ is strongly normalising for $\longrightarrow_{\lambda \mathrm{blxr}}$ by Conjecture 40 . By Proposition 45 , any infinite $\overrightarrow{\mathrm{ACD}}$ sequence starting from $M$ induces an infinite reduction sequence starting from $\mathcal{T}(M)$. By contrapositive, $M$ is strongly normalising for $\overrightarrow{\mathrm{ACD}}$.
Case $\Leftarrow$. By Proposition 6.2, infinite $\vec{\beta}$-reductions induce infinite $\overrightarrow{\mathrm{ACD}}$-reductions.

At the time of writing, this proof strategy (simulating $\overrightarrow{\mathrm{ACD}}$ in another explicit substitution calculus) could not work with any other explicit substitution calculus except $\lambda l \mathrm{lxr}$ as both PSN and FCS are required.

### 2.4.5 Sketch of proof of PSN by translation to $\Lambda_{I}$

We have proved PSN by simulating $\overrightarrow{\mathrm{ACD}}$-reduction with $\lambda$ blxr reduction and using the fact that $\lambda$ blxr has this property. The proof of PSN for $\lambda$ blxr follows Lengrand's approach of simulating reduction in $\Lambda_{I}$ [Len05]. If we combine these simulations, we have a simulation of $\overrightarrow{\mathrm{ACD}}$-reduction in $\Lambda_{I}$ as in Figure 2.25.


Figure 2.25: Simulation of $\longrightarrow{ }_{\mathrm{ACD}}$-reduction in $\Lambda_{I}$
This immediately suggests that a proof of PSN for $\Lambda_{\text {sub }}$ may be given by using a translation to $\Lambda_{I}$ directly. We hope to explore this approach in future work. The composition of $\mathcal{T}$ and $\mathcal{I}$ seems overkill as the translation duplicates substitutions and adds weakenings corresponding to the index set $X$.

Instead, we initially propose ${ }^{16}$ the relation $\mathcal{I}$ defined in Figure 2.26. $\mathcal{I}$ relates $\Lambda_{\text {sub }}$ terms with explicit substitutions to $\lambda_{I}$ terms where the substitutions have been finished. The "memory operator" keeps track of garbage substitutions which are otherwise discarded in the relation. This is necessary in $\Lambda_{\text {sub }}$ which does not have the linearity property (which $\lambda$ lxr enjoys) that all binders bind a free occurrence of a variable.

$$
\begin{array}{ll}
\frac{M \mathcal{I} m}{x \operatorname{I} x} x \in \operatorname{fv}(M) & \frac{M \mathcal{I} m}{\lambda x \cdot M \mathcal{I} \lambda x \cdot[m, x]} x \notin \mathrm{fv}(M) \\
\frac{M \mathcal{I} m \quad N \mathcal{I} n}{M N \mathcal{I} m n} & \frac{M \mathcal{I} m}{M \mathcal{I}[m, p]} p \in \Lambda_{I} \\
\frac{M \mathcal{I} m}{M\langle x:=N\rangle \mathcal{I} M\{x \backslash n\}} x \in \operatorname{fv}(M) & \frac{M \mathcal{I} m}{M\langle x:=N\rangle \mathcal{I}[M, n]} x \notin \operatorname{fv}(M)
\end{array}
$$

Figure 2.26: Relating $\Lambda_{\text {sub }}$ terms with $\lambda_{I}$ terms

[^15]
## Chapter 3

## Extensions and other ideas

We finish with some ideas which presented themselves during our exploration of $\Lambda_{\text {sub }}$ and ${ }^{\prime} \Lambda$ BIG.

### 3.1 Proposed extension to $\Lambda_{\text {sub }}$

The composition rule of $\lambda \mathrm{xc}^{-}$,

$$
M\langle x:=P\rangle\langle y:=Q\rangle \quad \overrightarrow{\mathrm{c}^{-}} M\langle x:=P\langle y:=Q\rangle\rangle \quad \text { if } x \in \mathrm{fv}\left(\downarrow_{\mathrm{xgc}}(M)\right), y \notin \mathrm{fv}(M) .
$$

does not break PSN. It seems natural to assume that an extension of $\Lambda_{\text {sub }}$ with this rule would also retain PSN. However, it is not clear how to specify the condition $x \in \operatorname{fv}\left(\downarrow_{\mathrm{CD}}(M)\right)$ in the bigraphical encoding. We therefore propose that $\Lambda_{\text {sub }}$ may be extended with the more general rule (which breaks PSN for $\lambda \mathrm{xgc}$ ) from $\lambda \mathrm{xc}$ :

$$
M\langle x:=P\rangle\langle y:=Q\rangle \quad \overrightarrow{\mathrm{c}} \quad M\langle x:=P\langle y:=Q\rangle\rangle \quad \text { if } y \notin \mathrm{fv}(M) .
$$

This rule can be naturally encoded in the bigraphical setting. The condition $y \notin \mathrm{fv}(M)$ is captured by the inner interface of the parametric reaction rule depicted below.


Figure 3.1: An explicit composition rule for ${ }^{\prime} \Lambda$ big.
We hypothesize that the extension is confluent and satisfies PSN but do not attempt a proof here. It does not seem to break PSN as it does not allow any new substitutions to take place - any free $y$ in $N$ can be replaced by $P$ in the original $\Lambda_{\text {sub }}$. Another reason we believe the extension to be safe is that the composition seems to preserve $\operatorname{bigSN}_{\mathrm{ACD}}$.

However, it would seem that this extension is not very useful in the presence of wide substitution - if $y \notin$ $\mathrm{fv}(M)$ then it would seem that a reduction sequence starting from $M\langle x:=P\rangle\langle y:=Q\rangle$ could be mimicked by $M\langle x:=P\langle y:=Q\rangle\rangle$.

### 3.2 Initial translation to $\lambda \mathrm{lxr}$

Our initial encoding of $\Lambda_{\text {sub }}$ into $\lambda \mathrm{lxr}$ did not create mobile and idle copies of substitutions and was considerably simpler:

Definition (Encoding of $\Lambda_{\text {sub }}$ terms in $\lambda l \mathrm{lxr}$ ). The encoding $\mathcal{L}$ of $\Lambda_{\text {sub }}$ terms in $\lambda l \mathrm{xr}$ is defined on pure terms as

$$
\begin{array}{ll}
\mathcal{L}(x)_{X \uplus x}:=W_{X}(x) & \text { if } x \in \operatorname{fv}(M) \\
\mathcal{L}(\lambda x \cdot M)_{X}:=W_{X \backslash \operatorname{fv}(M)}(\lambda x \cdot \mathcal{L}(M)) & \text { if } x \notin \operatorname{fv}(M) \\
\mathcal{L}(\lambda x \cdot M)_{X}:=W_{X \backslash \operatorname{fv}(M)}\left(\lambda x \cdot W_{x}(\mathcal{L}(M))\right. & \\
\mathcal{L}(M N)_{X}:=W_{Y}\left(C_{\Phi}^{\Delta, \Pi}\left(R_{\Delta}^{\Phi}(\mathcal{L}(M)) R_{\Pi}^{\Phi}(\mathcal{L}(N))\right)\right) & \text { if } x \in \operatorname{fv}(M) \\
\mathcal{L}(M\langle x:=N\rangle)_{X}:=W_{Y} C_{\Theta}^{\Psi, \Gamma}\left(\mathcal{L}\left(R_{\Psi}^{\Theta}(M)\right)\left\langle x:=\mathcal{L}\left(R_{\Gamma}^{\Theta}(N)\right)\right\rangle\right) & \mathcal{L}(M\langle x:=N\rangle)_{X}:=W_{Y} C_{\Theta}^{\Psi, \Gamma}\left(W_{x}\left(\mathcal{L}\left(R_{\Psi}^{\Theta}(M)\right)\right)\left\langle x:=\mathcal{L}\left(R_{\Gamma}^{\Theta}(N)\right)\right\rangle\right) \\
\mathcal{L}(x \notin \operatorname{fv}(M)
\end{array}
$$

where $Y=X \backslash(\mathrm{fv}(M) \cup \mathrm{fv}(N)), \Phi:=\mathrm{fv}(M) \cap \mathrm{fv}(N), \Theta=(\mathrm{fv}(M) \backslash\{x\}) \cap \mathrm{fv}(N)$.
When a translation is not tagged, $X$ is assumed to be $\emptyset$.
The encoding of explicit substitutions falls directly out of the other encodings and the $\longrightarrow_{B}$ rule. This encoding does not duplicate substitutions and is easier to reason about. As we now explain, it was insufficient to simulate $\overrightarrow{\mathrm{ACD}}$ reduction in $\lambda \mathrm{lxr}$.

First, this alternate encoding also required altering $\lambda l \mathrm{xr}$ to achieve simulation. Take $\mathcal{L}$ as the translation between $\Lambda_{\text {sub }}$ and $\lambda l \mathrm{xr}$ and consider the square:


There is no series of $\lambda l \mathrm{lxr}$ reductions to fill in the dotted arrow. We require a substitution to be performed but a $\longrightarrow_{V a r}$ reduction would automatically garbage collect the substitution. Our solution was to break up the $\longrightarrow_{V a r}$ reduction so that the substitution was not discarded after reduction. We defined the rule

$$
x\langle x:=M\rangle \longrightarrow_{\left(\operatorname{Var}_{\mathrm{s}}\right)} C_{\Phi}^{\Delta, \Pi}\left(\left(W_{x} R_{\Delta}^{\Phi}(M)\right)\left\langle x:=R_{\Pi}^{\Phi}(M)\right\rangle\right) \quad \text { where } \Phi=\mathrm{fv}(M)
$$

$\mathrm{A} \longrightarrow_{V a r s} \longrightarrow_{W e a k 1} \longrightarrow_{M \text { erge }}^{*}$ sequence then performs a $\longrightarrow_{V a r}$ reduction.
Next, for similar reasons to our current encoding, a translation from $\Lambda_{\text {sub }}$ to $\lambda$ lxr required a normal form (again $(x(x x))\langle x:=y\rangle \overrightarrow{\mathrm{C}}(x(y x))\langle x:=y\rangle$ demonstrates this). The first 'normal form' we tried was similar to $\overrightarrow{\mathrm{pc}}$ but it also pulled weakenings out as far as possible (although this may be implicit in the translation). However, the union of $W A p p 2$ and $A p p 2$ is not confluent. Consider:

$$
\left(v\left(W_{x} y\right)\langle x:=p\rangle\right)_{A p p 2} \longleftarrow\left(v\left(W_{x} y\right)\right)\langle x:=p\rangle \longrightarrow_{W A p p 2} W_{x}(v y)\langle x:=p\rangle
$$

This lead us to use the current $\overrightarrow{\mathrm{pc}}$ form.
Finally, the problem with this encoding was demonstrated in Section 2.4.1. Take the reduction $x\langle y:=z\rangle\langle z:=$ $p\rangle \overrightarrow{\mathrm{D}} x\langle x:=p\rangle$. Without using a normal form in the translation, the encoding $\left(W_{y}(x)\langle y:=z\rangle\right)\langle z:=p\rangle$ can reduce to $\left(W_{z} x\right)\langle z:=p\rangle$ but when using the normal form, we find that $W_{y}(x)\langle y:=z\langle z:=p\rangle\rangle$ cannot reduce to $\left(W_{z} x\right)\langle z:=p\rangle$. So if we use the normal form, we can simulate $\overrightarrow{\mathrm{C}}$ but not $\overrightarrow{\mathrm{D}}$ whilst if we simply use the encoding, the reverse is true. This problem is depicted in Figure 3.2, where $\longrightarrow_{W k}$ is the union of the rules for pulling weakenings upwards and merging them with contractions. This problem lead us to the idea of using mobile and idle copies of substitutions in the encoding.

This initial encoding was simpler yet insufficient. However, it may be possible to formulate an alternative translation using this encoding where substitutions are only duplicated prior to pushing inside garbage (to simulate the $\overrightarrow{\mathrm{D}}$ rule properly). This would involve splitting the (Comp) reduction as below.

$$
\begin{array}{lll}
M\langle x:=P\rangle\langle y:=Q\rangle \quad \longrightarrow_{C o m p_{1}} & M\langle x:=P\langle y:=Q\rangle\rangle \\
& \text { where } y \in \operatorname{fv}(P), x \in \operatorname{fv}(M) \\
M\langle x:=P\rangle\langle y:=Q\rangle \quad \longrightarrow_{C o m p_{2}} & \begin{array}{l}
C_{\Phi}^{\Delta, \Pi}\left(W_{y^{\prime}}\left(M\left\langle x:=P\left\langle y:=Q_{1}\right\rangle\right\rangle\right)\left\langle y^{\prime}:=Q_{2}\right\rangle\right) \\
\\
\\
\text { where } y \in \operatorname{fv}(P), x \notin \operatorname{fv}(M)
\end{array}
\end{array}
$$



Figure 3.2: Problems with initial translation and normal form

We would also require the ( $V a r_{\mathrm{S}}$ ) rule. PSN needs to be proved for this new calculus but it seems likely. $\lambda \mathrm{blxr}$ has PSN and it duplicates substitutions in much the same way, by creating garbage copies of existing substitutions which cannot propagate through the term. This translation may yield a simpler proof than the current one as less duplication of substitutions would occur.

### 3.3 Alternative encodings of the $\lambda$-calculus

This was work explored with Martin Elsman who had an idea for an alternative encoding of the $\lambda$-calculus using explicit environments. The aims were to have an encoding with a notion similar to pointer/reference passing where all free occurrences of a variable could be replaced in one reaction step. To this end, we tried encoding variables as links. An encoding of explicit environments was never realised however.

Among the reasons why the encoding we did try (without explicit environments) did not work was that (i) reduction could destroy occurrences of terms and (ii) with this encoding, it was not possible to give an inductive encoding of $\lambda$-terms via composition - in general, this should probably be a bad indication when encoding a calculus where the terms are defined inductively.

Another attempt (by the author) at an alternative encoding was by using a flattened structure i.e. all controls were atomic and nesting was encoding via linking. Variables were represented as controls again. This had many of the same ideas as ' $\Lambda$ bIG including explicit substitution and garbage collection. As controls were atomic, this implied that terms would be built from ground up via prime products and fusions of wiring - again this might have been a warning sign. The problem here was to do with the binding of names - on closer inspection, we are almost redefining ' $\Lambda$ BIG without the benefits of being able to employ binding ports. While sorting the links may have solved this problem, it is unclear whether anything would have been gained by this approach. In fact, we were completely ignoring the place graph structure in the bigraphs which naturally lends itself to calculi with an inductive definition for terms.

### 3.4 A new property of controls

During early explorations of ${ }^{\prime} \Lambda$ BIG, we considered attempting to add a new property to controls in bigraphical signatures. We named this property exclusive with the idea that in a bigraph with exclusive controls, reaction may only occur under these controls. We were motivated by the idea of restricting reaction in ' $\Lambda$ BIG so that all reduction sequences were of the form $\overrightarrow{\mathrm{CD}^{3}} \overrightarrow{\mathrm{~A}} \overrightarrow{\mathrm{CD}} \vec{y} \overrightarrow{\mathrm{~A}} \overrightarrow{\mathrm{CD}} \overrightarrow{\mathrm{A}} \overrightarrow{\mathrm{A}} \cdots$. This would give an immediate correspondence between ' $\Lambda$ BIG and the $\lambda$-calculus.

The questions of whether this idea adds anything new to bigraph theory, whether it could be encoded using existing means (e.g. as a reaction rule covering controls and sites with passive controls) or whether it would require extensions to the theory, or whether there are any suitable applications have not been addressed.

However, besides these questions, there is also the question of whether this restriction would be beneficial for ' $\Lambda$ bIG. This type of restriction was applied to $\lambda \sigma$ by Goubault-Larrecq [GL96] to prove that simply-typed terms were strongly normalising under this reduction subrelation. However, Kesner and Lengrand point out that this restriction does not benefit from the possibilities that explicit substitution calculi offer - to delay substitutions or to partially apply them [KL05]. Another argument against this restriction is that one could also imagine implementations where terms were distributed over different processors and reduction was performed concurrently.

## Chapter 4

## Summary

### 4.1 Conclusions and related work

The first aim of this report was to prove that ${ }^{\prime} \Lambda$ BIG is confluent. Milner proved weak confluence in [Mil05b] and left open the challenge to prove strong confluence. Although our proof is not bigraphical and does not advance the understanding of confluence in bigraphical systems, it does show that ' $\Lambda$ BIG has this desirable property on closed terms (terms without metavariables).

The question of whether ' $\Lambda$ big or $\Lambda_{\text {sub }}$ has open confluence - confluence on terms with metavariables - remains unanswered and would be more interesting to the bigraphical community than closed confluence, which only represents confluence on ground terms. In related work in explicit substitutions, David and Guillaume [DG01] state that composition of substitutions is necessary for open confluence. They point out that $\lambda_{d}$ [Kes96] and $\lambda \sigma_{n}$ [Rit99] have weak composition of substitutions which is not enough to get open confluence.

It is possible that much of our proof of closed confluence could be rewritten in ' $\Lambda$ BIG using Milner's proofs for deciding weak confluence. For example, in Propositions 1, the proofs of diamond property and local confluence could be proved using Milner's theorems in [Mil05b] whereas the proofs of strong normalisation might be done by labelling the bigraph terms. The proofs of propositions involving free names (e.g. Proposition 5) should follow from the translation from $\Lambda_{\text {sub }}$ to ${ }^{\prime} \Lambda$ big. The proof of confluence is based on the three main properties; (1) confluence of the original calculus, (2) that the substitution calculus is a conservative extension, and (3) the generalised interpretation method [KR97]. Bloo and Rose's approach may be useful for proving closed confluence of bigraphical encodings with explicit substitution of other calculi besides the $\lambda$-calculus.

Our proof of confluence was achieved by identifying the strong connection between $\Lambda_{\text {sub }}$ and $\lambda \mathrm{xgc}$. Proving PSN - our other main aim - using their inductive proofs has proven trickier. The proof for $\Lambda_{\text {subC }^{b}}$ was straightforward but composition of substitutions makes the inductive proof of PSN for $\Lambda_{\text {sub }}$ much more involved. The intersection of bigSN ${ }_{\mathrm{ACD}}$ and $\#$ gf identify the subset of strongly normalising terms of $\Lambda_{\text {sub }}$ but do not yield a simple characterisation. Intersection types [CDC78, CDC80] may provide such a characterisation. Lengrand et al. [LLD $\left.{ }^{+} 04\right]$ have successfully used intersection types to characterise the strongly normalising terms of $\lambda \mathrm{xgc}$.

We identified various subsets of $\Lambda \mathrm{x}$ which are relevant to the different reduction relations we have studied. Figure 4.1 combines many of our examples and proofs by depicting how these subsets are related, where the solid arrows denote subset inclusion. The proofs of the implications are denoted in the figure: all are either proof by definition, contrapositive, or example. Each subset excludes some $\Lambda \mathrm{x}$ terms which are not strongly normalising for $\overrightarrow{\mathrm{ACD}}$ or $\beta$-reduction. From the diagram, we can see that the addition of levels of inter-substitution reduction (composition of substitutions) decreases the set of strongly normalising terms. We also restate our hypothesis that if we disallow any inter-substitution reduction (i.e. $\Lambda_{\text {sube }}$ ) then the resulting calculus is extremely similar to $\lambda \mathrm{xgc}$. This may be investigated in future work but we think that the proofs should follow from Section 2.2.2.

We explored the relationship between $\Lambda_{\text {sub }}{ }^{\prime} \Lambda_{\text {BIG }}$, and $\lambda$ lxr and introduced a modified (and less efficient) calculus $\lambda \mathrm{blxr}$ based on the $\lambda \mathrm{lxr}$ calculus of Kesner and Lengrand. We then gave a proof of PSN for $\Lambda_{\text {sub }}$ by translating $\Lambda_{\text {sub }}$ terms into $\lambda \mathrm{blxr}$ and simulating $\overrightarrow{\mathrm{ACD}}$ reduction using the translation. Our novel idea was the duplication of substitutions (mobile and idle copies). The proof of simulation is somewhat involved but we feel that it is simpler than the inductive method, which relied on 'regressing' terms. As we have remarked, this form of proof could not have been achieved with any other calculus as $\lambda l \mathrm{xr}$ is the first published calculus with PSN and FCS. It may also be possible to prove PSN for $\Lambda_{\text {sub }}$ directly by relating terms of $\Lambda_{\text {sub }}$ terms with terms of $\lambda_{I}$ and


Figure 4.1: Relationship between properties of $\Lambda \mathrm{x}$ terms
then applying Lengrand's techniques [Len05].

In this report, we study how the reduction relation of $\Lambda_{\text {sub }}$ matches that of the $\lambda$-calculus. We are concerned here about properties such as confluence and termination in the presence of explicit substitution. From a process calculus perspective, Bundgaard and Hildebrandt [BH05] have encoded the Higher-Order Mobile Embedded Resources (Homer) calculus as a Brs with explicit substitution and garbage collection. They base their presentation on ' $\Lambda$ big and in [ibid.], they prove an operational correspondence between Homer and their encoding.

There seems to be some overlap between the theories of interaction nets, the $\rho$-calculus, and bigraphs. Some overlaps are by design - for example, interaction nets inspired aspects of bigraph theory [JM04] - but others may be interesting to explore and we briefly mention them now.

In recent work [FMS06], Fernández, Mackie, and Sinot introduced an encoding of the $\rho$-calculus in bigraphical nets. Bigraphical nets add the notion of locality (via a nesting structure i.e. place graph) to interaction nets. The encoding takes advantage of wide reaction.

Kesner and Lengrand use $\lambda l \mathrm{xr}$ to demonstrate the connection between higher-order substitution and proofs in linear logic proofs by translating $\lambda$ lxr into proof-nets [Gir87]. The anonymous referees of our HOR 2006 submission based on Section 2.4 suggested that we should explore the relationship between $\Lambda_{\text {sub }}$ and proof-nets.

The notion of wide/external substitution appears in the cyclic $\lambda$-calculus of Ariola and Klop [AK97]. The $\rho_{\mathrm{g}}$ calculus of Bertolissi et al. [Ber05, BBCK05] extends the $\rho$-calculus to handle graph-like structures with cycles and sharing and is a natural extension of the cyclic $\lambda$-calculus of Ariola and Klop [AK97]. The $\rho_{\mathrm{g}}$-calculus allows non-local or external substitution as do bigraphs and is confluent under linearity conditions [Ber05]. Again, it remains an open problem to find sufficicent conditions for confluence in general bigraphical systems.

In conclusion, we claim that ${ }^{\prime} \Lambda$ BIG is a very natural encoding of the $\lambda$-calculus, with step-by-step simulation of $\beta$-reduction and closed confluence. Besides $\lambda l \mathrm{lxr}$, it is the only explicit substitution calculus to date which also preserves strong normalisation of $\beta$-reduction and enjoys full composition of substitutions.
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## Appendix A

## Appendices

## A. 1 Lemmas for inductive proof of PSN for $\Lambda_{\text {sub }}$

Lemma 47 ( $\overrightarrow{\mathrm{AD}}$ SN ).
Proof. $\overrightarrow{\mathrm{A}}$ reductions preserve the number of variable occurrences in a term whereas $\overrightarrow{\mathrm{D}}$ reductions decrease this number. The proof follows from the finiteness of terms and $\overrightarrow{\mathrm{A}}-\mathrm{SN}$.

## Lemmas 48 (preservation, reflection of preSN).

1. If $\operatorname{preSN}(M)$ and $M \overrightarrow{\mathrm{AD}} N$ is inside substitution then $\operatorname{preSN}(N)$.
2. If $\operatorname{preSN}(M)$ and $M \overrightarrow{\mathrm{D}} N$ is outside substitution then $\operatorname{preSN}(N)$.
3. If $\operatorname{preSN}(M)$ and $M \overrightarrow{\mathrm{C}} N$ then $\operatorname{preSN}(N)$.
4. If $\operatorname{preSN}(N)$ and $M \overrightarrow{\mathrm{~A}} N$ is inside substitution then $\operatorname{preSN}(M)$.

Proof.

1. Let $R_{j} \overrightarrow{\mathrm{AD}} R_{j}^{\prime}$ be the reduction inside some substitution $\left\langle y_{j}:=R_{j}\right\rangle$. We must show that
(a) $R_{j}^{\prime}\left\langle y_{j+1} \ldots y_{n}\right\rangle$ is strongly normalising. As $\operatorname{preSN}(M), R_{j}\left\langle y_{j+1} \ldots y_{n}\right\rangle$ is strongly normalising. As $R_{j}\left\langle y_{j+1} \ldots y_{n}\right\rangle \stackrel{\mathrm{AD}}{ } R_{j}^{\prime}\left\langle y_{j+1} \ldots y_{n}\right\rangle$, the case is proved.
(b) for any body of substitution $R_{i}$ below $\left\langle y_{j}:=R_{j}\right\rangle$, $R_{i}\left\langle y_{i+1} \ldots y_{j-1}\right\rangle\left\langle y_{j}:=R_{j}^{\prime}\right\rangle\left\langle y_{j+1} \ldots y_{n}\right\rangle$ is strongly normalising. Again, as $\operatorname{preSN}(M), R_{i}\left\langle y_{i+1} \ldots y_{j-1}\right\rangle\left\langle y_{j}:=R_{j}\right\rangle\left\langle y_{j+1} \ldots y_{n}\right\rangle$ is strongly normalising and $R_{i}\left\langle y_{i+1} \ldots y_{j-1}\right\rangle\left\langle y_{j}:=R_{j}\right\rangle\left\langle y_{j+1} \ldots y_{n}\right\rangle \underset{\mathrm{AD}}{ } R_{i}\left\langle y_{i+1} \ldots y_{j-1}\right\rangle\left\langle y_{j}:=R_{j}^{\prime}\right\rangle\left\langle y_{j+1} \ldots y_{n}\right\rangle$.
2. Let $\langle x:=Q\rangle$ be the discarded substitution. For any body of substitution $P$ in $N, P$ is either outside of, above, or below $\langle x:=Q\rangle$ in $M$. In the first two cases, $P\left\langle y_{1} \ldots y_{n}\right\rangle$ is strongly normalising in $N$ by $\operatorname{preSN}(M)$. In the third case, let $\langle x:=Q\rangle$ lie below $\left\langle y_{i}:=R_{i}\right\rangle$. By preSN $(M), P\left\langle y_{1} \ldots y_{i-1}\right\rangle\langle x:=$ $Q\rangle\left\langle y_{i} \ldots y_{n}\right\rangle$ is strongly normalising. Hence, $P\left\langle y_{1} \ldots y_{n}\right\rangle$ is strongly normalising.
3. Let $C[x]\langle x:=T\rangle$ be the $\overrightarrow{\mathrm{C}}$ redex.

If $x$ lies inside a body of substitution, $\operatorname{preSN}(N)$ by $\operatorname{preSN}(M)$.
Otherwise, if $T$ does not contain any substitutions then $\operatorname{preSN}(N)$ again by $\operatorname{preSN}(M)$. Say $T$ contains substitutions $\left\langle z_{1}:=Q_{1}\right\rangle \ldots\left\langle z_{m}:=Q_{m}\right\rangle$. Let $\left\langle y_{1}:=R_{1}\right\rangle, \ldots,\left\langle y_{i-1}:=R_{i-1}\right\rangle$ be the substitutions above $x$ in $C$. We must prove $Q_{1}\left\langle z_{2} \ldots z_{m}\right\rangle\left\langle y_{1} \ldots y_{i-1}\right\rangle\langle x:=T\rangle\left\langle y_{i} \ldots y_{n}\right\rangle$ is strongly normalising. Variable capture does not occur and so $\left\{y_{1}, \ldots, y_{i-1}, x\right\}$ are not free names of $Q_{1}\left\langle z_{2} \ldots z_{m}\right\rangle$. It remains to show that:

- $Q_{1}\left\langle z_{2} \ldots z_{m}\right\rangle\left\langle y_{i} \ldots y_{n}\right\rangle$, and
- $R_{1}\left\langle y_{2} \ldots y_{i-1}\right\rangle\langle x:=T\rangle\left\langle y_{i} \ldots y_{n}\right\rangle$
(where $\left\langle y_{1} \ldots y_{n}\right\rangle$ are the substitutions above $\langle x:=T\rangle$ in $M$ and $N$ ) are strongly normalising. These follow from $\operatorname{preSN}(M)$.

4. Assume that preSN $(M)$ is false. Then there exists a body of substitution $P$ in $M$ such that $P\left\langle y_{1} \ldots y_{n}\right\rangle$ is not strongly normalising. There are two cases.
(i) $P \xrightarrow[\mathrm{~A}]{\longrightarrow} P^{\prime}$ and $Q \equiv P^{\prime}\left\langle y_{1} \ldots y_{n}\right\rangle$ is strongly normalising or
(ii) $R_{i} \overrightarrow{\mathrm{~A}} R_{i}^{\prime}$ and $Q \equiv P\left\langle y_{1} \ldots y_{i-1}\right\rangle\left\langle y_{i}:=R_{i}^{\prime}\right\rangle\left\langle y_{i+1} \ldots y_{n}\right\rangle$ is strongly normalising

In either case, the graph below shows that any infinite reduction sequence starting from $P\left\langle y_{1} \ldots y_{n}\right\rangle$ can be matched by a reduction sequence from $Q$.


Each square can be filled as follows. If the top reduction is $\overrightarrow{\mathrm{A}}$, then either the square is filled by $\overrightarrow{\mathrm{A}} \diamond$, or else the top and left reductions are the same in which case the bottom line has joined the top.
If the top reduction is $\overrightarrow{\mathrm{C}}$ then there are three subcases identified by Milner which are filled in as in Lemma 49.2.

If the top reduction is $\overrightarrow{\mathrm{D}}$ then there are three subcases.

- The redexes are independent. we have one-step confluence [Mil04].
- The $\overrightarrow{\mathrm{A}}$ redex lies beneath the $\overrightarrow{\mathrm{D}}$ redex. It is either discarded and the top line joins the bottom, or else one vertical $\overrightarrow{\mathrm{A}}$ reduction completes the square.
- The $\overrightarrow{\mathrm{D}}$ redex lies beneath the $\overrightarrow{\mathrm{A}}$ redex. One vertical $\overrightarrow{\mathrm{A}}$ reduction completes the square.

Hence, $\operatorname{preSN}(N)$ is false which is a contradiction. Thus, $\operatorname{preSN}(M)$.

Definition ( $\overrightarrow{\mathrm{C}}$ reduction creates new $\overrightarrow{\mathrm{A}}$ redexes). A reduction $M \overrightarrow{\mathrm{C}} M^{\prime}$ is said to create new $\overrightarrow{\mathrm{A}}$ redexes when

$$
M \equiv C[(N Q)]\langle x:=P\rangle \overrightarrow{\mathrm{C}} C\left[\left(N^{\prime} Q\right)\right]\langle x:=P\rangle \equiv M^{\prime}
$$

where $\downarrow_{\mathrm{D}}(N) \equiv x, \downarrow_{\mathrm{D}}(P) \equiv\left(\lambda y \cdot P^{\prime}\right)$, and the reduction replaces a free $x$ in $N$ which perseveres as $\downarrow_{\mathrm{D}}(N)$. The same is said of any such reduction which occurs under some context.

These $\overrightarrow{\mathrm{C}}$ reductions do not preserve bigSN AD in general (see Example 52). An alternative description would be: for a reduction $M \overrightarrow{\mathrm{C}} M^{\prime}$ which creates a new $\overrightarrow{\mathrm{A}}$ redex, there is a path $M^{\prime} \xrightarrow[\mathrm{D}]{ } M^{\prime \prime}$ such that there is a $\overrightarrow{\mathrm{A}}$ redex in $M^{\prime \prime}$ which is not a residual of any $\overrightarrow{\mathrm{A}}$ redex in $M$. The general form of these reductions (omitting outer contexts) is:

$$
\begin{aligned}
&\left(\left(x\left\langle u_{1} \ldots u_{n}\right\rangle\right)(M)\right)\left\langle x:=(\lambda y \cdot N)\left\langle v_{1} \ldots v_{m}\right\rangle\right\rangle \\
& \overrightarrow{\mathrm{C}} \quad\left(\left((\lambda y \cdot N)\left\langle v_{1} \ldots v_{m}\right\rangle\left\langle u_{1} \ldots u_{n}\right\rangle\right)(M)\right)\left\langle x:=(\lambda y \cdot N)\left\langle v_{1} \ldots v_{m}\right\rangle\right\rangle,
\end{aligned}
$$

where $x \neq u_{i}, 1 \leq i \leq n, v_{j} \notin \mathrm{fv}(\lambda y . N), 1 \leq j \leq m$. The last term can then reduce:

$$
\overrightarrow{\mathrm{D}} \quad\left(\left(\lambda y \cdot N^{\prime}\right)\left(M^{\prime}\right)\right)\left\langle x:=(\lambda y \cdot N)\left\langle v_{1} \ldots v_{m}\right\rangle\right\rangle
$$

(where $N \overrightarrow{\mathrm{D}} N^{\prime}$ and $M \xrightarrow[\mathrm{D}]{ } M^{\prime}$ ) and contains a new $\overrightarrow{\mathrm{A}}$ redex.
The normal-forms in the definition account for the cases when the new ' $\overrightarrow{\mathrm{A}}$ • redex to be' is blocked by garbage. When this garbage is collected, the $\overrightarrow{\mathrm{A}}$ redex is then enabled to fire as above.

In the following proofs, we use the following definition of bigSN ${ }_{\mathrm{AD}}$.
 reductions outside substitution, $\operatorname{preSN}\left(M_{i}\right)$.

## Lemmas 49 (preservation of bigSN ${ }_{\mathrm{AD}}$ ).

1. If $\operatorname{bigSN}_{\mathrm{AD}}(M)$ and $M \overrightarrow{\mathrm{AD}} M_{1}$ then $\operatorname{bigSN}_{\mathrm{AD}}\left(M_{1}\right)$.
2. If $\operatorname{bigSN}_{\mathrm{AD}}(M)$ and $M \xrightarrow[\mathrm{C}]{ } M_{1}$ does not create any new $\overrightarrow{\mathrm{A}}$ redexes outside substitution then $\operatorname{bigSN}_{\mathrm{AD}}\left(M_{1}\right)$.

## Proof.

1. We induct over $\operatorname{maxred}_{\mathrm{AD}}(M)$. The base case is when $n=1$. We need to prove that $\operatorname{preSN}\left(M_{1}\right)$. If the reduction is outside substitution then the follows by definition. If it is inside substitution then it follows by Lemma 48.1.
In the inductive case, if $M \underset{\mathrm{AD}}{ } M_{1}$ is a reduction outside substitution then the proof follows by definition. Let $M \underset{\mathrm{AD}}{ } M_{1}$ be a reduction inside substitution and $M_{1} \overrightarrow{\mathrm{AD}} N$ a reduction outside substitution. $\operatorname{preSN}\left(M_{1}\right)$ by Lemma 48.1. Proving $\operatorname{bigSN} \mathrm{AD}_{\mathrm{AD}}(N)$ will complete the proof.

The redex of $M_{1} \overrightarrow{\mathrm{AD}} N$ is a residual of an redex outside substitution in $M$ as $M \overrightarrow{\mathrm{AD}} M_{1}$ cannot move the redex outside substitution. There is then a reduction $M \overrightarrow{\mathrm{AD}} M_{2}$ outside substitution corresponding to $M_{1} \overrightarrow{\mathrm{AD}} N$.
When $M \underset{\mathrm{~A}}{ } M_{1}$, there are three cases (see [Mil04]) depicted below:

(a)

(b)

(c)
(a) $M_{1} \overrightarrow{\mathrm{~A}} N$. Then $M_{2} \overrightarrow{\mathrm{~A}} N$ by $\overrightarrow{\mathrm{A}} \diamond$. As $M \overrightarrow{\mathrm{~A}} M_{2}$ is outside substitution, $\operatorname{bigSN} \mathrm{AD}\left(M_{2}\right)$ by definition. By the induction hypothesis, $\operatorname{bigSN}_{\mathrm{AD}}(N)$.
(b) $M_{1} \overrightarrow{\mathrm{D}} N$ and the redexes $M \underset{\mathrm{~A}}{ } M_{1}$ and $M \overrightarrow{\mathrm{D}} M_{2}$ are independent. The proof then follows the last case.
(c) $M_{1} \overrightarrow{\mathrm{D}} N$ and the reactum of $M \underset{\mathrm{~A}}{\longrightarrow} M_{1}$ lies inside the substitution of the redex of $M_{1} \overrightarrow{\mathrm{D}} N$ (it is discarded). By definition, $\operatorname{bigSN}_{\mathrm{AD}}(N)$.

When $M \underset{\mathrm{D}}{ } M_{1}$, there are three cases (see [Mil04]) depicted below:

(a)

(b)

(c)
(a) $M_{1} \overrightarrow{\mathrm{AD}} N$ with the redexes of $M \overrightarrow{\mathrm{D}} M_{1}$ and $M \overrightarrow{\mathrm{AD}} M_{2}$ independent. By [Mil04], we have onestep confluence. As $M \underset{\mathrm{~A}}{\longrightarrow} M_{2}$ is outside substitution, $\operatorname{bigSN}_{\mathrm{AD}}\left(M_{2}\right)$ by definition. By the induction hypothesis, $\operatorname{bigSN} \mathrm{AD}(N)$.
(b) $M_{1} \overrightarrow{\mathrm{~A}} N$ and the redex of $M \overrightarrow{\mathrm{D}} M_{1}$ lies under the redex of $M_{1} \overrightarrow{\mathrm{~A}} N$. It should be clear that the reduction graph is as depicted. The proof then follows the last case.
(c) $M_{1} \overrightarrow{\mathrm{D}} N$ and the reactum of $M \overrightarrow{\mathrm{D}} M_{1}$ lies under the redex of $M_{1} \overrightarrow{\mathrm{D}} N$ (it is discarded). By definition, $\operatorname{bigSN}_{\mathrm{AD}}(N)$.
2. $\operatorname{preSN}\left(M_{1}\right)$ by Lemma 48.3. For any reduction $M_{1} \overrightarrow{\mathrm{AD}} N$ outside substitution, proving bigSN $\left.\mathrm{AD}^{( } N\right)$ will complete the proof.
Our general strategy is to join the sequences $M \overrightarrow{\mathrm{C}} M_{1} \overrightarrow{\mathrm{AD}} N$ and $M \overrightarrow{\mathrm{AD}} M_{2}$ (where the $\overrightarrow{\mathrm{AD}}$ redex in $M_{1}$ is a residual of the redex in $M$ ) knowing that $\operatorname{maxred}_{\mathrm{AD}}\left(M_{2}\right)<\operatorname{maxred}_{\mathrm{AD}}(M)$ and $\operatorname{bigSN}_{\mathrm{AD}}\left(M_{2}\right)$ by 1 above. We induct over maxred ${ }_{A D}$.

$$
\begin{aligned}
& \text { If maxred } \mathrm{AD}_{\mathrm{AD}}(M)=n, \operatorname{bigSN}_{\mathrm{AD}}(M) \text {, and } M \underset{\mathrm{C}}{\longrightarrow} M_{1} \text { does not create } \\
& \text { any new } \xrightarrow[\mathrm{A}]{\longrightarrow} \text { redexes outside substitution then } \operatorname{bigSN}_{\mathrm{AD}}\left(M_{1}\right) \text {. (I.H.) }
\end{aligned}
$$

For the base case, $n=0$ and as $M_{1}$ has no $\overrightarrow{\mathrm{AD}}$ redexes outside substitution, $\operatorname{preSN}\left(M_{1}\right)$ then implies $\operatorname{bigSN} \mathrm{AD}^{\left(M_{1}\right) \text {. }}$
As each $\overrightarrow{\mathrm{AD}}$ redex outside substitution in $M_{1}$ is a residual of a redex in $M$, we break the inductive case down over the ways in which the $\overrightarrow{\mathrm{AD}}$ and $\overrightarrow{\mathrm{C}}$ redexes in $M$ can overlap. These subcases were identified by Milner in the bigraphical setting of ${ }^{\prime} \Lambda$ BIG [Mil04].
Let $C[x]\langle x:=R\rangle$ be the $\overrightarrow{\mathrm{C}}$ redex and $(\lambda y . P) Q$ or $P\langle y:=Q\rangle$ be the $\overrightarrow{\mathrm{AD}}$ redex. We will omit some $\Lambda_{\text {sub }}$ contexts in the cases below for clarity.
case 1 Independent redexes. Theorem 4.3 [Mil04] proves that there is a reduction graph as in Figure A.1(a). $\operatorname{maxred}_{\mathrm{AD}}\left(M_{2}\right)<\operatorname{maxred}_{\mathrm{AD}}(M)$ and $\left.\operatorname{bigSN} \mathrm{AD}^{( } M_{2}\right)$. As $M \overrightarrow{\mathrm{C}} M_{1}$ does not create any new $\overrightarrow{\mathrm{A}}$ redexes, neither does $M_{2} \overrightarrow{\mathrm{C}} N$. Thus, $\operatorname{bigSN}_{\mathrm{AD}}(N)$ by the induction hypothesis.
case 2 One redex lies beneath the other. There are two possibilities.

- The $\overrightarrow{\mathrm{A}}$ redex is a subterm of $R$ in the $\overrightarrow{\mathrm{C}}$ redex. We then have a reduction graph as in Figure A.1(b).
$\operatorname{maxred}_{\mathrm{A}}\left(M_{2}\right)<\operatorname{maxred}_{\mathrm{A}}(M)$ and $\operatorname{bigSN}_{\mathrm{AD}}\left(M_{2}\right)$. As $M \underset{\mathrm{C}}{ } M_{1}$ does not create any new $\overrightarrow{\mathrm{A}}$ redexes outside substitution (both displayed redexes are residuals) neither does $M_{2} \overrightarrow{\mathrm{C}} M_{3}$. Thus, $\operatorname{bigSN} \mathrm{AD}\left(M_{3}\right)$ by the induction hypothesis. By Lemma 48.4, $\operatorname{preSN}(N)$. To complete the proof, we need to show that if the path $N \equiv N_{1} \overrightarrow{\mathrm{AD}} N_{m}$ contains only reductions outside substitution then $\operatorname{preSN}\left(N_{m}\right)$. Our strategy is to join up the paths in the diagram below where $N_{m} \overrightarrow{\mathrm{~A}} M_{2+m}$ is the residual of the redex $N_{1} \overrightarrow{\mathrm{~A}} M_{3}$.

$$
\begin{array}{ccc}
N_{1} & n & >N_{m} \\
\mathrm{~A} \downarrow & & 0: 1 \downarrow \mathrm{AD} \\
M_{3} & n & M_{2+m}
\end{array}
$$

Each step in the top path may be joined to the bottom path as one of the following three cases.


The first follows by $\vec{A} \diamond$. The second case is when the $\vec{A}$ and $\vec{D}$ redexes are independent. In the third case, the $\overrightarrow{\mathrm{D}}$ redex discards the $\overrightarrow{\mathrm{A}}$ substitution.
As $\operatorname{bigSN} \mathrm{AD}\left(M_{3}\right), \operatorname{bigSN}_{\mathrm{AD}}\left(M_{2+m}\right)$. By Lemma 48.4, $\operatorname{preSN}\left(N_{m}\right)$.

- The $\overrightarrow{\mathrm{C}}$ redex lies beneath the $\overrightarrow{\mathrm{A}}$ redex either as a subterm of $P$ or $Q$. We prove the former subcase - the latter is similar.
Let $P \equiv C^{\prime}[C[x]\langle x:=R\rangle]$. We have a reduction graph as in Figure A.1(c). $\operatorname{maxred}_{\mathrm{A}}\left(M_{2}\right)<$ $\operatorname{maxred}_{\mathrm{A}}(M)$ and $\left.\operatorname{bigSN} \mathrm{AD}^{( } M_{2}\right)$. As $M \underset{\mathrm{C}}{ } M_{1}$ does not create any new $\overrightarrow{\mathrm{A}}$ redexes, neither does $M_{2} \overrightarrow{\mathrm{C}} N$. Thus, $\operatorname{bigSN}_{\mathrm{AD}}(N)$ by the induction hypothesis.
case 3 The variable $x$ of the $\overrightarrow{\mathrm{C}}$ redex lies beneath the $\overrightarrow{\mathrm{A}}$ redex. The substitution definition $x:=R$ lies outside.
Let $x$ lie beneath $P$ so $P \equiv C[x]$. We have a reduction graph as in Figure A.1(d). The remainder of the proof follows the previous case and the proof for $x$ beneath $Q$ is similar.

(a) Case 1

(b) Case 2 (i)

(c) Case 2 (ii)

(d) Case 3

Figure A.1: Reduction graphs for Lemma 49.2.
case 4 This case cannot occur between a $\overrightarrow{\mathrm{C}}$ and a $\overrightarrow{\mathrm{AD}}$ redex (see [Mil04]).
case 5 This case cannot occur between a $\overrightarrow{\mathrm{C}}$ and a $\overrightarrow{\mathrm{AD}}$ redex (see [Mil04]).

## A. 2 Properties of reduction in $\Lambda_{\text {sub }}$

This section contains examples of properties in $\Lambda_{\text {sub }}$ relevant to the proof of PSN.
Example 50 ( $\overrightarrow{\mathrm{D}}$ is necessary for some infinite sequences.). All variables below are distinct.

$$
\begin{array}{ll} 
& ((\lambda x . \lambda y \cdot y y) z)(\lambda v . v v) \\
\overrightarrow{\mathrm{A}} \quad & ((\lambda y \cdot y y)\langle x:=z\rangle)(\lambda v . v v) \\
\overrightarrow{\mathrm{D}} \quad & (\lambda y \cdot y y)(\lambda v . v v)
\end{array}
$$

Example 51 ( $\underset{\mathrm{D}}{ }$ does not preserve bigSN $\mathrm{A}_{\mathrm{A}}$.). All variables below are distinct.

$$
\begin{array}{ll} 
& ((\lambda y \cdot(\lambda x . z)) w)(\Omega) \\
\overrightarrow{\mathrm{A}} & ((\lambda x . z)\langle y:=w\rangle)(\Omega) \equiv M \\
\overrightarrow{\mathrm{D}} \quad & ((\lambda x . z))(\Omega) \equiv M^{\prime} \\
\overrightarrow{\mathrm{A}} \quad & z\langle x:=\Omega\rangle
\end{array}
$$

$\operatorname{preSN}(M)$ and since $M$ has no $\overrightarrow{\mathrm{A}}$ redexes, $\operatorname{bigSN}_{\mathrm{A}}(M)$. However, the $\overrightarrow{\mathrm{D}}$ reduction creates $a \overrightarrow{\mathrm{~A}}$ redex outside substitution in $M^{\prime}$ such that $\operatorname{bigSN}_{\mathrm{A}}\left(M^{\prime}\right)$ is false.

Example 52 ( $\overrightarrow{\mathrm{C}}$ does not preserve bigSN $_{\mathrm{AD}}$.). Consider the sequence

$$
\begin{aligned}
M & \equiv((x)(\Omega))\langle x:=\lambda w \cdot y\rangle \\
& \overrightarrow{\mathrm{C}}\left(\left(\lambda w^{\prime} \cdot y\right)(\Omega)\right)\langle x:=\lambda w \cdot y\rangle \\
& \overrightarrow{\mathrm{A}} \quad y\left\langle w^{\prime}:=\Omega\right\rangle\langle x:=\lambda w \cdot y\rangle .
\end{aligned}
$$

with distinct variables. $\operatorname{bigSN}_{\mathrm{AD}}(M)$, but the $\overrightarrow{\mathrm{C}}$ reduct of $M$ does not satisfy bigSN AD . What happens here is that a subterm of $M$ which is not strongly normalising is moved inside a substitution by a combination of a $\overrightarrow{\mathrm{C}}$ creating $a \overrightarrow{\mathrm{~A}}$ redex followed by the firing of the latter redex. If we replace $\lambda w . y$ with $(\lambda w . y)\langle u:=P\rangle, u \neq y$, then the $\overrightarrow{\mathrm{C}}$ reduction creates an outer $\overrightarrow{\mathrm{D}}$ redex leading to a similar situation. These situations are analogous to the sequence

$$
\begin{array}{rll}
M & \equiv & (\lambda x \cdot M)(\Omega) \\
& \overrightarrow{\mathrm{b}} & M\langle x:=\Omega\rangle .
\end{array}
$$

in $\lambda \mathrm{xgc}$ which shows that subSN is not generally preserved by $\overrightarrow{\mathrm{bxgc}}$.

## A. 3 Interleaving $\beta$-reductions in $\Lambda_{\text {sub }}$

Take the term $(\lambda x .(\lambda y . x y) z) w$ with two $\beta$-redexes. It has the reduction graph in Figure A.2.


Figure A.2: Reduction graph of $(\lambda x .(\lambda y . x y) z) w$ in the $\lambda$-calculus
In $\Lambda_{\text {sub }}$, a $\beta$-reduction corresponds to a sequence of reductions. These reductions may interleave as in Figure A.3. In the figure, the outer reduction paths correspond to the firing of one $\beta$-reduction after the other. The terms on the inside of the graph are terms where both $\beta$-reductions have been partially completed.


Figure A.3: Reduction graph of $(\lambda x .(\lambda y \cdot x y) z) w$ in $\Lambda_{\text {sub }}$

## A. 4 Contraction graphs

$\lambda l \mathrm{xr}$ has three explicit constructors - explicit substitutions, weakenings, and contractions. The first is familiar and the second is uncomplicated. Contractions are not complicated but we found that a graphical representation aided our initial reasoning by providing some visual proofs. In this section, we present this representation of the contractions of a $\lambda l \mathrm{xr}$ term.

Contractions are used to provide linearity when multiple occurrences of a free variable $x$ exist in a term by renaming the occurrences and then 'aliasing' them to $x$. For example, the $\lambda$-term $x x$ is encoded in $\lambda$ lxr as $\mathcal{A}(x x) \equiv C_{x}^{x_{1}, x_{2}}\left(x_{1} x_{2}\right)$. In general, $n-1$ contractions are needed to 'linearise' $n$ free occurrences of some variable. For example,

$$
\begin{gathered}
\mathcal{A}(((x x) x) x)=C_{x}^{x l_{1}, x_{4}}\left(C_{x l_{1}, x_{3}}^{x l_{2}}\left(C_{x l_{2}}^{x_{1}, x_{2}}\left(x_{1}, x_{2}\right) x_{3}\right) x_{4}\right), \\
\mathcal{A}((x x)(x x))=C_{x}^{x l_{1}, x l_{2}}\left(C_{x l_{1}}^{x_{1}, x_{2}}\left(x_{1} x_{2}\right) C_{x l_{2}}^{x_{3}, x_{4}}\left(x_{3} x_{4}\right)\right) .
\end{gathered}
$$

We have adopted some conventions in the examples above which we typically use in this document. We label the contractions in such a way that the variables which stand for $x$ (which we call aliases here) are indexed numerically from innermost to outermost, left to right. There are special labels which tie the contractions together which we label as $x l$ indexed with some integer. We adopt these conventions for our graphical representation below.

A contraction $C_{x}^{x_{1}, x_{2}}$ may be represented as a tree

with the 'real' variable on top, the first alias below to the left, and the second alias below to the right. In any term $M$, there is an obvious nesting structure to contractions given by the abstract syntax tree of $M$. For example, in the encoding of $((x x) x) x$ above, $C_{x}^{x l_{1}, x_{4}}$ lies above $C_{x l_{1}}^{x l_{2}, x_{3}} . C_{x}^{x l_{1}, x_{4}}$ is also connected in some way to $C_{x l_{1}}^{x l_{2}, x_{3}}$ $-x l_{1}$ is a free name of the second contraction which is bound in the first contraction. We can therefore directly represent the contraction substructure of a term graphically using forests of binary trees where the root node of a tree represents an 'actual' variable name $x$, the leaf nodes represent variables in $M$, and the other nodes link these variables ultimately to $x$. We call these forest representations contraction graphs.

For example, the contraction graph of $\mathcal{A}(((x x) x) x)$ may be visualised as

and the contraction graph of $\mathcal{A}((x x)(x x))$ as


We call the nodes which are neither leaves nor the root links.
We find it useful to depict when contractions lie directly beneath each other. For example, in the term

$$
\mathcal{A}((y(x x))(x x))=C_{x}^{x l_{1}, x l_{2}}\left(\left(y C_{x l_{1}}^{x_{1}, x_{2}}\left(x_{1} x_{2}\right)\right) C_{x l_{2}}^{x_{3}, x_{4}}\left(x_{3} x_{4}\right)\right),
$$

$C_{x l_{2}}^{x_{3}, x_{4}}$ lies directly under $C_{x}^{x l_{1}, x l_{2}}$ whereas $C_{x l_{1}}^{x_{1}, x_{2}}$ does not. When a contraction lies directly under its parent contraction in a term, we indicate this in the graph by decorating the free variable of the inside contraction with a hat ( ${ }^{\wedge}$ ) so that the contraction graph of this example is



Figure A.4: Graphical representations of $\equiv_{C 1 c}$ and $\equiv_{A}$

Using this representation, we can depict the congruences $\equiv_{C 1 c}$ and $\equiv_{A}$ as in Figure A.4. The congruence $\equiv_{C 1 c}$ is visualised by swapping the branches below $x$. The congruence $\equiv_{A}$ is visualised by swapping the labels of leaf nodes one generation apart (when the parent of the younger nodes is wearing its hat). The congruence $\equiv_{C 2 c}$ involves contractions in different trees of the forest and so is not explicitly represented in a contraction graph.

These representations of the congruences may allow easily understood visual proofs involving $\equiv_{A}$ and $\equiv_{C 1}$. For example, the proof of the equivalence

$$
\begin{array}{cl} 
& C_{x}^{x_{1}, x l_{1}} C_{x l_{1}}^{x_{2}, x_{3}}\left(x_{1}\left(x_{2} x_{3}\right)\right) \\
\equiv_{C 1 c} & C_{x}^{x l_{1}, x_{1}} C_{x l_{1}}^{x_{2}, x_{3}}\left(x_{1}\left(x_{2} x_{3}\right)\right) \\
\equiv_{A} & C_{x}^{x l_{1}, x_{3}} C_{x l_{1}}^{x_{2}, x_{1}}\left(x_{1}\left(x_{2} x_{3}\right)\right) \\
\equiv_{C 1 c} & C_{x}^{x l_{1}, x_{3}} C_{x l_{1}}^{x_{1}, x_{2}}\left(x_{1}\left(x_{2} x_{3}\right)\right)
\end{array}
$$

can be read off the diagram below.


Finally, we can extend this representation to depict how a substitution propagates down through contractions in a term via the $\longrightarrow_{C o n t 1}$ rule as in Figure A.5, where the first three right hand side graphs correspond to the left hand side graphs after a $\longrightarrow_{\text {Cont } 1}$ reduction and the last two graphs represent a 'tidying up' of the contraction graph.

Using this representation, the contraction graphs of the reduction sequence

$$
\begin{array}{ll} 
& C_{x}^{x_{1}, x l_{1}}\left(x_{1} C_{x l_{1}}^{x_{2}, x 3}\left(x_{2} x_{3}\right)\right)\langle x:=N\rangle \\
\longrightarrow_{\text {Cont } 1} & C_{\Phi}^{\Phi_{1}, \Phi l_{1}}\left(\left(x_{1} C_{x l_{1}}^{x_{2}, x 3}\left(x_{2} x_{3}\right)\right)\left\langle x_{1}:=N_{1}\right\rangle\left\langle x l_{1}:=N l_{1}\right\rangle\right) \\
\longrightarrow_{A p p 1} & C_{\Phi}^{\Phi_{1}, \Phi l_{1}}\left(\left(x_{1}\left\langle x_{1}:=N_{1}\right\rangle C_{x l_{1}}^{x_{2}, x 3}\left(x_{2} x_{3}\right)\right)\left\langle x l_{1}:=N l_{1}\right\rangle\right) \\
\longrightarrow_{A p p 2} & C_{\Phi}^{\Phi_{1}, \Phi l_{1}}\left(x_{1}\left\langle x_{1}:=N_{1}\right\rangle C_{x l_{1}}^{x_{2}, x 3}\left(x_{2} x_{3}\right)\left\langle x l_{1}:=N l_{1}\right\rangle\right) \\
\longrightarrow_{\text {Cont } 1} & C_{\Phi}^{\Phi_{1}, \Phi l_{1}}\left(x_{1}\left\langle x_{1}:=N_{1}\right\rangle C_{\Phi l_{1}}^{\Phi_{2}, \Phi_{3}}\left(\left(x_{2} x_{3}\right)\left\langle x_{2}:=N_{2}\right\rangle\left\langle x_{3}:=N_{3}\right\rangle\right)\right)  \tag{3}\\
\longrightarrow^{*} & C_{\Phi}^{\Phi_{1}, \Phi l_{1}}\left(x_{1}\left\langle x_{1}:=N_{1}\right\rangle C_{\Phi l_{1}}^{\Phi_{2}, \Phi_{3}}\left(x_{2}\left\langle x_{2}:=N_{2}\right\rangle x_{3}\left\langle x_{3}:=N_{3}\right\rangle\right)\right)
\end{array}
$$

are given in Figure A.6.


Figure A.5: Substitutions propagating through contraction graphs
$x \leftarrow\langle x:=Q\rangle$

$\widehat{x_{2} \quad x_{3}}$
(2)

(1)
(3)

$$
\begin{gathered}
\text { where } \Phi=\mathrm{fv}(N), N_{1}=R_{\Phi_{1}}^{\Phi} N, N l_{1}=R_{\Phi l_{1}}^{\Phi} N \\
\Phi l_{1}=\mathrm{fv}\left(N l_{1}\right), N_{2}=R_{\Phi_{2}}^{\Phi l_{1}} R_{\Phi l_{1}}^{\Phi} N=R_{\Phi_{2}}^{\Phi} N, N_{3}=R_{\Phi_{3}}^{\Phi} N .
\end{gathered}
$$

Figure A.6: A substitution distributing through some contractions


[^0]:    ${ }^{1}$ At the time of writing, this work was being revised.

[^1]:    Abstract syntax tree A bigraph may be partially represented by a sort of abstract syntax tree based on the place graph, where composition represents nesting and prime product represents branching. For example, the encoding of a $\lambda$-term in ' $\Lambda$ big can be represented as in Figure 1.1. The dotted lines link free occurrences to names (at the top of the figure) or represent a binding (the curved line).

    With this representation, the abstract syntax tree of a $\lambda$-term closely matches this 'abstract syntax tree of composition' in ' $\Lambda$ BIG, suggesting that the encoding is indeed very natural and not forced.

[^2]:    ${ }^{1}$ This idea of 'design patterns for bigraphs' is something that Troels C. Damgaard has discussed on several occasions.

[^3]:    ${ }^{2}$ Fernández and Mackie [FM99] used these notions in earlier work.
    ${ }^{3}$ Bigraph theory has used ideas from interaction nets. We refer the reader to Leifer and Milner's arithmetic nets [LM04] and the bigraphical nets of Fernández, Mackie, and Sinot [FMS06] for further links between the theories.

[^4]:    ${ }^{1}$ A bigraphical proof would consist of a case split over the possible overlappings. There are two non-trivial possibilities. Either both redexes are independent or one lies entirely within the other. The first case yields the diamond property [Mil04]. It should be trivial to prove the same for the second case using Milner's theorems in that text.

[^5]:    ${ }^{2}$ Thanks to Thomas Hildebrandt for explaining this case to me.

[^6]:    ${ }^{3}$ There is an extension $\lambda \mathrm{xc}^{-}$of $\lambda \mathrm{xgc}$ which has weak (i.e. conditional) composition of substitutions and retains PSN. See [BG99, Blo97] and Section 2.3.5 for details.

[^7]:    ${ }^{4}$ Put another way, $\langle w:=P\rangle$ is not a top-level substitution.
    ${ }^{5}$ In Bloo's terminology [Blo97], we would say that $M$ is decent.

[^8]:    ${ }^{6}$ Bloo denotes this set as $\lambda x^{<\infty}$ - we use $\Lambda x^{<\infty}$ to keep our notation consistent.

[^9]:    ${ }^{7}$ This is not true for $\Lambda_{\text {sub }}$ and this case breaks the lemma for that calculus.

[^10]:    ${ }^{8}$ This case breaks this theorem for $\Lambda_{\mathrm{sub}}$ - consider the term $M\langle y:=x(\lambda v \cdot v v)\rangle\langle x:=\lambda w \cdot w w\rangle$ and the obvious $\quad \overrightarrow{\mathrm{C}}$ reduction which does not preserve subSN.

[^11]:    ${ }^{9}$ We feel that bigSN AD is a preferable definition to bigSN ACD as $\overrightarrow{\mathrm{AD}} \mathrm{SN}$

[^12]:    ${ }^{10}$ The condition is necessary: consider $(y x)\langle x:=N\rangle\langle y:=P\rangle \longrightarrow(y x)\langle x:=N\langle y:=P\rangle\rangle$.

[^13]:    ${ }^{11}$ Open confluence means that the reduction system is confluent on terms with or without metavariables (open terms). Closed confluence means that the reduction system is confluent on terms without metavariables. Section 2.1 proves closed confluence for $\Lambda_{\text {sub }}$.
    ${ }^{12}$ The substitution calculus of $\Lambda_{\text {sub }}$ is $\overrightarrow{\mathrm{CD}}$ which is terminating (Proposition 1.3).
    ${ }^{13}$ The former reference also contains a summary of calculi which have PSN (although not FCS), the methods of retaining PSN, and the limitations that these methods impose.
    ${ }^{14}$ For historical reasons, we note that they were created independently around the same period (the draft paper in which $\Lambda_{\text {sub }}$ originated was circulated in 2004).

[^14]:    ${ }^{15}$ Well, almost. We have omitted some contractions concerning free variables in the substitutions with binders $\Phi^{\prime}, \Xi_{P}$, and $\Theta_{Q}$ for clarity but Proposition 35 can justify this decision.

[^15]:    ${ }^{16}$ Stéphane Lengrand has since suggested a relation with less rules, replacing the condition $x \in \mathrm{fv}(M)$ in two of the rules with $x \in \mathrm{fv}(m)$ and removing the two rules with the condition $x \notin \mathrm{fv}(M)$.

