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#### Abstract

We consider static one dimensional range searching problems. These problems are to build static data structures for an integer set $S \subseteq U$, where $U=\left\{0,1, \ldots, 2^{w}-1\right\}$, which support various queries for integer intervals of $U$. For the query of reporting all integers in $S$ contained within a query interval, we present an optimal data structure with linear space cost and with query time linear in the number of integers reported. This result holds in the unit cost RAM model with word size $w$ and a standard instruction set. We also present a linear space data structure for approximate range counting. A range counting query for an interval returns the number of integers in $S$ contained within the interval. For any constant $\varepsilon>0$, our range counting data structure returns in constant time an approximate answer which is within a factor of at most $1+\varepsilon$ of the correct answer.


[^0]
## 1 Introduction

Let $S$ be a subset of the universe $U=\left\{0,1, \ldots, 2^{w}-1\right\}$ for some parameter $w$. We consider static data structures for storing the set $S$ such that various types of range search queries can be answered for $S$. Our bounds are valid in the standard unit cost RAM with word size $w$ and a standard instruction set. We present an optimal data structure for the fundamental problem of reporting all elements from $S$ contained within a given query interval. We also provide a data structure that supports an approximate range counting query and show how this can be applied for multi-dimensional orthogonal range searching. In particular, we provide new results for the following query operations.

FindAny $(a, b), a, b \in U$ : Report any element in $S \cap[a, b]$ or $\perp$ if there is no such element.
$\operatorname{Report}(a, b), a, b \in U: \operatorname{Report}$ all elements in $S \cap[a, b]$.
$\operatorname{Count}_{\varepsilon}(a, b), a, b \in U, \varepsilon \geq 0$ : Return an integer $k$ such that $|S \cap[a, b]| \leq k \leq(1+\varepsilon)|S \cap[a, b]|$.
Let $n$ denote the size of $S$ and let $u=2^{w}$ denote the size of universe $U$. Our main result is a static data structure with $O(n)$ space cost that supports the query FindAny in constant time. As a corollary, the data structure allows Report in time $\mathrm{O}(k)$, where $k$ is the number of elements to be reported.

Furthermore, we give linear space structures for the approximate range counting problem. That is, for any constant $\varepsilon>0$, we present a data structure that supports Count in $^{\text {in }}$ constant time and uses $O(n)$ space.

The preprocessing time for the mentioned data structures is expected time $\mathrm{O}(n \sqrt{\log u})$.

### 1.1 Related work

Efficient static data structures for range searching have been studied intensively over the past 30 years, for surveys and books see e.g. [1, 18, 20]. In one dimension there has been much focus on the following two fundamental problems: the membership problem and the predecessor problem. These problems address the following queries respectively:
$\operatorname{Member}(a), a \in U:$ Return yes iff $a \in S$.
$\operatorname{Pred}(a), a \in U:$ Return the predecessor of $a$, i.e., $\max (S \cap[0, a])$ or $\perp$ if there are no such element.

The Member query is easily solved by FindAny, Report or Count ${ }_{\varepsilon}$ by restricting the query to unit size. On the other hand, it is straightforward to compute these three queries by at most two predecessor queries given an additional sorted (relative to $U$ ) list of the points $S$, where each point is associated its list rank.

An information theoretic lower bound implies that any data structure supporting any of the above queries, including Member, requires at least $\log \binom{u}{n}$ bits, i.e., has linear space cost in terms of $w=\log u$ bit words for $n \leq u^{1-\Omega(1)}$. In [12], Fredman, Komlós and Szemeredi give an optimal solution for the static membership problem, which supports Member in constant time and with space cost $O(n)$. In contrast, the predecessor problem does not permit a data structure with constant query time for a space cost bounded by $n^{\mathrm{O}(1)}$. This was first proved by Ajtai [3], and later Beame and Fich [8] improved Ajtai's lower bound and in addition gave a
matching upper bound of $\mathrm{O}(\min (\log \log u / \log \log \log u, \sqrt{\log n / \log \log n}))$ on the query time for space cost $\mathrm{O}\left(n^{1+\delta}\right)$ for any constant $\delta>0$. Beam and Fich's lower bound holds for exact counting queries, i.e., Count ${ }_{\varepsilon}$ where $\varepsilon=0$. Our result shows that it is possible to circumvent this lower bound by allowing a slack in the precision of the result of the queries.

For data structures with linear space cost, Willard [24] provides a data structure with time $\mathrm{O}(\log \log u)$ for predecessor queries. Andersson and Thorup [7] show how to obtain a dynamic predecessor query with bounds $\mathrm{O}(\min (\log \log u \cdot \log \log n / \log \log \log u, \sqrt{\log n / \log \log n}))$. For linear space cost, these bounds were previously also the best known for the queries FindAny, Report and Count ${ }_{\varepsilon}$. However, for superlinear space cost, Miltersen et al. [19] provide a data structure which achieves constant time for FindAny with space cost $\mathrm{O}(n \log u)$. Miltersen et al. also show that testing for emptiness of a rectangle in two dimensions is as hard as exact counting in one dimension. Hence, there is no hope of achieving constant query time for any of the above query variants including approximate range counting for two dimensions using space at most $n^{\mathrm{O}(1)}$.

Approximate data structures Several papers discuss the approach of obtaining a speed-up of a data structure by allowing slack of precision in the answers. In [17], Matias et al. study an approximate variant of the dynamic predecessor problem, in which an answer to a predecessor query is allowed to be within a multiplicative or additive error relative to the correct universe position of the answer. They give several applications of this data structure. In particular, its use for prototypical algorithms, including Prim's minimum spanning tree algorithm and Dijkstra's shortest path algorithm. The papers [4] and [6] provide approximate data structures for other closely related problems, e.g., for nearest neighbor searching, dynamic indexed lists, and dynamic subset rank.

An important application of our approximate data structure is the static $d$-dimensional orthogonal range searching problem. The problem is given a set of points in $U^{d}$, to compute a query for the points lying in a $d$-dimensional box $R=\left[a_{1}, b_{1}\right] \times \cdots \times\left[a_{d}, b_{d}\right]$. Known data structures providing sublinear search time have space cost growing exponential with the dimension $d$. This is known as the "curse of dimensionality" [9]. Hence, for $d$ of moderate size, a query is often most efficiently computed by a linear scan of the input. A straightforward optimization of this approach using space $O(d n)$ is to keep the points sorted by each of the $d$ coordinates. Then, for a given query, we can restrict the scan to the dimension $i$, where fewest points in $S$ have the $i$ th coordinate within the interval $\left[a_{i}, b_{i}\right]$. This approach leeds to a time cost of $O(d t(n)+o p t)$ where opt is the number of points to be scanned and $t(n)$ is the time to compute a range counting query for a given dimension. Using the previous best data structures for the exact range counting problem, this approach has a time cost of $\mathrm{O}(d \min (\log \log u, \sqrt{\log n / \log \log n})+$ opt $)$. Using our data structure supporting Count ${ }_{\varepsilon}$ and FindAny, we improve the time for this approach to optimal time $\mathrm{O}(d+\operatorname{opt}(1+\epsilon))=\mathrm{O}(d+\mathrm{opt})$ within the same space cost. A linear scan behaves well in computational models, which consider a memory hierarchy, see [2]. Hence, even for large values of opt, it is likely that the computation needed to determine the dimension for the scan majorizes the overall time cost.

### 1.2 Organization

The paper is organized as follows: In Section 2 we define our model of computation and the problems we consider, and state definitions and known results needed in our data structures. In Section 3 we describe our data structure for the range reporting problem, and in Section 4 we describe how to preprocess and build it. Finally, in Section 5 we describe how to extend the range reporting data structure to support approximate range counting queries.

## 2 Preliminaries

A query Report $(a, b)$ can be implemented by first querying FindAny ( $a, b$ ). If an $x \in S \cap[a, b]$ is returned, we report the result of recursively applying $\operatorname{Report}(a, x-1)$, then $x$, and the result of recursively applying $\operatorname{Report}(x+1, b)$. Otherwise the empty set is returned. Code for the reduction is given in Figure 2. If $k$ elements are returned, a straightforward induction shows that there are $2 k+1$ recursive calls to Report, i.e. at most $2 k+1$ calls to FindAny, and we have therefore the following lemma.

Lemma 1 If FindAny is supported in time at most t, then Report can be supported in time $\mathrm{O}(t$. $k$ ), where $k$ is the number of elements reported.

The model of computation, we assume throughout this paper, is a unit cost RAM with word size $w$ bits, where the set of instructions includes the standard boolean operations on words, the arbitrary shifting of words, and the multiplication of two words. We assume that the model has access to a sequence of truly random bits.

For our constructions we need the following definitions and results. Given two words $x$ and $y$, we let $x \oplus y$ denote the binary exclusive-or of $x$ and $y$. If $x$ is a $w$ bit word and $i$ a nonnegative integer, we let $x \downarrow i$ and $x \uparrow i$ denote the rightmost $w$ bits of the result of shifting $x i$ bits to the right and $i$ bits to the left respectively, i.e. $x \downarrow i=x$ div $2^{i}$ and $x \uparrow i=\left(x \cdot 2^{i}\right) \bmod 2^{w}$. For a word $x$, we let $\operatorname{msb}(x)$ denote the most significant bit position in $x$ that contains a one, i.e. $\operatorname{msb}(x)=\max \left\{i \mid 2^{i} \leq x\right\}$ for $x \neq 0$. We define $\operatorname{msb}(0)=0$. Fredman and Willard in [13] describe how to compute msb in constant time.

Theorem 1 (Fredman and Willard [13]) Given a wit word $x$, the index $\operatorname{msb}(x)$ can be computed in constant time, provided a constant number of words is known which only depend on the word size $w$.

Essential to our range reporting data structure is the efficient and compact implementation of sparse arrays. We define a sparse array to be a static array where only a limited number of entries are initialized to contain specific values. All other entries may contain arbitrary information, and crucial for achieving the compact representation: It is not possible to distinguish initialized and not initialized entries. For the implementation of sparse arrays we will adopt the following definition and result about perfect hash functions.

Definition 1 A function $h:[m] \rightarrow[\ell]$ is perfect for a set $S \subseteq[m]$ if $h$ is 1-1 on $S$. A family $\mathcal{H}$ is an ( $m, n, \ell$ )-family of perfect hash functions, if for all subsets $S \subseteq[m]$ of size $n$ there is a function $h \in \mathcal{H}:[m] \rightarrow[\ell]$ that is perfect for $S$.

The question of representing efficiently families of perfect hash functions has been throughly studied. Schmidt and Siegel [21] described an $(m, n, \mathrm{O}(n)$ )-family of perfect hash functions where each hash function can be represented by $\Theta(n+\log \log m)$ bits. Jacobs and van Emde Boas [16] gave a simpler solution requiring $O(n \log \log n+\log \log m)$ bits in the standard unit cost RAM model augmented with multiplicative arithmetic. Jacobs and van Emde Boas result suffices for our purposes. The construction in [16] makes repeated use of the data structure in [12] where some primes are assumed to be known. By replacing the applications of the data structures from [12] with applications of the data structure from [10], the randomized construction time in Theorem 2 follows immediately.

Theorem 2 (Jacobs and van Emde Boas [16]) There is an ( $m, n, \mathrm{O}(n)$ )-family of perfect hash functions $\mathcal{H}$ such that any hash function $h \in \mathcal{H}$ can be represented in $\Theta((n \log \log n) / w)$ words and evaluated in constant time for $m \leq 2^{w}$. The perfect hash function can be constructed in expected time $\mathrm{O}(n)$.

A sparse array $A$ can be implemented using a perfect hash function as follows. Assume $A$ has size $m$ and contains $n$ initialized entries each storing $b$ bits of information. Using a perfect hash function $h$ for the $n$ initialized indices of $A$, we can store the $n$ initialized entries of $A$ in an array $B$ of size $n$, such that $A[i]=B[h(i)]$ for each initialized entry $A[i]$. If $A[i]$ is not initialized, $B[h(i)]$ is an arbitrary of the $n$ initialized entries (depending on the choice of $h$ ). From Theorem 2 we immediately have the following corollary.

Corollary 1 A sparse array of size $m$ with $n$ initialized entries each containing b bits of information can with expected preprocessing time $\mathrm{O}(n)$ be stored using space $\mathrm{O}(n \cdot b / w)$ words, and lookups are supported in constant time, if $\log \log n \leq b \leq w$ and $m \leq 2^{w}$.

For the approximate range counting data structure in Section 5 we need the following result achieved by Fredman and Willard for storing small sets (in [14] denoted Q-heaps; these are actually dynamic data structures, but we only need their static properties). For a set $S$ and an element $x$ we define $\operatorname{rank}_{S}(x)=|\{y \in S \mid y \leq x\}|$.

Theorem 3 (Fredman and Willard [14]) Let S be a set of $w$ bit words and an integer $n$, where $|S| \leq(\log n)^{1 / 4}$ and $\log n \leq w$. Using time $\mathrm{O}(|S|)$ and space $\mathrm{O}(|S|)$ words, a data structure can be constructed that supports $\operatorname{rank}_{S}(x)$ queries in constant time, given the availability of a table requiring space and preprocessing time $\mathrm{O}(n)$.

The result of Theorem 3 can be extended to sets of size $(\log n)^{c}$ for any constant $c>0$, by constructing a $(\log n)^{1 / 4}$-ary search tree of height $4 c$ with the elements of $S$ stored at the leaves together with their rank in $S$, and where internal nodes are represented by the data structures of Theorem 3. Top-down searches then take time proportional to the height of the tree.

Corollary 2 Let $c>0$ be fixed constant and $S$ a set of $w$ bit words and an integer $n$, where $|S| \leq(\log n)^{c}$ and $\log n \leq w$. Using time $\mathrm{O}(|S|)$ and space $\mathrm{O}(|S|)$ words, a data structure can be constructed that supports predecessor queries in constant time, given the availability of a table requiring space and preprocessing time $\mathrm{O}(n)$.


Figure 1: The binary tree $T$ for the case $w=4, S=\{3,6,7,12,14\}$, and $H=2$. The set $S$ induces the sets $P=\{1,2,3,4,5,7,9,11,14,15\}$ and $V=\{1,2,7,11\}$, and the two sparse arrays $B$ and $D$.

## 3 Range reporting data structure

In this section we describe a data structure supporting FindAny $(a, b)$ queries in constant time. The basic component of the data structure is (the implicitly representation of) a perfect binary tree $T$ with $2^{w}$ leaves, i.e. a binary tree where all leaves have depth $w$, if the root has depth zero. The leaves are numbered from left-to-right [ $2^{w}$ ], and the internal nodes of $T$ are numbered $1, \ldots, n-1$. The root is the first node and the children of node $v$ are nodes $2 v$ and $2 v+1$, i.e. like the numbering of nodes in an implicit binary heap [11, 25]. Figure 1 shows the numbering of the nodes for the case $w=4$. The tree $T$ has the following properties (see [15]):

Fact 1 The depth of an internal node $v$ is $\operatorname{msb}(v)$, and the $d^{\text {th }}$ ancestor of $v$ is $v \downarrow d$, for $0 \leq$ $d \leq \operatorname{depth}(v)$. The parent of leaf $a$ is the internal node $2^{w-1}+(a \downarrow 1)$, for $0 \leq a<2^{w}$. For $0 \leq a<b<2^{w}$, the nearest common ancestor of the leaves $a$ and $b$ is the $1+\operatorname{msb}(a \oplus b)^{\text {th }}$ ancestor of the leaves $a$ and $b$.

For a node $v$ in $T$, we let left $(v)$ and $\operatorname{right}(v)$ denote the left and right children of $v$, and we let $T_{v}$ denote the subtree rooted at $v$ and $S_{v}$ denote the subset of $S$ where $x \in S_{v}$ if, and only if, $x \in S$, and leaf $x$ is a descendent of $v$. We let $P$ be the subtree of $T$ consisting of the union of the internal nodes on the paths from the root to the leaves in $S$, and we let $V$ be the subset of $P$ consisting of the root of $T$ and the nodes where both children are in $P$. We denote $V$ the set of branching nodes. Since each leaf-to-root path in $T$ contains $w$ internal nodes, we have $|P| \leq n \cdot w$, and since $V$ contains the root and the set of nodes of degree two in the subtree defined by $P$, we have $|V|=n-1$, if both children of the root are in $P$ and otherwise $|V|=n$.

To answer a query Find $\operatorname{Any}(a, b)$, the basic idea is to compute the nearest common ancestor $v$ of the nodes $a$ and $b$ in constant time. If $S \cap[a, b] \neq \emptyset$, then either max $S_{\operatorname{left}(v)}$ or min $S_{\mathrm{right}(v)}$ is contained in $[a, b]$, since $[a, b]$ is contained within the interval spanned by $v$, and $a$ and $b$ are spanned by the left and right child of $v$ respectively. Otherwise whatever computation we do cannot identify an integer in $S \cap[a, b]$. At most $n w$ nodes satisfy $S_{v} \neq \emptyset$. E.g. to compute FindAny $(8,13)$, we have $v=3$, $\max S_{\text {left }(v)}=\max S_{6}=\perp$, and $\min S_{\text {right }(v)}=\min S_{7}=12$. By storing these nodes in a sparse array together with min $S_{v}$ and max $S_{v}$, we obtain a data structure using space $\mathrm{O}(n w)$ words, which supports FindAny

```
Proc Report \((a, b)\)
    \(x=\) FindAny \((a, b)\)
    if \(x \neq \perp\) then
        Report \((a, x-1)\)
    output( \(x\) )
    \(\operatorname{Report}(x+1, b)\)
Proc FindAny \((a, b)\)
    if \(a \leq b\) then
        \(H=1 \uparrow(\operatorname{msb}(w) \downarrow 1)\)
        \(d=\operatorname{msb}(a \oplus b)\)
        \(u=((1 \uparrow(w-1))+(a \downarrow 1)) \downarrow d\)
        \(z=u \downarrow((w-1-d) \wedge(H-1))\)
        \(v=B[z] ? V[u \downarrow \mathrm{D}[u]]: V[z \downarrow \mathrm{D}[z]]\)
        for \(x \in\{v\).left. \(m, v\).left. \(M, v\).right. \(m, v\).right. \(M\}\)
            if \(x \in[a, b]\) then return \(x\)
    return \(\perp\)
```

Figure 2: Implementation of the queries Report and FindAny.
in constant time. In the following we describe how to reduce the space usage of this approach to $\mathrm{O}(n)$ words.

We consider the tree $T$ as partitioned into a set of layers each consisting of $H$ consecutive levels of $T$, where $H=1 \uparrow(\operatorname{msb}(w) \downarrow 1)$, i.e. $H=2^{\left\lfloor\frac{1}{2} \log w\right\rfloor}$, or equivalently $H$ is the power of two, where $\frac{1}{2} \sqrt{w}<H \leq \sqrt{w}$. For a node $u$, we let $\pi(u)$ denote the nearest ancestor $z$ of $u$, such that $\operatorname{depth}(z) \bmod H=0$. If $\operatorname{depth}(u) \bmod H=0$, then $\pi(u)=u$. Since $H$ is a power of 2 , we can compute $x \bmod H$ as $x \wedge(H-1)$, i.e. for an internal node $u$, we can compute $\pi(u)=u \downarrow(\operatorname{depth}(u) \wedge(H-1))$. E.g. in Figure 1, $H=2$ and $\pi(9)=9 \downarrow(3 \wedge(2-1))=$ $9 \downarrow 1=4$.

The data structure for the set $S$ consists of three sparse arrays $B, D$, and $V$, each being implemented according to Corollary 1 . The arrays $B$ and $D$ will be used to find the nearest ancestor of a node in $P$ that is a branching node.
$B$ : A bit-vector that for each node $z$ in $P$ with $\pi(z)=z$ (or equivalently $\operatorname{depth}(z) \bmod H=$ 0 ), has $B[z]=1$ if, and only if, there exists a node $u$ in $V$ with $\pi(u)=z$.
$D$ : A vector that for each node $u$ in $P$ where $\pi(u)=u$ or $B[\pi(u)]=1$ stores the distance to the nearest ancestor $v$ in $V$ of $u$, i.e. $D[u]=\operatorname{depth}(v)-\operatorname{depth}(u)$.
$V:$ A vector that for each branching node $v$ in $V$ stores a record with the fields: left, right, $m$ and $M$, where $V[v] . m=\min S_{v}$ and $V[v] . M=\max S_{v}$ and left (and right respectively) is a pointer to the record of the nearest descendent $u$ in $V$ of $v$ in the left (and right respectively) subtree of $v$. If no such $u$ exists, then $V[v]$.left $=v$ (respectively $V[v]$.right $=v$ ).

Given the above data structure Find $\operatorname{Any}(a, b)$ can be implemented by the code in Figure 2. If $a>b$, the query immediately returns $\perp$. Otherwise the value $H$ is computed, and the
nearest common internal ancestor $u$ in $T$ of the leaves $a$ and $b$ is computed together with $z=\pi(u)$. Using $B, D$, and $V$ we then compute the nearest common ancestor branching node $v$ in $V$ of the leaves $a$ and $b$. In the computation of $v$ an error may be introduced, since the arrays $B, D$ and $V$ are only well defined for a subset of the nodes of $T$. However, as we show next, this only happens when $S \cap[a, b]=\emptyset$. Finally we check if one of the $m$ and $M$ values of $v$.left and $v$.right is in $[a, b]$. If one of the four values belongs to $[a, b]$, we return such a value. Otherwise $\perp$ is returned.

As an exampled consider the query FindAny $(8,13)$ for the set in Figure 1. Here $d=2$, $u=(8+4) \downarrow 3=3, z=3 \downarrow((3-2) \wedge 1)=3 \downarrow 1=1$. Since $B[1]=1$, we have $D[u]=1$, and $v=V[u \downarrow D[u]]=V[3 \downarrow 1]=V[1]$. The four values tested are the $m$ and $M$ values of $V[2]$ and $V[7]$, i.e. $\{3,7,12,14\}$, and we return 12.

Theorem 4 The data structure supports FindAny in constant time and Report in time $\mathrm{O}(k)$, where $k$ is the number of elements reported. The data structure requires space $\mathrm{O}(|S|)$ words.

Proof. The correctness of FindAny $(a, b)$ can be seen as follows: If $S \cap[a, b]=\emptyset$, then the algorithm returns $\perp$, since before returning an element there is a check to find if the element is contained in the interval $[a, b]$. Otherwise $S \cap[a, b] \neq \emptyset$.

If $a=b \in S$, then by Fact 1 the computed $u=2^{w-1}+a \downarrow 1$ is the parent of $a$ and $z=u \downarrow((w-1) \wedge(H-1))=u \downarrow(\operatorname{depth}(u) \bmod H)=\pi(u)$. We now argue that $v$ is the nearest ancestor node of the leaf $a$ that is a branching node. If $S_{\pi(u)}=\{a\}$, then $T_{\pi(u)} \cap V=\emptyset$ and $B[\pi(u)]=0$, and $v$ is computed as $V[\pi(u) \downarrow D[\pi(u)]]$, which by definition of $D$ is the nearest ancestor of $\pi(u)$ that is a branching node. Otherwise $\left|S_{\pi(u)}\right| \geq 2$, implying $T_{\pi(u)} \cap V \neq \emptyset$ and $B[\pi(u)]=1$. By definition $D[u]$ is then defined such that $V[u \downarrow D[u]]$ is the nearest ancestor of $u$ that is a branching node. We conclude that the computed $v$ is the nearest ancestor of the leaf $a$ that is a branching node. If the leaf $a$ is contained in the left subtree of $v$, then $v$.left $=v$ and $v . m=a$. It follows that $v$.left. $m=a$. Similarly, if the leaf $a$ is contained in the right subtree of $v$, then $v$.right. $M=a$.

For the case where $S \cap[a, b] \neq \emptyset$ and $a<b$, we have by Fact 1 that the computed node $u$ is the nearest common ancestor of the leaves $a$ and $b$, where $\operatorname{depth}(u)=w-(d+1)$, and that $z=u \downarrow((w-1-d) \wedge(H-1))=u \downarrow(\operatorname{depth}(u) \bmod H)=\pi(u)$. Similarly to the case $a=b$, we have that the computed node $v$ is the nearest ancestor of the node $u$ that is a branching node. If $v=u$, i.e. $v$ is the nearest common ancestor of the leaves $a$ and $b$, then $S_{\text {left }(v)} \cap[a, b] \neq \emptyset$ or $S_{\text {right }(v)} \cap[a, b] \neq \emptyset$. If $\left|S_{\text {left }(v)}\right| \geq 2$ and $S_{\text {left }(v)} \cap[a, b] \neq \emptyset$, then $v$.left $\neq v$ and $v$.left. $M \in[a, b]$. If $\left|S_{\text {left }(v)}\right|=1$ and $S_{\text {left }(v)} \cap[a, b] \neq \emptyset$, then $v$.left $=v$ and $v$.left. $m \in[a, b]$. Similarly if $S_{\text {right }(v)} \cap[a, b] \neq \emptyset$, then either $v$.right. $m \in[a, b]$ or $v$.right. $M \in[a, b]$. Finally we consider the case where $v \neq u$, i.e. either $u \in T_{\text {left }(v)}$ or $u \in T_{\text {right }(v)}$. If $u \in T_{\text {left }(v)}$ and $\left|S_{\text {left }(v)}\right|=1$, then $v . l$ left $=v$ and $S_{\text {left }(v)}=\{v . m\}=\{v . l$ left. $m\} \subseteq[a, b]$. Similarly if $u \in T_{\text {right }(v)}$ and $\left|S_{\text {right }(v)}\right|=1$, then $v . r i g h t=v$ and $S_{\text {right }(v)}=\{v . M\}=\{v . \operatorname{right} . M\} \subseteq[a, b]$. If $u \in T_{\text {eft }(v)}$ and $\left|S_{\text {left }(v)}\right| \geq 2$, then $T_{v \text {.left }}$ is either a subtree of $T_{\text {left }(u)}$ or $T_{\text {right }(u)}$, implying that $v$.left. $M \in[a, b]$ or $v$.left. $m \in[a, b]$ respectively. Similarly if $u \in T_{\text {right }(v)}$ and $\left|S_{\text {right }(v)}\right| \geq 2$, then either $v$.right. $M \in[a, b]$ or $v$.right. $m \in[a, b]$.

We conclude that if $S \cap[a, b] \neq \emptyset$, then FindAny returns an element in $S \cap[a, b]$.
The fact that FindAny takes constant time follows from Theorem 1 and Corollary 1, since only a constant number of boolean operations and arithmetic operations is performed plus two calls to msb and three sparse array lookups. The correctness of Report and the $O(k)$ time bound follows from Lemma 1.

The space required by the data structure depends on the size required for the three sparse arrays $B, D$, and $V$. The number of internal levels of $T$ with depth $\bmod H=0$ is $\lceil w / H\rceil$, and therefore the number of initialized entries in $B$ is at most $n\lceil w / H\rceil=\mathrm{O}(n \sqrt{w})$. Similarly, the number of initialized entries in $D$ due to $\pi(u)=u$ is at most $n\lceil w / H\rceil$. For the number of initialized entries in $D$ due to $B[\pi(u)]=1$, we observe that the subtree $\tau_{z}$ of height $H$ rooted at $z=\pi(u)$ by definition contains at least one node from $V$. If $\left|\tau_{z} \cap V\right|=s$, then $\tau_{z}$ has at most $s+1$ leaves which are nodes in $P$, and we have $\left|\tau_{z} \cap P\right| \leq(s+1) H \leq 2 H k$. Since $\tau_{z}$ contributes to $B$ with at most $2 H\left|\tau_{z} \cap V\right|$ entries and $|V| \leq n$, the total number of initialized entries contributed to $B$ due to $B[\pi(u)]=1$ is bounded by $2 H n$. The number of initialized entries in $B$ is therefore bounded by $2 H n+n\lceil w / H\rceil=\mathrm{O}(n \sqrt{w})$. Finally, by definition, $V$ contains at most $n$ initialized entries.

Each entry of $B, D$, and $V$ requires space: $1,\lceil\log w\rceil$, and $\mathrm{O}(w)$ bits respectively, and $B$, $D$, and $V$ have $O(n \sqrt{w}), O(n \sqrt{w})$, and at most $n$ initialized entries respectively. The total number of words for storing the three sparse arrays by Corollary $\mathbf{1}$ is therefore $\mathrm{O}((\log w$. $n \sqrt{w}+w \cdot n) / w)=\mathrm{O}(n)$ words. It follows that the total space required for storing the data structure is $\mathrm{O}(n)$ words.

## 4 Construction

In this section we describe how to construct the data structure of the previous section in expected time $\mathrm{O}(n \sqrt{w})$.

Theorem 5 Given an unordered set of $n$ distinct integers each of $w$ bits, the range reporting data structure in Section 3 can be constructed in expected time $\mathrm{O}(n \sqrt{w})$.

Proof. Initially $S$ can be sorted in space $\mathrm{O}(n)$ with the algorithm of Thorup [23] in time $\mathrm{O}\left(n(\log \log n)^{2}\right)=\mathrm{O}(n \sqrt{w})$ or with the randomized algorithm of Andersson et al. [5] in expected time $\mathrm{O}(n \log \log n)=\mathrm{O}(n \sqrt{w})$. Therefore without loss of generality we can assume $S=\left\{a_{1}, \ldots, a_{n}\right\}$ where $a_{i}<a_{i+1}$ for $1 \leq i<n$.

We observe that $v \in V$ if, and only if, $v$ is the root or $v$, is the nearest common ancestor of $a_{i}$ and $a_{i+1}$ for some $i$, where $1 \leq i<n$. Similarly as for the FindAny query, we can by Fact 1 find the nearest common ancestor $v_{i} \in V$ induced by $a_{i}$ and $a_{i+1}$ in constant time by the expression

$$
v_{i}=\left((1 \uparrow(w-1))+\left(a_{i} \downarrow 1\right)\right) \downarrow \operatorname{msb}\left(a_{i} \oplus a_{i+1}\right)
$$

The nodes $v \in V$ form by the pointers $v$.left and $v$.right a binary tree $T_{V}$. The defined sequence $v_{1}, \ldots, v_{n-1}$ forms an inorder traversal of $T_{V}$. Furthermore the nodes satisfy heap order with respect to their depths in $T$. Recall that $\operatorname{depth}\left(v_{i}\right)=\operatorname{msb}\left(v_{i}\right)$ can be computed in constant time.

The inorder together with the heap order on the depth of the $v_{i}$ nodes uniquely defines $T_{V}$ since these are exactly the constraints determining the shape of the treaps introduced by Seidel and Aragon [22]. By applying an $O(n)$ time treap construction algorithm [22] to $v_{1}, v_{2}, \ldots, v_{n-1}$ we get the required left and right pointers for $V$. The $m$ and $M$ fields for the nodes in $V$ can be constructed in a bottom-up traversal of $T_{V}$ in time $\mathrm{O}(n)$.

The information to be stored in the arrays $B$ and $D$ can by another traversal of $T_{V}$ be constructed in time linear in the number of nodes to be initialized. Consider an edge $(u, v)$ in $T_{V}$, where $v$ is the parent of $u$ in $T_{V}$, i.e. $v$ is the nearest ancestor node of $u$ in $T$ that is a branching node or $v$ is the root. Let $u=u_{0}, u_{1}, \ldots, u_{d}=v$ be the nodes on the path from $u$ to $v$ in $T$ such that $\operatorname{depth}\left(u_{i}\right)-\operatorname{depth}\left(u_{i+1}\right)=1$. While processing the edge $(u, v)$ we will compute the information to be stored in the sparse arrays for the nodes $u_{0}, u_{1}, \ldots, u_{d-1}$, i.e. the nodes on the path from $u$ to $v$ exclusive $v$. From the defintion of $B$ and $D$ we get the following: For the array $B$ we store $B[\pi(u)]=1$, if $\operatorname{depth}(\pi(u))>\operatorname{depth}(v)$, and $B\left[u_{i}\right]=0$ for all $i=0, \ldots, d-1$, where depth $\left(u_{i}\right)<\operatorname{depth}(\pi(u))$ and depth $\left(u_{i}\right) \bmod H=0$. For the array $D$ we store $D\left[u_{i}\right]=\operatorname{depth}(v)-\operatorname{depth}\left(u_{i}\right)$ for all $i=0, \ldots, d-1$ where $\operatorname{depth}\left(u_{i}\right) \bmod H=0$ or $\operatorname{depth}\left(u_{i}\right)<H\lceil\operatorname{depth}(v) / H\rceil$ or $\operatorname{depth}\left(u_{i}\right) \geq \operatorname{depth}(\pi(u))$. Finally, we store for the root $B[1]=1$ and $D[1]=0$.

Constructing the three sparse arrays, after having identified the $\mathrm{O}(n \sqrt{w})$ entries to be initialized, by Corollary 1 takes expected time $\mathrm{O}(n \sqrt{w})$.

## 5 Approximate range counting

In this section we provide a data structure for approximate range counting. Let $S \subseteq U$ denote the input set, and let $n$ denote the size of $S$. The data structure uses space $\mathrm{O}(n)$ words


We assume $S$ has been preprocessed such that in constant time we can compute FindAny ( $a, b$ ) for all $a, b \in U$. Next we have a sparse array such that we for each element $x \in S$ can compute $\operatorname{rank}_{S}(x)$ in constant time. Both these data structures use $\mathrm{O}(n)$ space.

Define count $(a, b)=|S \cap[a, b]|$. We need to build a data structure which for any $a, b \in U$ computes an integer $k$ such that $\operatorname{count}(a, b) \leq k \leq(1+\varepsilon) \operatorname{count}(a, b)$.

In the following we will use the observation that for $a, b \in S, a \leq b$, it is easy to compute the exact value of $\operatorname{count}(a, b)$. This value can be expressed as $\operatorname{rank}_{S}(b)-\operatorname{rank}_{S}(a)+1$ and thus the computation amounts to two lookups in the sparse array storing the ranks.

We reduce the task of computing $\operatorname{Count}_{\varepsilon}(a, b)$ to the case where either $a$ or $b$ are in $S$. First, it is easy to check if $S \cap[a, b]$ is empty, i.e., FindAny $(a, b)$ returns $\perp$, in which case we simply return 0 for the query. Hence, assume $S \cap[a, b]$ is non-empty and let $c$ be any element in this set. Then for any integers $k_{a}$ and $k_{b}$ such that $\operatorname{count}(a, c) \leq k_{a} \leq(1+\varepsilon) \operatorname{count}(a, c)$ and count $(c, b) \leq k_{b} \leq(1+\varepsilon) \operatorname{count}(c, b)$, it holds that $\operatorname{count}(a, b)=\operatorname{count}(a, c)+\operatorname{count}(c, b)-1 \leq$ $k_{a}+k_{b}-1 \leq(1+\varepsilon) \operatorname{count}(a, b)$. Hence, we can return $\operatorname{Count}_{\varepsilon}(a, c)-\operatorname{Count}_{\varepsilon}(c, b)-1$ as the answer for $\operatorname{Count}_{\varepsilon}(a, b)$, where $c \in S \cap[a, b]$ is an integer returned by FindAny $(a, b)$. Clearly, both calls to Count $_{\varepsilon}$ satisfy that one of the endpoints is in $S$, i.e., the integer $c$. In the following we can thus without loss of generality limit ourselves to the case for a query Count $_{\varepsilon}(a, b)$ with $a \in S$ (the other case $b \in S$ is treated symmetrically).

We start by describing the additional data structures needed, and then how to compute the approximate range counting query using these. Define $p=\lceil\log n\rceil$, and $J=\{x \in$ $\left.S \mid\left(\operatorname{rank}_{S}(x)-1\right) \bmod p=0\right\} \cup \max S$. We construct the following additional data structures (see Figure 3).
$\boldsymbol{J u m p R}:$ For each element $j \in J$ we store the set $\operatorname{JumpR}(j)=\left\{y \in S \mid \operatorname{count}(j, y)=2^{i} \wedge i \in\right.$ $[0, p]\}$.

JnodeR : For each element $s \in S$ we store the integer $\operatorname{JnodeR}(s)$ being the successor of $s$ in $J$.
$\boldsymbol{L} \boldsymbol{N}:$ For each element $j \in J$ we store the set $\boldsymbol{L} \boldsymbol{N}(j)=\{i \in S \mid j=\boldsymbol{J n o d e R}(i)\}$.


Figure 3: Extension of the data structure to support Count $_{\varepsilon}$ queries. $w=8, n=|S|=27$, and $p=$ $\lceil\log n\rceil=5$.

Each of the sets $\boldsymbol{J u m p R}$ and $\boldsymbol{L N}$ have size bounded by $p \leq \log |U|$, and hence using the $Q$-heaps from Corollary 2, we can compute predecessors for these small sets in constant time. These $Q$-heaps have space cost linear in the set sizes. Since the total number of elements in the structures JumpR and $\boldsymbol{L N}$ is $\mathrm{O}(|S|)$, the total space cost for these structures is $\mathrm{O}(|S|)$. Furthermore, for the elements in $S$ given in sorted order, the total construction of these data structures is also $\mathrm{O}(|S|)$.

To determine $\operatorname{Count}_{\varepsilon}(a, b)$, where $a \in S$, we iterate the following computation until the desired precision of the answer is obtained.

Let $j=\operatorname{JnodeR}(a)$. If $j>b$, return $R+\operatorname{count}\left(a, \operatorname{Pred}_{L N(j)}(b)\right)$. Otherwise, $j \geq b$, and we increase $k \operatorname{by} \operatorname{count}(a, j)-1$. Let $y=\operatorname{Pred}_{\operatorname{JumpR}(j)}(b)$ and $i=\operatorname{rank}_{\operatorname{JumpR}(j)}(y)-1$. Now count $(j, y)=2^{i} \leq \operatorname{count}(j, b)<2^{i+1}$. We increase $k$ by $2^{i}$. Now $k=\operatorname{count}(a, y)$ and $\operatorname{count}(y, b)<2^{i}$. If $y=b$ we return $k$. If $\left(k+2^{i}\right) / k<1+\epsilon$, we are also satisfied and return $k+2^{i}$. Otherwise we iterate once more, now to determine $\operatorname{Count}_{\varepsilon}(y, b)$.
Theorem 6 The data structure uses space $\mathrm{O}(|S|)$ words and supports Count ${ }_{\varepsilon}$ in constant time for any constant $\varepsilon>0$.

Proof. From the observations above we conclude that the structure uses space $\mathrm{O}(n)$ and expected preprocessing time $O(n)$. Each iteration takes constant time, and next we show that the number of iterations is at most $l \leq 1+\lceil\log (1 / \varepsilon)\rceil$. Let $k=2^{I}+f, f<2^{I}$, after the first iteration. In the $l$ th iteration we either return $\operatorname{count}(a, b)$ or $k+2^{i}>\operatorname{count}(a, b)$, where $i \leq I-l+1$. In the latter case we have $k<\operatorname{count}(a, b)<k+2^{I-l-1}$. We need to show that $k+2^{i} \leq(1+\varepsilon) \operatorname{count}(a, b)$. Since $k<\operatorname{count}(a, b)$, we can write $k+2^{i}<(1+\varepsilon) k$. We have $2^{i}<k \varepsilon$. Since $i \leq I-l+1$ and $k \geq 2^{I}+f$, we have $2^{I-l-1}<2^{I} \varepsilon$ and the result follows.
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